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HYPOCENTER: AN EARTHQUAKE LOCATION METHOD USING
CENTERED, SCALED, AND ADAPTIVELY DAMPED LEAST SQUARES

By BARRY R. LIENERT, E. BERG, AND L. NEIL FRAZER

ABSTRACT

We present an earthquake location method, HYPOCENTER, which combines
'features of the two well-known algorithms HYP071 and HYPOINVERSE, with a
new technique which we term 'adaptive damping: Each column of the linearized
condition matrix~hich relates changes in arrival time to changes in hypocentral
position, is centered and scaled to have zero mean and a norm of one. Origin
time is defined as the mean arrival time minus the mean travel time. The three
least-squares normal equations for hypocentral coordinates, with diagonal terms
equal to one, are then solved iteratively by adding a variable damping faetor,92;'
to their diagonal terms before inversion. If the .r~s.idual sum of s9.ullr...~ ir1crealS!~;'"
we return to the previous iteration, increase(82,)then try again. This procedure,
Which we term adaptive damping, always resuits in residuals which are less than
or equal to the HYP071 or HYPOINVERSE residuals. We demonstrate HYPO­
CENTER by comparing it to HYP071 and HYP91NVERSE using synthetjc and real
arrival time data for four- and eight-station seismic arrays. (f? -}- '5

" '

(INTRODUCTION

Although the least-squares solution to the earthquake location problem given by
Geiger (1910) has been used in various forms for over 70 yr, limitations on modern
versions of it such as HYP071 (Lee and Lahr, 1972) are still apparent. For example,
Wesson et ai. (1971) observed that HYP071 tended to leave the depths of many
hypocenters unchanged from their starting values, while Lomnitz (1977) pointed
out that discrepancies in epicenters of the LONGSHOT nuclear explosion deter­
mined by different authors exceeded 50 km, even when the same set of arrival time
data was used. The advances in geophysical inverse theory (Backus and Gilbert,
1968, 1970) and its formulation in terms of the generalized inverse by Jackson
(1972) and Wiggins (1972) led Klein (1978) to write the HYPOINVERSE algorithm.
Yet, the algorithm which has still gained the most widespread acceptance is
HYP071, which uses the step-wise statistical regression procedure outlined in
Draper and Smith (1981).

In this paper, we examine two of the procedures which differentiate HYP071
from HYPOINVERSE, namely centering and scaling. We then show how these two
procedures can be combined with a damped least-squares solution (Levenburg, 1944;
Aki and Lee, 1976) which employs an adaptive damping factor. The combination of
centering, scaling, and adaptive damping results in a solution which is in most cases
superior to that of either HYP071 or HYPOINVERSE.

GENERAL NOTATION

We take as our model a set of seismic stations having known locations and
elevations and overlying a one-dimensional stack of constant velocity layers. For
any earthquake location, (x, y, z) and origin time, to, we can calculate the travel
time, T;(x, y, z) to the ith station, along with the partial derivatives aTJax,
aTjay, aTjaz. The differences, ~ti, between predicted and observed arrival times,
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ti, will then be

BARRY R. LIENERT, E. BERG, AND L. NEIL FRAZER

(1)

We now approximate the residuals, 6.ti, with the first-order Taylor series expansion
of T;(x, Y, z) to obtain a set of weighted residuals, 1'i, i.e.,,

where the Wi are weighting factors normalized so that }; Wi = 1. We now adopt the
matrix notation

and

dX. = (6.to, 6.x, 6.y, 6.z).

Equation (2) can then be rewritten

l' = 6.t - Td)(.

where

(3)

[
~1

T= wn

The standard least-squares inverse of equation (3) which minimizes L 1'/ is then

or, in terms of the generalized inverse (Lanczos, 1961)

dX. = V A-I UT 6.t

(4)

(5)

where the columns of V and U are the eigenvectors of TTT and TTT, respectively,
and A is the diagonal matrix of common eigenvalues (Jackson, 1972; Wiggins,
1972). Provided we have a first-guess hypocenter, we can apply equation (4) or
(5) iteratively to obtain a solution to the location problem. Equations (4) and (5)
are the basis of all linearized least-squares solutions to the earthquake location
problem.

CENTERING

We wish to draw attention to a procedure that is not normally used in geophysical
inverse theory, but which leads to a simplification of the inverse problem as well as
to improved numerical accuracy. Consider the fourth normal equation obtained by
differentiating the sum of squares, L 1';2, with respect to to, where the Ti are given
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by equation (2). This will be

773

which can be rewritten

to + uto = (ti) - (Ti ) - ux(JTJax) - t:.y(aTJay) - t:.z(aTJaz) (7)

where the brackets, ( ), represent weighted means. Substituting equation (7) into
equation (2), we obtain

Ii = wdti - (t;) - (aTJax - (aTJax) )t:.x

- (aTJay - (JTJJy»t:.y - (JTJJz - (aTjaz»)uz]. (8)

We have replaced the corrected origin time, to + Doto, with the weighted means of
each of the remaining terms on the right-hand side of equation (2). This process,
termed centering, isa standard procedure used in statistical regression (Draper and
Smith, 1981, p. 260). Centering was used by Lee and Lahr (1972) in HYP071 but
not by Klein (1978) in HYPOINVERSE.

We now define the centered condition matrix, Te , as

[

Wl(aTr/ax-: (aTJax») WI (aTr/ay -: (aTJay»)

T=
e wn(aTn/ax-(aTn/Jx») wn(JTn/Jy-(JTnIJy»)

which has the least-squares solution

WI (a Tr/Jz -: (aTJa;»J

wn(iJTnlaz - (JTn/az»
(9)

(10)

where dXa = (DoX, Doy, t:.z). It is clear from equation (8) that the mean of the centered
residuals, Ii, is now zero, i.e.,

L Ii = O. (11)

For our final solution, .ix, .iy, t:.z, and t:.to are zero. Equation (7) then gives us
the equation for origin time

to = (ti) - (Ti ). (12)

SCALING

Smith (1976) has observed that the condition number (ratio of maximum to
minimum eigenvalues) of the matrix T or (Te ) can be improved by scaling the
columns of T to all have unit norm. Scaling, like centering; is a standard procedure
used in statistical regression (Draper and Smith, 1981, p. 263). We therefore define
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Tes by the equation

(13)

where

S = diag(L T;il' L T;'2' L T;i3)'
I ! !

We first obtain a solution of dX3 to equation (10) using Tes instead of Te • We
then remove the scaling factors from the solution by dividing dX3 by S to obtain
the hypocentral corrections .lx, .ly, and .lz. Although scaling is mathematically
equivalent to solving equation (10) directly, it always improves the numerical
accuracy of the solution. Scaling also removes the dimensionality of parameters
such as distance and time which, as Klein (1978) observed, tends to make the
eigenvalue for origin time the largest when the T matrix is left uncentered.
Furthermore, since the diagonal elements of the 3 x 3 symmetric matrix T'[. Tes

are all one, its determinant and inverse have particularly simple forms, suitable
for evaluation on a small calculator.

Scaling was used by HYP071 as part of -the step-wise statistical regression
procedure, but not by HYPOINVERSE. Jacks6n (1972) and Wiggins (1972) solved
the problem of parameter dimensionality by dividing parameters by suitably chosen
variances. However, foreknowledge of parameter variances adds a certain degree of
subjectivity to the resulting solution which scaling avoids.

DAMPED LEAST SQUARES

A least-squares solution to equation (9) can always be found providing that the
matrix T'[. Tes is nonsingular. As T'[.Tes becomes near-singular, the errors in the
corrections .lx, .ly, and .lz, and often the corrections themselves become very large,
leading to instability in any iterative scheme. Geophysical inverse theory, as
discussed by Backus and Gilbert (1970), directs attention toward the tradeoff
between parameter independence (resolution) and parameter variance that always
results from stabilization schemes. We have used the scheme termed "damped least
squares" by Levenburg (1944), "ridge regression" by Hoerl and Kennard (1970), and
"tapered cutoff" by Wiggins (1972). A constant positive term, 02

, is added to each
of the diagonal elements of the matrix T'[. Tes before inverting it, i.e.,

(14)

or in terms of the generalized inverse

(15)

This scheme was used by Crosson (1976) for the joint solution of hypocentral
locations and one-dimensional velocity structure and also by Aki and Lee (1976)
for joint solution of two- and three-dimensional velocity structures. The size of the
damping term, 02

, has been the subject of many studies (e.g., Marquardt, 1970;
Franklin, 1970; Wichern and Churchill, 1971). In this paper, we adopt an empirical
approach to determining the size of 02

, which we term "adaptive damping." In the
earthquake location problem, the primary objective is to minimize the quantity
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rms = .J"'t.TNN. For example, Rowlett and Forsyth (1984), in the algorithm
GRIDSEARCH, determine earthquake locations by calculating rms at a large
number of points and finding the minimum. We have chosen to use the criterion of
minimum rms to determine the size of (}z, If rms increases in any iteration, we
return to the previous solution, increase (}Z, and try again. We term this procedure
"adaptive damping." Note that if the generalized inverse given by equation (15) is
used, the eigenvalues and eigenvectors do not need to be recalculated when increas­
ing ()z,

THE HYPOCENTER ALGORITHM

In addition to adaptive damping, the HYPOCENTER algorithm also incorporates
four novel features which are listed below.

1. We start with a (}z value of 0.005, which was found empirically to have little
effect relative to the least-squares solution. When ~ Ti

Z increases, ()z is increased
by a factor of four. When "'t.T? is decreasing, we decrease ()z by a factor of 0.6,
thereby increasing the speed of convergence. The factors used to increase and
decrease (}z were determined empirically and were not critical to the perform­
ance of the algorithm.

2. The following convergence criteria were used: (a) coordinate corrections be­
come <0.05 km and (b) 1:Ti2 does not decrease after ()2 has been increased five
times in succession. -

3. Convergence is first achieved with the depth held fixed. Buland (1976) has
pointed out that fixing depth significantly extends the domain of convergence
for the location problem. Depth is then freed, and convergence is searched for
a' second time.

4. Negative depths are treated similarly to increases in "'t. T i 2 , i.e., the damping
factor is increased. We found that including station elevations in the calcula­
tion considerably improved the ability of arrays to locate shallow focus events.
This is because the derivatives of arrival times with respect to depth at stations
which are coplanar with an event are often all zero, resulting in a singularity
in the condition equation matrix.

A summary of the important properties of the algorithms HYP071, HYPO­
INVERSE, and HYPOCENTER appears in Table 1. A flowchart of the HYPO­
CENTER algorithm is given in Figure 1.

NUMERICAL EXAMPLES

To demonstrate the effectiveness of centering and scaling combined with adaptive
damping, we have used the following three networks.

NET 1 is a four-station star configuration with one center station and the three
others on a 10 km radius, equidistant from each other (Figure 2). The NET 1
configuration was studied by Uhrhammer(1980), who gives its uncertainty and
ignorance mappings.

NET 2 consists of eight ocean bottom seismometers (OBS) deployed during 19]9
in the Galapagos rift zone by the Hawaii Institute of Geophysics (HIG). The
deployment of this array and analysis of the data from it have been described by
Milholland (1984).

NET 3 comprises a subset at" the landstations which in 1979 were also deployed
by HIG near to and in the Petatlan earthquake source region. Some resolution and
error maps for NET 3 can be found in Novelo-Casanova et al. (1984).

In the first example, we examine improvement in the condition number (Le., the
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ratio of the largest to smallest eigenvalue) of the partial derivative matrix T, for a
hypocenter at 150 km from the center of NET 1 along the line PIP2 (Figure 2) and
at a depth of 10 km. A Up = 5.6 and Us = 3.3 km/sec half-space velocity model was
used. This hypocenter's associated partial derivative matrix T, the scaled matrix,
T., and the centered and scaled matrix, Tes ' have the eigenvalu~sshown in Table 2.
The condition number improves by a factor of 4, when T is centered and by a factor
of about 16 when T is both centered and scaled.

The second example examines the effect of damping. Again, NET 1 is used with
hypocenters PI to P9 (Figure 2) at 50 km intervals along the line PIP2 and all at

TABLE 1

COMPARISON OF THE IMPORTANT FEATURES OF THE

ALGORITHMS HYP071, HYPOINVERSE, AND HYPOCENTER
HYP071 HYPOINVERSE HYPOCENTER

Centering and scal- Yes No Yes
ing

Damping Step length; Step length; ei- Damped least-
F-ratio genvectors squares with
must be >2 with eigenval- adaptive damp-
for corre· ues <0,016 not ing
sponding used
parameter
to be varied

Matrix inversion Abbreviated Q- R algorithm Jacobi method
Doolittle

Depth variation Depth fixed if Depth freed when Depth freed when
I~+ 1~+oly2I<7 convergence
oly21 >10 km achieved
Jon

Negative depths Set to 0,5 Set to 0,5z Return to pre-
(z + olz < 0) Iz + ..lzl vious solution

and increase
damping factor

Residual weighting Jeffrys Cosine taper for Optional bi-
weighting if 5 rms> olt> 3 square weight-
rms> 0.1 rms ing (not used
sec in this study)

Distance weighting No Yes No

rms increases No action Hypocenter Return to pre-
moved back to- vious hypocen.
ward previous terand in-
value crease damping

a depth of 10 km. A two-layer velocity model was used, with a 30-km-thick,
Up = 6.0 km/sec upper layer, an 8.0 km/sec lower layer, and a Up to Us ratio of 1.78
for both layers. Calculated P and S wave arrival times for each hypocenter were
perturbed 10 times with random, Gaussian errors having standard deyiations of
0.05 and 0.1 sec, respectively. Each of the resulting 10 sets of arrival times was used
to calculate residuals, t:.t, relative to corresponding arrival times for a first-guess
hypocenter. This first~guess hypocenter was placed 0.1 km in both horizontal
coordinates from the first arrival station and at a depth of 15 km. Equation (14)
was then used to iteratively correct the hypocentral parameters using each set of
residuals.
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FIG. 1. Flowchart of the HYPOCENTER algorithm.

~P2
I

I
I

/

I
I

I
I

I
I

I
I

/
/

I
I

I
o / 0

'Pl

o

10 20 30 40 50 oOkm
FIG. 2. Location of synthetic epicenters (asterisks) used to test the location algorithms for the NET

1 array. Seismic stations are represented by squares. Hypocenters are all at a depth of 10 km. Epicenters
P3-P9 continue at 50 km intervals along the line PIP2.
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Shown in Figure 3 are the rms values for the five iterations of equation (14) with
02 ~ 0, corresponding to the least-squares solution. Note that rIDS decreases on the
second iteration for all locations except P8 and P9. Subsequently, rms increases,
particularly on the third iteration. The increases in rms are due to nonlinearity of
the travel-time functions T j , i.e., the residuals predicted by the first-order Taylor
series expansion of T i are different from those obtained using equation (1). Step
length damping, where some fixed fraction of dX3 or dX4 is used as a correction,
has been suggested by Buland (1976) as a solution to this problem and was used in

TABLE 2
CALCULATED EIGENVALUES OF TTT FOR THE SYNTHETIC EVENT

P4 (SEE FIGURE 2)

Partial Derivative Matrix Al A. ... ... A-/>....

No centering or scaling
Scaled, not centered
Scaled and centered

2.89 0.241 0.168 0.019
1.85 0.724 0.228 0.045

1.438 0.954 0.148

151
41
10

0.3~" ".0km 2001P2' ".Iir 2001 "'''''00 k
m

::1~ 'o{y '"ooU
01 :::=, , , 0, , " 0""

2 <1 24 2 4
ITERATION ITERATION ITERATION

20.0~ P4:~'150km 20.0, P5:t;'200km 20.0., P6;t;'250km

1 ~ ~ .10'oL ,oo~. 100D~o ' o~ o. '.
2 4 2 <1 2 <1

ITERATION ITERATION ITERATION

~::~'3~'::::OOkm '::::r ·'.r
-i -: k---;-:::'o ,,0. 0-;=,=:;.-~-,---'

2 4 2 4 2 4
ITERATION ITERATION ITERATION

FIG. 3. Plots of changes in the rms residual for the synthetic events shown in Figure 1, and 82 = 0 in
equation (14). Note the changes of scale on the rms axis for different locations.

the algorithms HYP071 and HYPOINVERSE (Table 1). However, step length
damping breaks down if ~x, ~y, or ~z have the wrong sign. Damped least squares
has the advantage of providing step direction as well as step-length damping
(Marquardt 1970).

Figure 4 demonstrates the effect of a damping factor of 82 = 1 in equation (14),
using the same data set as in Figure 3. The initial decrease in rms is smaller
compared to the undamped results in Figure 3, but divergence is prevented at all
but the most distant locations P8 and P9, 350 and 400 km from the center of the
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20 km diameter array. Even choosing 82 values as large as 50, or fixing depth as
suggested by Buland (1976), were unsuccessful at preventing divergence at the P8
and P9 locations. We obtained convergence only by using starting locations closer
to the theoretical hypocenters. Such improved first~guess locations could be obtained
using the order of arrival times (Anderson 1981), or a wave front approach direction
and S-P arrival time differences.

0'3~Pl:.0.=0 km 200

l
P2:.0.= 50 km 200~ P3:,0,= 100km

02~ \ 100 100~
0.1

1

j ~

o I I i ol~ i 0: i , i i

2 4 2 4 2 4
ITERATION ITERATION ITERATION

200 3P4:,0,= 150 km 200J P5:,0, =200 km 200J P6:,0, =250km

j ~
100G 100~ . _ 100~
O~ o~ a '"

2 4 2 4 2 4
ITERATION ITERATION ITERATION

~::D:'::::l. P86-350'. '::::1 "6-400'.

J j :

j L-----:~o i , 0.. i i . O~.=;:::i=,..---,-
2 4 2 4 2 4

ITERATION ITERATION ITERATION

FIG. 4. Changes in rms for damped least-squares solutions (82 = 1) of the same data set used in
Figure 2.
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~
-'
::J
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<i
U

o 0 0 -r--r---r-,.--....-.....,
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TRUE DEPTH, km TRUE DEPTH, km TRUE DEPTH, km

FIG. 5. Calculated depth versus true depth as determined by HYP071, HYPOINVERSE. and
HYPOCENTER for synthetic hypocenters directly beneath the center station of the NET 1 array shown
in Figure 1. A half-space velocity model with Up = 5.6 km/sec and Us = 3.3 km/sec was used to generate
the synthetic hypocenters.

The third example is a test on synthetic data for NET 1, a half-space velocity
structure (up = 5.6, Us = 3.3 km/sec), Gaussian arrival time errors of 0.05 sec in P
and 0.1 sec in S, and hypocenters located at 4 km increments in depth below the
central station (PI in Figure 2). Calculated versus true depths are compared in
Figure 5 for HYP071, HYPOINVERSE, and HYPOCENTER, using a first-guess
depth of 5 km. HYPOINVERSE fails to converge when the true depth is greater
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FIG. 6. Locations of synthetic earthquakes (crosses) relative to the NET 2 array (crossed squares)
which we used for the comparison of algorithms HYP071, HYPOINVERSE, and HYPOCENTER.
Hypocenters are all at zero depth.
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FIG. 7. Histograms of differences between true and calculated hypocentral parameters obtained using
HYP071, HYPOINVERSE, and HYPOCENTER, and synthetic data generated for the events shown
in Figure 6.
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FIG. 8. Map showing the Petatlan subarray [NET 3 (solid circles)1 and epicenters (crosses) as
determined by HYP071. Also shown is the Los Azufres geothermal area, a nearby M = 5.2 event
(indicated by the asterisk) and its associated aftershocks.
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than about 40 km, while HYP071 fails at depths of greater than 50 km. Changing
the value for the F-ratio test from 2 to 0.5 considerably improved HYP071's
performance in this example, suggesting that the default ,setting of 2 may be
somewhat high, at least for Gaussian errors. Clearly HYP071 and HYPOINVERSE
performance is unsatisfactory, as the SoP arrival time difference always provides
good depth control in this particular example.

The fourth example uses synthetic P and S wave arrival times for the Galapagos
OBS array NET 2, again with 0.05 and 0.1 sec Gaussian errors in P and S,
respectively. Hypocenters were placed at the grid points shown in Figure 6 and at
zero depth. Figure 7 compares differences between true and calculated locations and
origin times for HYP071, HYPOINVERSE, and HYPOCENTER. Note the better
performance of HYPOCENTER, indicated by smaller differences in true versus
calculated coordinates, especially depth.

We now turn our attention to real data collected by the NET 3 Petatlan subarray.
Figure 8 shows the subarray and the HYP071 epicenters obtained using a five-layer
velocity model. We concentrate attention on the northern part of that map, Le., on
a cluster of aftershocks which followed an Mb = 5 earthquake occurring close to the
Los Azufres geothermal area. Figure 9 compares in detail epicenters and depths
determined by the two algorithms. HYP071 mostly failed to vary depth at all from
its initial value of 15 km, where HYPOCENTER locations show tight clustering at
a depth of 35 km in a much smaller volume than .HYP071. Further examples of the
improved performance of the HYPOCENTER algorithm have been described by
Milholland (1984) and Ambos (1984).

An IBM-PC diskette copy of the Fortran program HYPOCENTER can be
obtained from the first author upon request. The program processes input data
which is identical in format to that read by HYP071.

CONCLUSIONS

We have demonstrated that both improved convergence and improved numerical
stability can be achieved for the earthquake location problem by centering and
scaling of the observation matrix in combination with adaptive damping of the
least-squares solution.

Centering, scaling, and adaptive damping combine to provide an effective and
simple solution to the problem of locating earthquakes.
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