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ABSTRACT

This reporﬁ Presents a methodology for automating the design pro-
cess for earthquake-resistant multistory steel building frames. The design
process is viewed as a complex collection of interrelated decision processes,
the conduct of which requires specification of the motivation for making
the decisions and identification of the decision constraints. Total cost,
including both construction-related expenses as well as cost of expected
future damage, is adopted as the basic decision motivator. Decision con-
straints are composed essentially of standard and projected building code
restrictions.

The design prqcess as a whole is explored first, followed by a
detailed investigation of the "frame-sizing" poftion of this process.
Static-loading, in the form of dead/live load on the beams, and earth-—
quake generated horizontal ground motion are considered in evaluating
Structural syétem response. Linear and approximate nonlinear analyses
are employed.

Expressions describing the frame-sizing process are introduced.

In addition an automating algorithm is presenfed. These procedures are
then employed on two example problems which serve to develop insight into
the design philosophy under study and into the operating characteristics

of the proposed automated design procedure.
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1. INTRODUCTION

Since the beginning of time, and with considerable vigor since
the industrial revolution, engineers have sought to increase man's
productivity through automation. Having been highly successful in
this endeavor it is appropriate that‘engineers should seek to increase
their own productivity through similar means. The engineer's task
being one éé thought rather than physical accomplishment, however,
requires the use of high-speed computational facilities in order to
mount a serious attempt at its automatioﬁ. Hence, the introduction of
the computer has facilitated substantial accomplishments in this area.
There remains, of course, a considerable amount to do. Engineers
everywhere are frequently confronted with highly repetitive operations,
many of which could be automated, and most of which are not.

Nowhere is the presence of repetitioﬁ more apparent than in
design and in particular in structural design. This has been recog;
nized faor some time, with structural design proving to be one of the
more fruitful areas for autcmation. Computerized attempts in this area
data back to the 1950's with the subsequent proliferation of reports:
and papers far to numerious to mention. Several survey articles and
bocoks have resulted with [1] and [2] but two among many.

In structural design the primary emphasis of most efforts to
date has been on the construction of automation procedures rather
than on developing a definitive description of the tasks to be auto-
mated. The result has been the application of very mathematically
sophisticated procedures to rather simple problems. This is not

necessarily bad provided the simple problems suitably reflect the more



complicated ones to which the automation procedures are to be
eventually applied. In lieu of this what results is aptly labeled by
Bellman [3] as an "inverted pyramid". Namely, volumes of material
based on "mathematical models of ... dubiocus validity”. As engineers,
Pister [4] implores us to avoid this eventuality by maintaining a
"proper balance in approaching structural énalysis and design". This
balance is best maintained by periodically reviewing the foundations
upen which subsegquent developments are to be built. Insofar as autﬁ—
mated design is concerned this meanska review of the tasks to be auto-
mated and their mathematical description. It is proposed that this
effort represents an attempt in this direction, albeit a limited one,
but nonetheless one in which the problem formulation assumes a more
prominent position than the problem solution.

It should be noted that in the literature the terms “optimal"
and "automated" are frequently used interchangeably. This will not.be
the case here. A distinction is maintained because the thrust of this
effort is aimed at modeling and subsequently automating the design
process. An optimal design does not necessarily result from such a
procedure, only a usable design is assurea. An optimal design proce-
dure, if it is capable of starting from any initial design, constitutes
a special type of automated design technique, namely, one which

determines the optimal usable design.

1.1 Design Automation

In order to automate a design process a specific description of
the procedure is necessary. For the work described herein a somewhat

philosophical but useful definition of design has been formulated.



Design can be described as a complex collection of interrelated
decision processes. This collection of decision processes has an
entry point and an exit point, with the flow of decisions from entry
to exit mobilized by a basic need, in this case the need for a
structural support system. This concept is illustrated schematically
in Figure 1.

Each,individual decision process is composed of three parts:
{i) a collection of usable options, called the option set, (ii) a
criterion by which various opticns can be assessed, called the decision
motivator, and (iii) a procedure by which the set of usable options
can be explored to satisfy the decision motivator, called the option
search. This decision process framework is illustrated in Figure 2.
As a simple example of the process envision‘an individual who,.while‘
visiting friends, is offered a piece of candy from a box of candies,.
The option set is the ¢ollection of candies contained within the box.
The decision motivator is the individuals personal taste preference.
The option seaxch mechénism is the individuals eyes, with which he
explores the option set, coupled with his brain which helps him
establish a taste value for each member of the option set. Perusing
the option set and locating the member with the highest taste value
establishes his cheice.

Option sets can be divided into three categories: (i) sets
composed of a continuous selection of usable choi¢es, (i1) sets of
discrete choices, and (iii) mixed sets of the preceding. Option sets
containing a continuous array of possibilities clearly offer an
infinite number of choices while discretelsetsr in practice, always

contain a finite number of alternatives. As an example of option sets



in a structural context consider the problem of selecting a beam in a
multistory building. If the designer is restricted to considering
only wide flange rolled steel shapes, then he is dealing with a dis-
crete option set with a finite number of alternatives. If, however,
only fabricated members will do, then he is confronted with a con-
tinuous option set and an infinite number of possibilities. If he is
free to chose either wide flange shapes or fabricated members, then
he is dealing with a mixed option set.

Decision motivators are classifiable into two breoad categories.
The first category, labeled consignable motivators, consists of
decision criteria which allow the assignment of numerical value, either
scalar or vector, to each design possibility, thereby facilitating
direct comparison of alternatives. The second category, referred to
as subjective motivators, is composed of criteria for which no con-
sistent, uniform;y acceptable scale of value assignment can be dgvised.
Weight, cost and reliability are good examples of consignable motivators
for structural systems. For multistory buildings subjective motivators
might include such items as esthetic guality, environmental impact,
open space needs, etc.

Option search mechanisms can also be divided into two categories.
The first category is composed of what are called discrete option
search procedures. As the name implies these techniques are used to
deal with decisions which have discrete option sets. These methods
are generally combinatoric in approach and become quite inefficient
when the number of members in the option set becomes large and the
starting point for the search is far from the solution. The second

category is composed of continuous option search mechanisms. These



technigques are used to deal with optidn sets which are assumed to be
continuous. The term "assumed" here is important because these
procedures can be employed on decisions with discrete option sets,
provided there is a sufficient number of members in the option set to
warrant continuous modeling. Typically, continuous search techniqués
are more general in their applicability and for most problems ﬁore
efficient in their operation than discrete search approaches.

From the preceding discussion it is clear that to automate
design is to model the varicus decision processes involved, both
individually and collectively. In structural design there is fre-
quently an enormous number of decisions required, reflecting a wide
diversity of motivators and option sets. To completely model all of
these decisicn processes is in all likelihood impossible. It is pre-
ferable to isolate individual decisions or small groups of interrelated
decisions and study then a few at a time. Thig format will be followed
here. In restricting the investigation to individval or small groups
of decisicns it is iImplicitly assumed that these decisions can be
uncoupled from the remaining body of decision processes. Intuitively
it would seem that this is not true in general but that groups of
highly coupled decisions could possibly be isolated so that this
assumption is approximately satisfied.

As an example for the preceding discussion consider the subject
to be explored here, namely the design of multistory steel building
frames. A general schematic of the design of buildings is given in
Figure 3. The process has been divided into distinct phases. The
first phase, design concept formulation, in all likelihood involves

decisions with subjective motivators and thus is not particularly



susceptible to automation. If this is the case, wvery little if any
coupling exists hetween the decisions involwved in this phase and those
of the remaining phases. If the sponsor's overriding concern is cost,
however, this situation changes drastically with the design concept
becoming heavily dependent on the decisions of subsequent phases.

The outcome of the first phase is almost always structural
geometry. Frequently a primary material preference also results as
well as a rough exterior wall design. Assuming a primary material is
not selected, this becomes the second phase.

If the main concerns in primary material selection involve con-
signable motivators then automation of this decision is possible. The
option set is discrete and may contain as few as three members, namely,
the best concrete, steel and composite designs. Clea#ly a discrete
option search mechanism is called for. Some work has been done on
automating the design process from this level [5].  Assume here, how-
ever, that material selection results from the design concept
formulation.

The next phase involves detailed design. From decisions made
previously the frame material and gecmetry have been chosen so that
frame design has been reduced to sizing. In addition the exterior wall
design has been roughly specified. The coupling among decisions within
this phase is fairly straightforward. The .decislons involved in flooring,
walls, lighting etc. in general do not depend on the frame and founda-
tion size, however, the frame and foundation size depend directly on
the remaining body of decisions in this phase. This decision coupling
is accomodated by the imposition of dead weight on the frame and

foundation, the amount of dead weight being a reflection of the choices



made in the other decisions., Admittedly, this coupling model involves
assumption, it does represent a very good approximation of reality,
however. The framing and foundation decisions are typically uncoupled
by a similar approach, again with a relatively accurate coupling model
the result.

What is left of the design process after applying the previous
developments has been roughly referred to as "frame sizing”. It is
important to note here that while some care has been taken to accom-
modate the coupling between "frame sizing" and the remaining body of
decisions in the design process, what has resulted is nonetheless a
suboptimization problem. While "frame sizing" constitutes an important
part, it reéepresents only a small portion of the overall design process.
An enormous number of decisions still remain, however. Further problem
confinements are, thus, necessary and are discussed in the following

section.

1.2 Program Scope

The subject being examined here has been cléssified as the
design of multistory steel building frames. As noted at the close of
the previous subsection this portion of the overall design process
encompasses a formidable number of decisions. For example still to be
considered are such questions as: (i) should the frame be braced or
unbraced, (ii) if the frame is to be braced, what kind of bracing
should be used and where, (iii) what type of connection is to be used,
rigid, semirigid or flexible and should they be bolted or welded,

(iv) should fabricated members be employed, or available rolled shapes,

{v) what type of steel should be used, etc. Note that all of these



questions are to be answered in addition to deciding what size members,
connections, welds, etc. are to be specified.

Clearly further problem restrictions are required in order to
yield a project of manageable scope. To this end the class of
problems to be considered is restricted to welded, unbraced moment
resistant frames with members composed of standard rolled steel wide
flange shapes of A36 steel. With this reduction the decisions which
remain involve the selection of wide flange shapes for the beams and
columns and the selection of connection rigidity.

As mentioned in the preceding subsection the coupling from the
remaining body of "sizing" decisions is reflected through the applica-
tion of dead load to the structure. The only additional loads on the
structure which will be considered are live load and earthguake-
generated horizontal ground motion.

Most of the concepts used in this work do not depend on frame
geometry. In those instances'where this is not true the discussion
will be limited to single bay frames. A schematic of such a structure
with impressed loads is given in Figure 4. Note that the dead/live
load is uniformly distributed along the beams with torsional springs
at the ends of the beams representing beam-column connections.

In reducing the structural system to that given above a con-
certed effort was made to develop a problem of tractable proportions
and yet retain as much as possible the salient features of larger and
more general structures of this type. Obviously only future studies
will indicate the measure of success;achieved in this regard.

At this point it is appropriate to introduce the concept of a

design vector. In order to systematize the selection of wide flange



membexrs and connection rigidities it is necessary to associate
descriptive variables with the option sets composed of these items.
These variables must be sufficient in number to uniquely identify each
member of all the option sets, Typically, once these variables are
established they are arranged into a column matrix and referred to as
the design vector. The design is thus complete when a design vector
is specified. More will be said on thig later, the concept being all

that is necessary for the moment.

1.3 Report Outline

The basic philoscophy which will be followed in the development
of a design model for steel building frames is presented in Section 2.
In Section 5 the option set‘description for wide flange menbers is
developed, including the selection of descriptive variables for
incluéion in the design vector. A similar development for connection
option sets is given in Section 4. The motivator for the various
decisions és well as the overall design process is presented in
Section 5. Constraints which the public typically imposes on building
designs are illustrated in Section 6. The culmination of the preceding
six sections is given in Section 7 where a complete examination of the
resultant design space is presented along with important implications
about the design model. An option search mechanism is reviewed in
Section 8 with examples therefrom discussed in Secticn 9. Section 10
presents an examination of the sensitivity of the design choice to
various parameters involved in the system development. Some comments
regarding the results of the effort are given in Section 11. All
figures have been conveniently located in one place for quick reference

and can be found following the main text.
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2. DESIGN PHILOSOPHY

The first question to be confronted when embarking on an effort
such as this is to which audience should it be addressed. Por the
author, a practical individual, the decision was easy - the design
office. Not the present-day design office - some allowance for
development time is essential - rather the "next generation” of design
office is in mind. In attempting to provide automated procedures to
the design community it is important to assess what the community will
accept. To this end a look at present and expected future practices
is necessary. Some very important consegquences of thé choice of pro-
gram direction result, the first being the selection of a decision
motivator.

There is a variety of potential decision motivators available
for multistory building design. Reliability, for example, has been
used extensively in this regard [6]. Serviceability safety and cost
are‘further possibilities. Historically, however, with the major
exception of cogst, society has for its own protection chosen to
legislate minimally acceptable levels for most of these guantities.
Designers have, thus, been left to minimizing costs within legislated
design restrictions. Considerable evidence exists at present to
indicate that this practice will continue. Hence, historical precedence
will be followed and cost chosen as the decision motivator for this
effort. MNote that legislated design limitations are usually packaged
under the name of building codes and will be referred to here as

system constraints.
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The next major consequence of program direction deals with the
loading conditions, in particular the earthquake loading. There are
two avenues of approach in dealing with earthquake loads, the pro-
babilistic and the deterministic. The design community has in general
shied away from using the probabilistic approach for two reasons.
First, the probabilistic format is considerably more complex, defying
intuition. Second, the techniques for probabilistic assessment of
structural adeguacy with regard to earthquake leoading are not yet
developed enough for standard design office use. It is fair to say
that these procedures are still years away from design-level application.
Hence, the design commmity by and large relies on deterministic
techniques, as will be done here.

The last major implication of the design office emphasis of this
effort lies in the assumed availability of analytical tools. Design
practitioners generally utilize linear procedures for structural
analysis because of their ease of application and relatively low cost.
Nonlinear techniques are typically quite expensive. Expecting this
situatioﬁ to prevail for some time to come, the analytical tools used
in the sequel are restricted to linear procedures.

With these developments in hand a closer lock at the major
components of building frame design is now undertaken with the intent
of developing a complete outline of the design philosophy to be
employed here.

The following discussion is divided into three parts, dealing
in further detail with the decision motivator, the system constraints

and the assumed analytical tools.
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2.1 Decision Motivator

The costs associated with a multistory building quite naturally
fall into two categories: (i)} the cost of designing and erecting the
building, referred to as construction costs, and (ii) the cost of
maintaining a building including the repair of damage due to structural
overload. To date, project sponsors and design firms have been content
to develop building systems with construction cost minimization the
primary concern. It has been frequently suggested, however, that a
more rational apprecach is to design with the minimization of lifetime
cost (LC) the principal consideration. Here LC represents the con-
struction cost plus the maintenance cost. When automated design
procedures become feasible for large structural systems, it seems very
likely that the LC approach will be adopted as the most logical one to
utilize. Por this reason LC iz employed as the decision motivator for %
this effort.

There are two ways of approaching the formulation of the above
decision motivator. The first is to develop a complete estimate
including all construction and maintenance costs. This approach while
quite valid is far from expedient. Many constructicn and maintenance
costs are independent of the design vector introduced in Section 1.
That is, changes in the design wector have little or no effect on these
costs. Costs which are independent of the design vector do not
participate in the design process. They are constant and retain the
same value regardless of the choices made. Independent costs, thus,
have no effect on the ultimate design selection. Hence, independent
costs do not need to be taken into account in the formulation of the

decision motivator. Ignoring independent costs constitutes the second
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approach to decision motivator formulation. It is c¢learly the more
expedient and consequently will be employedlhere.

It is important to keep in mind that the set of independent
costs depends directly on the contents of the design vector. Different
types of design vectors foster-different gsets of independent costs. If
the complete (global) design problem is being confronted then very few,
if any, costs are independent, in which case the above approach is of
little use.

Reviewing the costs related to construction [7] and eliminating
independent and mildly dependent costs results in a list of construc-

tion costs strongly related to the chosen design vector. They are

(i} the cost of the structural steel shapes from which the

beams and columns are selected

{ii) the cost of the beam~column connections including structural

steel and welding

(iii) the cost of transporting the structural steel from the

supplier or fabricator to the site
(iv) the cost of field painting the assembled structural frame
(v} the cost of overhead and profit.

Models of these costs based on the components of the design vector
will be developed in subsequent sections. In the meantime this
assembled list will provide guidance in option set development.

Note that erection.costs are not included in the above list of
construction e#penses. It is assumed herein that moderate variations

in individual member weight have little effect on the erection process.
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Thus, erection costs are independent of the design vector. While this
appears to be a good assumption with regard to steel structures it is
obviously not applicable in all situations, such as in the case of
concrete frames for example.

A review of maintenance costs for multistory buildings quickly
reveals that the only design vector dependent cost is that of building
repair due to structural overload. For buildings located in seismically
active regions the major contributor is earthguake overload. For this
effort this is assumed to be the only contributor. In order to

develop these costs two items require further attention:

(i) it will be necessary to construct building damage models

which are based on structural response parameters

(ii)} an expected earthquaké profile for the life of the building

will have to be identified.

With these in hand an estimated LC due to earthqguake damage can be
constructed. The details of this development are presented in the
subsequent sections.

Cbserve here that the inflationary aspects of the economy,
alternative investment possibilities, prevailing interest rates {(cost
of money), etc., will not be included in damage estimation. Such an
accommodation is obviously necessary for a complete model. A constant
dollar, unencumbered by the numerous economic considerations regarding
its availability and expenditure, is assumed here, however, to aveoid
becoming embroiled in a subject somewhat remote from the main trust of

this effort.



15

2.2 System Constraints

As noted earlier the loading conditions which are to be con-
sidered are constant distxibuted dead/live load on the beams and
earthquake-generated horizontal ground motion.

As far as the above static loading is concerned the more
prominent of the numerous building code restrictions, and the only
ones to be considered here are:

(i)-internal member forces are tc be limited to a value less

than yield level for the member

(ii) midspan beam displacements must be less than a specified

amount

(iii) axial forces imposed on the columns must not exceed a
specified fraction of the load that would produce buckling
of the column,

Thase constraints will be developed more fully in a later sectionm.
FPor the moment, however, they will serve to guide the option set
modeling which follows this section.

With regard to the dynamic {i.e., earthquake) loading present
practice is very simple. In order to simulate the action of an
earthquake, static lateral forces are imposed over the height of a
structure. These forces are imposed in addition to the beam dead/live
loading, with a reduction in live load frequently allowed. The struc-
ture is required to satisfy roughly the same constraints imposed for
the statie loading but normally with an increase in the allowable
stresses. There are two major cbjections to this approach [8, 8, 12].
First it is felt that the lateral forces presently specified represent

enly small earthquakes and fall substantially short of the actual
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earthquake forces a structure in a seismically active region would
likely be subjected to at some point in its lifetime. Second, present
design requirements do not call for specified levels of ductility
within a structure even though inelastic response is certain for
moderate and strong earthquakes.

An alternative to the above approach which has been frequently
suggested [9, 10, 11, 12, 13] is based on a dual design criterion. It
can ke roughly stated as follows IQi:

(1) the structure should respond elastically tc a moderate
earthquake of an intensity reasonably anticipated within

its lifetime

(ii) the structure may yield significantly but must aveid
collapse during a maximum credible earthguake.

This criterion has gained considerable acceptance and thus will be
adopted here. The necessary details of the criterion will be developed
in a later section. What is important to note here in fhe application
of this design guide is the necessity of avoiding collapse. There are
several procedures presently available which purport to do this. The
most popuiar of these is the so-called strong column-weak girder
design philosophy. Under this procedure a structure is designed so
that during a strong earthquake inelastic activity is confined as much
as possible to the beams rather than the columns. The basic belief is
that if the columns remain elastic or nearly so then collapse is very
unlikely.

It is generally accepted that complete avoidance of inelastic
activity in the columns is not possible. Plastic deformation sometimes

occurs in first story columns, due in part to the large loads and in
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part to the relative fixity of the column bases. In addition plastic
deformation frequently takes place in the upper story columns due to
stress wave reflection ("whiplash"). Inelastic activity in the upper
story columns does not carry the gravity of similar activity in lower
stories, however, since the axial lcocads are much less, leaving con-
siderable ductile capacity in these members.

Inelastic activity in structures is typically cited in terms of
ductility ratios. For this study the ductility ratio is defined as
the maximum total end rotation of a member divided by its elastic limit
end rofation [14]. To detexmine if a building satisfies the strong
column-weak girder design philosophy some procedure for qomputing the
ductility ratios throughout the structure will be necessary.

In addition to the above developments it should be noted that
the present trend in the design community is away from static force
simulatién of earthquakes and towards the use of simple dynamic
analysis [10, 11, 13]. In keeping with this trend simple dynamic

analysis procedures are employved in this effort.

2.3 Analytical Tools

No discussion of design philosophy would be complete without an
assessment of available analytical tools. As noted earlier only linear
procedures will be employed here. In addition dynamic rather than
static analysis will be used for earthquake loading. Thus, this dis-
cussion logically falls into two categories, linear static and linear
dynamic techniques.

For the assessment of structural adequacy in the presence of
static loads standard matrix analysis procedures are employed. In the

case of distributed loading the structural problem is separated into
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two subproblems. First, the structure is subjected to the distributed
loading and sufficient joint forces to rigidly fix all of the external
degrees of freedom. The first subproblem thus amounts to solving a
set of fixed-end, distributed loading problems for the beams. Second,
the structure is loaded with only the negative of the fixing forces
which wére used in the first subproblem. This second subproblem is
solved using matrix analysis techniques. The results of the twoc sub-
problems must be added to obtain the complete solutioﬁ. In this effort
axial and shear displacements are not taken into account, nor are P-A
and beam-column effects.

For the dynamic analysis the mass of the system is assumed to
be collected at the story levels (lumped-mass). In addition Caughy
damping [15] is utilized. This aleng with the assumption cf linearity
allows mode superposition techniques to be emploved. For earthguake
loading an estimate of the maximﬁm modal responses can be obtained
through the use of earthquake response spectra. To estimate the
response of the structure itself the modal results are combined using
the familiar root—-sum-~gsquare (rss) methodf

For this study a variant of the Newmark-~Hall response spectra
[16] is adopted. The Newmark-Hall procedure for elastic response will
be followed explicitly with the exception of the "acceleration
transition” region. This region of the spectra represents the high
frequency (low period) response of structures and is seldom significant
in practice. In this portion of the design spectra it will be assumed
that the response acceleration remains constant and does not undergo
a transition to the ground acceleration as specified in [16].

The important thing to note about the Newmark-Hall procedure is

that if necessary the ground motion can be completely characterized by
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the specification of a single parameter. In this effort peak ground
acceleration is employed in this capacity. In addition the selaction
of oﬁe more parameter, damping ratio, facilitates the construction of
a complete response spectrum for an elastic structure. These char-
acteristics will be used to good advantage in the seguel.

As noted in the preceding subsection it will be necessary to
compute the ductility demands of a structure in order to assess its
ability to withstand collapse. The only technique presently available
for doing this on the basis of a linear analysis is the so called
"ductility factor" method. Using this procedure an aéproximate
ductility ratio, called the ductility factor, can be computed by
dividing the maximum member moment by the member moment capacity
(plastic moment). This procedure, while approximate, appears to have
gome merit {14] and since it is the only one available will bhe
employed herein. To facilitate its use a moment-rotation relationship
is assumed for wide flange members and is given in Figure 5. This is
a fairly standard representation with the plateau correspondiang to
the member plastic moment Mp' In the absence of axial lcad the plastic
moment is equal to the yield stress of the member material times the
member plastic section modulus.

Before moving on to option set modeling it should be noted that
almost all of the above material on dynamic analysis can be found in

considerable detail in [12].
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3. BEAM AND COLUMN OPTION SETS

Beam and column optiog sets are assumed to be composed of the
collection of all Regular Series wide flange rolled steel shapes as
identified by the American Institute of Steel Construction (AISC) [17].
This set is clearly discrete. A sufficient number of members exist
within this set, however, tolwarrant continuous modeling. As noted
in the introduction, continuous option search mechanisms are more
generally applicable and typically more efficient than discrete
approaches, hence, continuous modeling is attempted here.

The primary difficulty in modeling discrete sets using continuous
functions is making the selection of an appropriate set of descriptive
variables. The essential task of these variables is to uniquely label
each individual member of the option set. Quite clearly it would be
beneficial to select as few variables as possible in order to keep the
magnitude of the eventuai design problem to a minimum. ZIn additicn to
this the physical boundaries of the option set and the wvarious pro-
perties of the members within the set have to be developed in terms of
the chosen descriptive variables. Thus, fhese variables should be
selected so0 as to facilitate a reasonably accurate and smooth func-
tional description of the option set boundaxies and member properties.

Descriptive variables are typically selected from menber physical
dimensions and/or derived properties. TFor wide flange sections the
physical dimensions consist of the member depth 4, width w, £flange
thickness tf and web thickness twu The derived properties are the
strong axis moment of inertia I, elastic section modulus 8, plastic
section medulus Z, cross sectional area A and strong axis radius of

gyration r. Weak axis properties may also be included but are not
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particularly useful in planar frame design. Obviously the maximum

number of descriptive variables necessary is four: d, w, t if

£’ tw'
nothing else, selection of these variables leads to very accurate
representations of the other properties of the member. Reduction of
the number of variables is possible, however. This reduction is
effected in two ways. First, through the development of empirical
relationships between the available variables and sécond, through the
use of suboptimization. A price is paid for this reduction, of course.
Use of empirical relationships sacrifices accuracy in member property
representations and suboptimization results in a smaller option set.

As an example of an empirical reduction consider the approximate
raelationship tw = 0.61 tf. This equation represents the mean for all
compact wide flange secticns. Iﬁ is very accurate for some members
and not so accurate for a few. It does facilitate a reduction of the
descriptive variable set to three, howsver.

Are further empirical reductions possible? In terms of uniquely
specifying members of the option set the answer 1s yes. AISC for
example labels wide flange shapes by member depth versus weight per
unit foot, i.e. area times a constant. Thus, d and A form a potential
descriptive variable pair, Since d and A constitute a viable pair, it
is fairly obvious that any two indépendent aquantities from the set d,

W, tw, t I, 8, Z, A and r are potential descriptive variables. Note

f'

that tw and t_ can not serve in this capacity since as shown earlier

£
they are not independent (in an average sense). Likewise, as will ke
seen later, S and Z or d and r can not function in this manner.

Of those pairs which can serve as descriptive variables it

remains to be seen if any admit the formulation of smooth, accurate
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functional representations of the option set boundaries and member
properties. In order to answer this question such representations
must be developed. To this end I and & are selected ag a test descrip~
tive variable pair. The moment of inertia is used because wide flange
sections are rolled specifically to produce a continuous selection of
I, a very desirable characteristic when attempting to develop empirical
relationships. This continucus array of I is obtained by rolling the
menbers on several different plateaus of member depth. Thus, in con-
junction with I, d would seem to be a logical choice if an even dis-
persion of members throughout the option set is to be obtained,

In order to facilitate the development of accurate modeling
the collection of wide flange sections is split into two option sets,
one for colums and one for beams. In addition the range of moment of
inertia included with these sets is restricted to include only those
members which are likely to be of use for the structures considered
here. For columns appropriate moment of inertia limits are 200 in4_§
T < 1500 in4 and for beams 180 in4 < I < 2500 in4. The resultant
option sets are plotted in Figures 6 and 7. The dashed lines in these
figures represent the above modeling bounds whereas the solid lines
represent the bounds on availability within the modeling limits. Each
of the dots signifies a Regular Series wide flange section. The
circled dots indicate economy sections and the triangled dots the
antithesis, with the bounds on availability being least sguare powex
curve fits to these two sets of peoints. The long-short dashed lines
are extrapolafions of the availability bounds beyond the modeling
limits. As can be seen, in general, the extrapolations are not very

good, This is particularly true in the case of the column bounds
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wherein the extrapolations cross and, hence, become quite meaningless.

The empirical equations for the availability bounds are

2.94 1°-%20 £4d K< 2.66 17+ 287 (3.1)
for the beams and
0.91 IO'447 for T < 429 in4
2,22 19-233 <4< (3.2)
' 10.5 1°0°%43%8 gor 1 > 429 in?

for the columms.

As part of a complete model empirical relationships are needed
for all other reguired member properties. For example, with beams, A
and Z may be needed and for columns A, Z and r. To develop these
relations a few observations are in order. First, note that r represents
the location of a lumped cross sectional mass for an equivalent I:
I= f y2 dr = A r2, where y is the distance from the neutral axis.
Since most of the bending stiffness in wide flange sections is supplied
by the flanges and the flange radius of gyration is roughly &/2, a
fairly strong correlation between r and 4/2 is expected. A plot of r
versus d4/2 for column sections of interest is presented in Figure 8.

0.32 dl'04.

. . . . . . ~ 0.9
A similar relationship exists for beams and is given by r = 0.52 & 2.

e

The so0lid line is the least squares curve fit given by r

Since a = I/r2 the above equations also vield relationships for A. For
7 note that 2 v 3 ~ I/d. A mean value computation results in
z = 2.25 I/4.

From Figures 6, 7 and 8 it is clear that smooth, accurate

functional representations of the option set bounds and member
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properties have been cbtained on the basis of the descriptive variable
pair I and d. A viable option set for use with continuous option
search procedures is thus available.

To reduce the number of independent variables to omne, additional
parameterizaticns are possible. If done on the basis of the physical
dimensions and derived properties for wide flange sections listed
earlier these developments result in models which are very inaccurate
and represent only mean values rather than estimates of actual value.
An alternative approach is through the use of contrived parameters. A
definite improvement in accuracy ensues; however, the resultant
modeling functions are extremely irregular and relativly incompatible
with conventional option search procedures. Instead, what most
researchers do is resort to suboptimization in order to obtain single
variable representations of option sets.

As far as wide flange sections are concerned the usual sub-
optimizatioﬁ ploy is to restrict the option set to those members which
result from minimizing weight for constant elastic section modulus.

The resultant menber set is composed of the AISC economy sections.

These are the circled points in Figures 6 and 7. Clearly a single
variable representation is now possible in terms of I. The primary
sacrifice is a rather sizable reduction in the option set. Using this
reduced option set involves a significant assumption. Namely, it is
agsumed that an.option search without suboptimization results in a
choice which lies within the reduced option set. Thus, the same cholce
would result from an option search with suboptimization. The best way
to examine the validity of this assumption is not to employ it initially.
Hence, suboptimization is not utilized. Instead a two variable

representation of the option sets is incorporated.
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The member properties of primary interest herein are I and Z,
I because it is the principal measure of member stiffness and Z because
it indicates the limit of this stiffpess, i.e. the moment capacity.
Hence, I and Z are selected as the descriptive variables. Using the
equation 4 = 2.25 I/Z, option set bounds on Z are established via

equations (3.1) and (3.2). They are

0.85 10713 < Z £0.77 10-78 (3.3)
for beams and
2.47 12°°°3 £or 1 < 429
1.01 1°-747 >z > (3.4)
0.21 Io'956 for T 2_429

for columns. For member area a fairly good relationship for both beams
. 2 . ST

and colums is A = 1.1 27 /1. As noted previously r = vI/A. The

remaining property which is reguired in the sequel is member width.

The width is needed to compute the member surface area for painting

cost estimates. The development of an empirical equation for this

parameter is not exactly straightforward. It can be obtained through

an iterative application of improving approximations to I using the

equation
I = wkd?/2 + £d /20 + wdt® + 2wt /3
along with

2wk + 0.6 td - 1.2 £°

=]
]

where t = tf and tW 0.6t. Retaining only the significant terms,

after two iterations the above process results in
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W = 2.35 I/2 (3.5)

2.09 - 0.812 5_’.4/I3

This equation is not extremely accurate. It is to be used oniy in
computing painting costs, however, and is probably sufficiently
accurate for this purpose. Painting costs represent only a very small
part of the overall LC of a building structure so that significant
errors in this quantity are tolerable. More will be said on this in

a later section.

This completes the specification of the option sets for beams
and colummsg composed of wide flange members. The modeling developed
for these sets is valid only over the limited selections which are
specifically being modeled. Extrapolation of these models beyond these

sets is not advisable and should be done only with considerable caution.
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4. CONNECTION OPTION SET

.Beam—columm connections used in steei construction are
generally classified according to their rotational characteristics as
rigid, semifigid and flexible (simple) [18, 19, 20]. The degree of
rigidity of a connection is defined as the ratio of the beam end
moment developed with the connection in place, to the beam end moment
developed with a fully rigid connection under the same conditions
[21, 22, 23]. In terms of this definition of rigidity the above
connection classifications aré frequently defined as follows [21, 22,
23]: rigid connection are those which develop 90% rigidity or more,
flexible connections produce 20% rigidity or less and semirigid con-
nections constitute everything in-between,

Present design practice calls for rigid connections iﬁ most
multistory building frames in seismically active regions. This has
not always been the case, however._ At the turn of the century most
steel buildings employved semirigid connections, which as noted in [24]
were found to perform guite satisfactorily during the San Francisco
earthquake of 1906. Choice of connections would thus seem to offer a
viable avenue of design modification and additional components for the
design vector. A complete examination of the role of connectiocn
rigidity in earthquake design is of course not possible in light of
the limited class of frames being considered here. Cnly a preliminary
assessment of the role of c¢onnection rigidity in unbraced, lateral

force resistant frames can be made. Nonetheless the connection
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modeling which follows in this and subsegquent sections is generally
applicable and transcends the limited question to which it is being
addressed.

Use of the strong cclumn-weak girder design philosophy imposes
a major restriction on the selection of a beam-column connection. In
order to tap the available ductility of beams as is required by this
approach it is necessary that the chosen connections be able to develon
the full moment capacity of these beams. There appears to be only‘one
connection capable of accomplishing this while still offering some
degree of flexibility and that is the welded top and bottom plate
connection shown in Figure 9. This connection has been tested
extensively and is accepted by AISC for semirigid framing, Even this
connection is limited, however.

To facilitate a discussion of the welded plate connection some
definitions are in order. BAn overhead view of a top plate is shown in
Figure 10. Note that this top plate is detailed differently from that
shown in Figure 9. The unwelded length of the plate is labeled L' and
the welded length L; with &' signifying the plate cross~sectional area.
The moment-rotation behavior of this connection can be represented as
shown in Figure 11 [18, 25]. As given in the figure, k is the initial
stiffness of the connecticon and Mpc is the connection plastic moment.

An analysis of this connection reveals that [18, 23, 25]

t

A =M /(o &) (4.1)
pc ye

and

k = a'Ea’/(2L") (4.2)
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where E and dyc are the modulus of elasticity and vield stress of the
connection steel with 4 the beam depth. Note that the connection
centetr of rotation is assumed here to be located midway between>the
top and bottom plates. Since the welded plate connection must be
capable of developing the plastic moment of the beam to which it is
attached, it is necessary that MPC 2~Mpb where Mpb is the beam plastic

moment. Assuming for simplicity MPc = Mpb then equation (4.1) becomes

A = Mpb/(Gycd). _ {4.3)

The rigidity of the welded plate connection is given by [25]

1

(4IL'/A'd2L) + 1 (4.4)

R =

where L is the beam length and I its moment of inertia. Using equation
(4.3) and the associated beam property models from Section 3 in (4.4)
vields

1

R = 1
{1.78 OYCL /beL) + 1

{4.5)

where Gyb is the yield stress of the beam material. Only Uyc and L'
are available for adjusting the connection rigidity since, normally,
GYbL is fixed through other considerations. Full rigidity, that is

R =1, is easily cbtained by taking L' = 0; it is semirigidity which
is difficult to provide. Selecting ch as large as possible is a step
in the right dirasction. For example, of the structural steels A51l4

appears to be a good choice for connection plates since it offers a

high yield strength, is weldable and relatively available, Having
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selected Gyc' L' becomes the sole device for adjusting connection
rigidity. There are limitations on L', however. Through earthquake
activity the connections will likely be subjected to load reversals.
Thus, both the top and bottom plates can expect to see compressive
stresses and should probably be protected against buckling. Unless
some means of preventing buckling is provided, a buckling constraint
must be placed on the connection plates. For this purpcse the limita-
tion L'/t < 30 is suggested [18], where t is the plate thickness.

To gain a rough idea of the minimum rigidities obtainable using
the welded plate connection the preceding analysis is completed with
the help of several simplifying assumptions. Let the plates be made
from square stock A514 steel, the beams from A36 steel with a length

of 300 in., then egquation (4.5) becomes
R = 1/(0,187/A + 1) (4.6)

where A is the beam area. A table of rigidity versus beam area is
given in Figure 12. The areas listed in this table cover most commonly
used beams. As can be seen the minimum rigidities range from about 50
to 65%, If a connection rigidity less than these values is reguired
then clearly it must come at the expense of the connection moment
capacity éince according to equation (4.4) the only alternative is to
reduce A', TFor earthquake resistant structures, however, this range of
connection rigidity is probably more than adequate.

The development of an option set model for the welded plate
connection is quite straightforward., The set is continuocus and in the
general case requires two descriptive variables. Candidates for this

assignment are A', L', k and Mpc. Since Mpc is specified through strong
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column - weak girder design requirements only a single descriptive
variable is needed. As far as option set constraints are concerned,
L' is probably the best choice. For analysis purposes, however, k is
a better choice and is used in the sequel for this reason., From the
above develbpments it is apparent that only a lower bound on k exists.
Practically speaking, of course, this is not true. No "real world"
connectiqn is infinitely stiff, hence, an upper bound also exists.
Rigid joints are frequently assumed in analysisz, however, so no upper
bound on k is imposed herein. In addition no lower bound is imposed
since it seems highiy unlikely. that the minimum connection rigidities
stated above will be breached by earthquake resistant structures.
This completes the specification of the option sets. The next

item to be addressed is the decision motivator.
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5. DECISION MOTIVATOR

As noted previously the decision motivator used in this study
is lifetime cost {IC) including both the construction and maintenance
cycles of the building structure. The costs which are to be modeled
for inclusion in this motivator are restricted to those which are
strongly dependent on the design vector. This vector, which has been
referred to only figuratively up to this peoint, can now be clearly
identified. It is composed of the moments of inertia and plastic
section moduli of each of the beams and columns in the building frame
along with the beam-column connection stiffnesses of this frame. The
cost models developed in this section are constructed on the basis of
the components within this design vector so that with each vector
there is associated a unique I1C.

The discussion of this section has been broken into two parts,
one dealing with construction costs and the other with maintenance
costs.

5.1 Construction Costs

The design vector dependent construction costs were identified
in-section 2.1. The following development is subdivided according to
the categories given in that section: (i) structurzal member costs,
{(ii) connection costs, (iii) the cost of field painting, and {(iv) the
cost of overhead and profit.

5,1.1 Structural Members

There are generally three types of charges assessed on wide
flange sections as purchased from a rolling mill [7]: (i) a base price

which is levied on the weight of steel purchased, (i1i) a size extra
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charge based on the shape of the purchased members, and (iii) a quantity
extra charge assessed on the amount of material procured. Since each of
these charges is based on a different aspect of the sections purchased,
separate cost models are needed. Thus, in the subsequent discussion each
- charge is dealt with individually with cost models developed accordingly.
The first item listed above is the base charge which as noted is
assessed on the basis of the weight of steel purchased. If CsM is the

price of the steel of which the members are composed then the cost of a

single member is C_, AL y where A and L are member area and length with

SM
vy the density of steel. The total cost of steel for all the wide flange
members in a frame would, thus, be

Total Cost = CSM Y I AL (5.1
where the summation is over all the members in the frame with the sub-
script i signifying individual member properties. Note Con is typically
quoted in dollars per cwt (100 1bs).

The size extra charge is assessed on the basis of the cross sec-
tional configuration (size) of a member and is alsc cited in dollars per
cwt. A representative list [7] of size extra charges for wide flange
secticns is given in Fig. 13;' In order to mcdel this charge a relation-
ship between the costs quoted in Fig. 13 and the descriptive variables
of the associated members must be developed. Of the various combinations
available the correlation between member area and size extra charge
appears to be as good as any. A plot of this combination for the
sections of interest is given in Fig. 1l4. As can be seen the correla-
tion is naot outstanding. However, a rough trend in size extra charge

as a function of member area is clearly perceivable. It is equally

clear that a model of this trend is all that is possible here since
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it is obvious that a continucus function cannot capture an accurate
representation of the points plotted in Fig. 14. The curve in the

figure represents a least squares fitted power function given by

0.916 A"O'Zl. Thus, the size extra charge for a single member is
0.916 A70" 2% 4 y = 0;916 a0-7? L ¥. The total amount for an entire
frame is therefoie

Total Cost = 0,916 Y I AL'7° L. (5.2)

The final assessment on wide flange members is the quantity extra
charge., This levy is determined by the weight of the total amount of
an individual section type procured at one time for one mode of ship~
ment to one destination; A sample quantity extra charge schedule [7]
is given in Fig. 15; As can be seen this charge is inéersely pro-
portional to the weight of steel purchased. For wide flange members
used in multistory buildings this charge is generally avoided since
a significant amount of member duplication is typical in these types
of structures; Hence; this charge is not accounted for in this study.

While transportation costs are not strictly a part of the
member cost, because they are generally based on member weight they
will be accommodated here. Let CTS be the cost of transporting steel
in dellars per cwt. Then this charge is best accounted for by simply
adding it on to the cost of steel. Thus, CéM = Cgy * CTS where CéM
is a modified price of steel for the members.

5.1.2 ‘Connections

There are two costs associated with the installation of welded
plate bheam-column cbnnections: First; there is the cost of the steel
in the plates and; second, there is the cost of welding the plates.

There are numerous qualifications which must be made in order to
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develop these costs; hence, the resultant models are of limited
applicability. Connection costs are small in comparison to the price
of the overall frame however; thus, the models developed here are
probably adequate for the purposes of this study.

Let CS represent the cost of the steel from which the connec-

o
tion plates have been fashioned. Then the cost for each connection

is given by Coc A%y (2L” + L%T + L&B) where L&T and L%B are the lengths
of top plate and bottom plate which are welded to the beam. Since A~
and L” have already been developed in section 4, it remains to specify
LQT and L&B' To this end assume that the four primary legs of the
fillet weld shown on the top plate in Fig. 10 are equal in length and
that the short weld sections on the end of the plate are negligible,
then L&T = L,/4 where %, is the length of weld required to develop

the plastic moment of the connection. From Fig. 9 it can be seen that
the bottom plate is welded only along the outside edges of the bottom
flange of the beam, hence, LﬁB = R./2.

To compute Qw the electrode used to form the weld and the
fillet weld size must be specified. Since A514 steel is anticipated
as a plate material the luxury of E11l0 electrode is assumed along
with a 3/8 in. fillet. This produces a fillet weld strength of
8.9 kips/in [20]. Thus, & = Mpb/8.9 = 4,04 Z2/4 since A36 steel is
being used for the beams. Using this and the eguations developed
in sections 3 and 4 results in a cost estimate of 0.36 CSC Y 22
[(10800/k) + 0.6 (Z/I)2} for plate steel per connection where a
modulus of elasticity of 30(103) ksi is assumed for structural steel.

This cost has to be doubled, since there are two connections with

each beam, and summed over all beam members to obtain a total cost
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for the connection plate steel of

Total Cost = 0.72 C._ v £ 22 [(10800/k.) + 0.6 (Z./I.)%1.  (5.3)
sC i i i" 71
beams

Transportation costs are treated as they were for structural

members and simply added into the cost of steel with CéC = Cqo * Crg

Welding costs originate from a variety of sources including
labor, overhead, electricity and down time in addition to the cost of
electrodes. Rather than model each of these sources individually it is
more expedient to lump them together and quote welding charges in terms
of dollars per pound of metal deposited. A welding c¢ost schedule
constructed on this basis is given in [7] with charges estimated in
terms of electrode size. Thus, to compute the welding cost for a
particular connection the amount of weld metal which must be deposited
to complete the weld has to be established. This computation logically
falls into two parts, one for the butt weld at the plate~column inter-
face and one for the fillet weld along the plate-beam interface.

For the butt welds assume there is a 3/16 in. root gap
between the end of the plates and the column and that the plates have
been leveled to 45°. For the top plate assume square stock so that
the plate thickness is YA°. Then the volume of metal contained in
the butt weld for the top plate is A7 (3/16 + YA%/2). For the bottom
plate assume a 10 in. width to insure overhang beyond the beam flange,
then the volume of metal in the butt weld for the bottom plate is
A°(3/16 + A"/20}. The cost of the butt welds for the two connections

per beam is thus C w?” A“(0.75 + 0.1 A” + YA") where C__ is the

s SW

cost per pound of weld metal in place.
To compute the cost of the fillet welds assume they are built

up 10% over specification for safety [23]. Then the cost of the
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fillet welds per beam is 2.42 C_ vy t° 8, where t is the specified
weld‘size.

Summing up the welding costs over the entire structure and
substituting in the appropriate equations from this and previous

sections results in a total welding cost estimate of

zi ,zi Z;

Total Cost = Cog ¥ b T (0.73 + 0.0026 Ef“+ 0.064 ~535). (5.4)
i i T,
beams i

5.1.3 Structural Painting

Structural paint is typically applied in two coats using a
spray gun. Sometimes paint is applied by hand if local codes prohibit
the use of spray. Obviously the painting costs depend strongly on
which method is utilized. Spray gun application is assumed here.

The cost of painting depends on two items, the cost of labor
and the cost of paint. A labor cost is obtained by dividing the pre-
vailing labor rate (§/hr) by the rate at which the paint can be spread

(inz/hr) te obtain labor cost, C in dollars per square inch. An

PL’
estimate of the cost of paint is arrived at by dividing the price of
paint ($/gal) by the spread rate (inz/gal) and multiplying by the

number of coats to obtain a cost of paint, CP’ in dollars per sguare

inch. The complete cost of painting is thus given by C = CP + CPL

PT
and has the dimensions of dollars per square inch.
To compute the area which must be covered assume that the

surface area of wide flange members is given by (4w + 2d)L. The total

painting cost for the structure is therefore

Total Cost = Cor b3 (4wi + Zdi)Li. (5.5)
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5.1.4 Miscellaneous

If equations (5.1) through (5.3) are added together then what is
obtained is essentially an estimate of the construction cost of the
structural frame., The frame typically represents about 10-15% of the
overall project cost. Assessed on top of this are overhead and pr&fit
rates. These are usually charged as a percentage of the overall pro-
ject cost and thus can be represented as nmultiplicative constants.
Overhead and profit each run scomewhere in the neighborhood of 5-15%
of the project cost.

5.2 Damage Costs

The modeling of damage costs due to earthquake overload is a
particularly difficult task. The principal source of difficulty lies
in the stochastic nature of earthquake loading. Two different earth-
quakes of equal magnitude can produce strikingly different results in
terms of building damage. ‘Loading is not the only source of diffi-
culty, however. At present there exists an enormous diversity in
construction materials, design practices and erection procedures utilized
by the building industry. All of these industrial wvariations cannot be
assimilated into a damage model of usable proportions. Hence, a
significant amount of aggregating of somewhat dissimilar situations
must be tolerated. The unavoidable outcome is additional uncertainty.

The difficulty of the damage modeling problem is further
aggravated ﬁy an absence of data upon which to base any development.
That data which does exist is not particularly reliable nor is it
sufficiently detailed. It is unreliable because uniform procedures
for assessing damage were not used in obtaining it. Available informa-

tion is generally based on building owner reports on the cost of
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restoration. There is, however, a variety of repair options available
to every owner. Thus, identical damage undoubtedly results in com-
pletely different repair costs. In addition, building owners are
reluctant toc divulge detailed information on damage repair for fear

of adverse public reaction. Frequently, of course, detailed information
does not even exist. Regardless of the source, however, data scatter

is the end result.

Clearly the most expedient means of representing and modeling
earthquake damage is via a probabilistic format. Several attempts at
developing a statistical representation of earthquake damage have been
made [26, 27, 28). These procedures are very useful in making overall
assessments of the damage potential for a particular geographical
region or general structural type. They are, thus, helpful in site
and structural type selection and for insurance assessments. As far
as discerning moderately fine shades of difference between similar
structures, however, they are not so helpful, For this purpose a
deterministic approach 1s necessary wherein the cost of damage is
modeled on the basis of specific structural response guantities rather
than general structural properties and site conditions.

The difficulties in modeling damage costs noted above become
especially acute when a deterministic format is adopted. Some accommo-
dations are possible, however. For example, with regard to the
earthquaké loading, a detalled examination of the site geology and its
fault system could produce likely locations, intensities, durationms,
etc. of any potential ground shaking and thus substantially reduce the
uncertainty involved in this aspect of damage assessment. In

addition, if local soil conditions are incorporated [13] in the design



40

process a further reduction of uncertainty is achievable. BAs far as
the variability in materials, design and construction practice is
concerned some reduction seems possible via the development of a
stable of damage models to accommodate the different possibilities.
This requires the availability of a substantial body of detailed infor-
mation on damage costs in actual structures. As noted above this
information simply does not exist in the requisite guantity, quality
or detail. Nevertheless, séme effort has been directed towards this
approach [29]. The developed damage models are understandably
speculative in nature and largely unsubstantiated; they do appear to
represent the best that is presently available, however.

Since a deterministic approach is used herein it is assumed
that the earthquake loading is handled in a fashion somewhat similar
to that given in the preceding paragraph with the building site com~
posed of bedrock (or very firm soil). Rather than adopt the damage
models of [29], however, simpler relationships which are more in keeping
with existing data are utilized in the sequel.

The following discussion is subdivided according to the nature
of the cost which is to be modeled, including structural and non-
structural damage and down-time costs. In the final subsection the
procedures involved in incorporating these models into an estimated
LC due to earthquake overload are examined,.

5.2.1 Structural Damage

One of the main difficulties encountered in modeling structural
damage is defining it. Aside from [30] there appears to be little
industrial guidance in this regard. Nor is there much indication on

how structural damage has been assessed in the past. Logically there
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would seem to be two possible approaches to this important question.
In the first appreoach structural damage would be defined as the amount
of repair required for minimal restoration of a structure in order to
insure its future adeguacy. The second approach would be to define
structural damage on the basis of a return of'the structure to its
original condition. What is actually done in reality, however, appears
to be cosmetic in approach and a cross between the above two definitions
of damage. Cosmetic repair is based on physical appearance (if it looks
alright forget it) and location. Thus, if a damaged member is open to
public display it is returned to its original condition, whereas if
it is unseen it is repaired only if the assurance of structural
adequacy requires it and then repaired only to the extent necessary.
Note also that damaged structures in general have not been analyzed
to determine which repairs are necessary or if contemplated repairs are
adequate.

Clearly if present practice in structural damage repair is to
be modeled, a very complex formulation is necessary. For steel
framed buildings, however, structural damage is typically very light,
to the point of being negligible, and probably does not warrant
complex modeling. This conclusion is reinforced by the fact that
supporting data is scant. Hence, for this effort simple modeling is
embraced, based on the assumption that the structure is to be returned
to its original condition.

The next aspect of damage modeling which requires attention is
the selection of an appropriate measure for assessiné structural
damage. Inelastic energy abscrption has been suggested as a possi-

bility [29]. For wide flange members in moment resistant frames,
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however, the primary consequence of overloading is a loss in ductility.
Hence, repair would involve restoration of the ductility of the
structural members. The cost df damage would thus be proportional to
the ductility demands made on the structure for a particular loading.
Adopting this approach a simple damage model is developed in the
following discussion.

Let M be the ductility ratio for a member, which as noted in

section 2.2 is given by

¢/¢Pr for ¢. > ¢>p

¢ T <
1 or ¢ ¢P

where ¢ is the member end rotation and ¢é is the rotation at the
attainmeﬁt of the plastic moment (see Fig. 5). Then the amount of
ductility which must be restored is u-1. If it is assumed that the cost
of repair is directly proportional to tﬁe restored ductility, then

this cost is represented as R (u-1) where e, is a constant of pro-
portionality. Let p signify the cost of repair should the entire

ductile capacity have to be restored, i.e., p = ¢ (uc-l), where

o}

M, = ¢u/¢p. Define now the structural damage ratio, Dgs as the cost
of repair divided by p, then

e, (u-1) c, (u-1) u-1
Ds = = - ( _1) = 1 - (5-6)
P o ‘Yo He

In terms of the damage ratic the cost of repair is given by p DS' If
it is assumed that there exist two potential plastic hinge points per
member then the member damage cost is given by

Member Damage Cost = p Dél) + p Déz) (5.7)
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where the superscripts specify the associated hinge point. This relation-
ship holds for both beams and columns and must be summed over all
members to obtain a complete estimate of structural damage.

Loss of ductility is not the only type of damage which a
structure can suffer. A significant amount of detailing damage also
occurs [29]. As a first order approximation this type of damage can be
agssumed proportional to ductility loss and thus simply incorporated
into p.

It should be noted that the above development corresponds roughly
to the inelastic energf absorption approach. To see this, observe that
the inelastic energy dissipated at a hinge point can be computed
approkimately by [31]

us=M (¢-¢P) =M (u-1)
where u is the energy dissipated. Thus, the dissipative energy
capacity is u, = MP ¢p (uc~1). If the cost of damage is assumed to be
directly proportional to the inelastic energy dissipated then the

damage ratio is computed as

. ¢, Mp ¢p_(u-l) _

=N MP ¢P (uc-l) uc~l

whera ¢y is a proporticnality constant. This result is seen to be
identical to that obtained using ductility loss as the damage measure.
The ensuing development wouid thus be the same and result in a member
damage cost as given above;

According to equations (5.6) and (5.7).the ductility demands

and ductile capacity must be known in order to compute structural

damage costs. As noted in secticn 2.3 the ductility demands can be
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computed from linear analysis using the ductility factor method. As far
as the ductile capacity is concerned references [24, 31] contain
excellent discussions of this important quantity.

5.2.2 DNon-Structural Damage

Included in this categorf is damage to items such as interjor
and exterior walls, partitions, glazing, ceilings, plumbing, lighting
fixtures, HVAC, stairs and elevator equipment. Taken collectively
the cost of damage for these items is much more significant than
structural damage in steel framed buildings. From the above list the
principal contributions are from interior drywalls, glazing and
masonry if present.

As was the case for structural damage there appearg to be no
consistent procedure présently available for the assessﬁent of non-
structural damage. Here again the cosmetic approach seems to be in
vogue as far as owner assessment is concerned. This approach is, of
course, quite acceptable for non-structural damage, albeit hard to
model.

The selection of an appropriate measure for non-structural
damage is simple. There is a clear consensus among investigators that
story drift is the best indicator of this type of damage. Story drift
represents the difference between the translational displacements of
adjacent stories.

The simplest apprecach to modeling non-structural damage is to
lump all the various contributions together and attempt to represent
them collectively as a functioh of story drift. Not only is this the
simplest approach it is also the only one for which sufficient data are

available to aid in the development.
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One.attempt at such a development is given in [29]. The data
used there are plotted in Fig. 16. As can be seen no clear correlation
is present. Two things should be noted here: (i) the data are plotted
on the basis of percent of ceonstruction cost rather than by damage
ratio, and (ii) the collection of points located at the top of the
figure represents only motels, whereas the lower group of data repre-
sents other types of structures. Presentation of this information in
terms of damage ratio could thus result in a significant ;ealignment.
In order to readjust the data in this manner the percent total damage
at each point must be divided by the percent of construction cost of
the damaged items involved. The most significant contributions to the
damage costs given in Fig. 16 are from drywall partitions and glass
[32]. Hence, for each data point the percent of construction cost that
these two items represent must be ascertained. Since this information
is not available [29, 32] it must be determined indirectly.

To obtain approximate values for these quantities a survey of
construction costs for recently completed buildings was conducted [33].
Only buildings of four stories or greater were included. The buildings
were separated into two types: (i)} buildings for which a high interior
wall density would normally be expected, e.g., hotels, motels, hospitals,
apartments, etc.,, and (ii) buildings in which a moderate interior wall
density would be most likely, which in this swrvey ended up being com-
posed almost completely of office buildings., Low interior wall density
structures such as retail stores, manufacturing plants and industrial
buildings were not included in the compilation. The results of the
survey indicate that for the high wall density buildings the combined

cost of drywalls and glass amounts to 10.24% of the total construction
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cost whereas in the office buildings this value is 6.29%.

Using the above values along with the data of Fig. 16, the
revised non-structural damage chart of Fig. 17 is obtained. The
damage ratio here is the cost of damage divided by the cost of con-
struction of the items in question. As can be seen a fairly clear
correlation emerges. A least squares fit which is forced through the
origin results in the solid line given in Fig. 17.

Using éhe relationship given in Fig. 17 to compute the non-
structural damage ratio, DN' the cost of damage per story can be
developed, Let £ represent the value of glass and drywall partitions
for a particular floor and df represent the estimated maximum non-
structural damage costs for the same floor, then df = £ DN' The
complete estimate of non-structural damage is obtained by adding
together all the floor values.

5.2.3 Down-Time Costs

Damage repairs freguently require closing off sizable portions
of a building to normal use. The functions performed in these parts
of the building are eitﬁer relocated or shut down temporarily. In
either case what results is a loss of revenue, referred to here as down-
time or inconvenience costs. Modeling this type of cost is made diffi-
cult by the fact that, as in the case of non-structural damage, what is
done in this regard is highly dependent cn the building owner and what
he is willing to do. Again little data are available to aid in model
development. This being the case, simple modeling is all that is
warranted. As a first order approximation it is assumed here that

revenue losses are directly proportional to damage costs.
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To get a rough idea of what range of inconvenience‘costs'can
result, the data of [34] were examined in terms of the ratioc of incon-
venience cost to total damage cost. This examination revealed considerable
scatter with reported down-time costs ranging from 0% to 300% of the total
damage costs. The main body of data, however, varied only between 0% and
30% with a preponderance of 0% data points. Obviously in order to make
an estimate of this type of cost some assessment of the susceptibility
of a building to inconvenience costs must be made along with a review
of the previous practices of the building owner.

5.2.4 Lifetime Cost Estimate

The damage cost models developed in the preceding subsections are
deterministic in format and apply 6n1y to individual earthquakes. Hence,
to develop a lifetime cost an expected earthguake profile must be
identified, the damage c¢ost for each earthguake in the profile computed
and the resultant costs summed over all expected earthquakes. The
next item of business then is the establishment of an expected earth-
quake profile for the particular site and planned service life of the
building being designed.

The frequency of occurrence of earthquakes is reasonably well
described by an eqﬁation of the form {35}

AN
S . M/B

A (5.8)
where ndM is the number of shocks with magnitudes between M and M + dM
in area 3, NO is a measure of the average seismicity of a region and
represents the annual number ¢of shocks per unit area, B is a distri-

bution parameter describing seismic severity and M is the Richter

magnitude. For the highly seismic region of southern California these
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parameters assume the values No = 1.7/mi2 and B = 0.48 based on the
29-year period, 1934-1963., It is generally assumed that the number of
earthquakes drops off from that predicted by equation (5.8) at the
higher magnitudes and eventually goes to zero. For southern California
the zero wvalue, i.e.; the upper bound, is typically taken as M = 8.5,
[35].

To develop a similar equation in texrms of ground acceleration,
assume an earthquake intensity attenuation profile as given in Fig. 18.
Using ;his profile affected area curves in terms of ground acceleration
can be developed and are given in Fig. 19 [36, 37]. From the cuxrves
of Fig. 19 a table of covered area versus ground acceleration is
developed as shown in Fig. 20. The values in this table represent the f
estimated amount of area over which the specified ranges of ground
accelerat?on will exist during earthquakes of the given magnitude.
Assuming a fixed fault direction, substitution of these areas into
equation (5;8) yields an estimate of the number of ground motions which
can be expected within the specified range of ground acceleration due
to earthquakes of the given Richter magnitude. A table of such numbers
based on the southern California vélues for No and B is given in Fig.
21. Note that the table is given in terms of gravitational accelera-~
tion, g; Thus, the mean values in this table represent the expected
number of earthquakes per one hundreth of g, times one hundred. A
least squares curve fit to these mean values results in

n = 3.44 ¢ +>-2°2 (5.9)

where a is the ground acceleration divided by g and nda is the number

of earthquakes with ground acceleration between a and a + da. These
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values are per annum ahd thus must be multiplied by the structure's
life expectancy in order to obtain a life estimate. The curve of
equation (5.9) is assumed to drop off at the higher ground accelera-
tions in a manner similar to that assumed for equation (5.8). The
exact shape of the drop-off is not important; it is sufficient to
recognize that the drop-off. is sharp and goes to zero at a = 0.5.
Equation (5.9) in conjunction with a service life estimate represents
the required earthquake profile.

To obtain an estimate of the damage costs for a building the
expected damage versus ground acceleration must first be computed
using the damage models developed in the previous subsections. These
guantities are then multiplied by the expected number of earthquakes
at each value of ground acceleration to obtain a curve which represents
the lifetime damage costs versus ground acceleration. The area under
this curve yields the estimated tdtal lifetime damage costs for a
particular building.

As an example of such a computation consider the one story
optimal frame of [38]. This frame is 150 inches tall and 300 inches
wide with beam and c¢olumn moments of inertia of 223 in4 and 235 in4
respectively. The beams carries 40 kips of distributed dead/live load.
From [39] the lateral stiffness of this frame is 28200 kips per inch
with a natural frequency of 2.62 Hertz. Assuming 5% of critical
damping in the Newmark-Hall procedure results in a story drift of
§ = 3.7a where 8 is in inches. Using this in the non-structural damage
model of section 5.2.2 with an assumed glass and drywall cost of 10%
of the construction cost and emploving equation (5.9) with a 530-year

service life yields an expected lifetime damage profile of
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4, = 4540 a g 13-25a (5.10)

where d_ is the total expected damage versus ground acceleration.

t
Structural damage costs can also be computed but for this case were
found to be negligible. A plot of equation (5.10) is presented in
Fig. 22. As can be seen host of the structural damage results from
ground accelerations of less than 25% g with the peak in the curve
occurring at 6.56% g. The area under this curve is easily computed
from equation (5.10}, in the general case, however; numerical inte-
gration is necessary. Using the trapezoidal rule exact integration
points for the curve of Fig. 22 are ai = 0, 0.065, 0.294, 0.5, While
these values are exact only for the one story structure discussed here
they should vield reasonably good results for multistory buildings as
well since, roughly speaking,‘a multistory frame is simply several
one story frames placed on top of one another. More will.be said
on this later.

This completes the specification of the decision motivator.
The motivator is composed of the expected damage costs for a building,
as represented in Fig. 22, plus the construction cost as developed in
section 5.1, This motivator is a functionlonly of the descriptive
variables for the option sets, i.e., the design vector. It remains
now to develop an option search mechanism. To guide the development
of such a mechanism a close examination of the problem at hand is

appropriate. This is the subject of the next two sections.
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6., SYSTEM CONSTRAINTS

In order to conduct aldetailed examination of the design problem
at hand an explicit formulation of the system constraints discussed in
section 2.2 must be presented. For the purpose of this exposition it is
not necessary that these constraints be formulated exactly as they appear
in standard practice but rather that they represent only good approxima-
tions. To this end all of the internal force constraints are constructed
in terms of moments rather than stresses as typically done in practice.
Thus, internal force limits are based on member plastic moment rather than
yield stress. In the case of beam members the constraint functions which
result from the moment and stress approaches are virtually identical, as
will be shown; differences occur only when dealing with columns. The
important advantage of using the moment approach is that it faclilitates
construction of the constraints on a unified basis resulting in a reduc-
tion in handling complexity. It should be noted that this approach is
not without precedent and corresponds to the ultimate-strength design
procedure used for reinforced-concrete frames [20].

The discussion which follows is broken into two subsections, the
first dealing with static load constraints and the second with dynamic
load constraints. In both sections an attempt is made to prioritize
constraints according to their importance in the design process. Those
design limitations, which could possibly play a major role in design
selection, are referred to as primary constraints and those which are
not expected to participate are labeled as secondary constraints. The
intent here is to accomodate only primary constraints in the actual

design process with a check of secondary constraints made only upon
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final design selection. This approach appears to have promising poten-
tial in making a significant reduction in the cost of completing a

design selection effort [38].

6.1 Static Loading Constraints

Static loads are placed on the structure in order to simulate nor-
mal operating conditions. The design limitations imposed under these
clrcumstances are to insure adequate performance of the system in its
'day-to-day use, The essential limitations in this regard are member
force restrictions, beam deflection constraints and sidesway stability
requirements. Each of these items is discussed in turn in the following.

Internal member force constraints are imposed to insure that yield
stress limits are not exceeded, so that permanent distortion of the
building frame is avoided. These constraints are thus imposed on the
maximum stresses or moments within each member.

For beam members there are three possible locations where the maxi-
mum moment could occur, at either end of the beam or in the middle,
Since the structures considered here are symmetric and the loading is
symmetric the beam end values are identical, hence, only one end, the
left end herein and the middle need be monitored.

Recalling from section 2.3 that the static analysis is to be done
in two parts, the moment coﬁstraint for the left end of the beams is

M- wri/12]< e n
— P
where M is the left end-moment from the matrix structural analysis,
- WL2/12 is the left end-moment from the fixed-end analysis, w is the
distributed loading, L is the beam length, and ¢ is a reduction co-
efficient. The absolute value in this expression produces a discontin-

uous derivative which frequently leads to difficulties in many automated
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design schemes. In order to eliminate the absolute value two constraints
are adopted in place of the one above:
M- w2 <o M (6.1)
-M+w L2/12 <c MP . (6.2)
For the middle of the beams the moment constraint is

|M+wL2/24| <cM

P
oxr
M+ w L2/24 < cM
e (643)
and
2
-M-wL/24 <cM (6.4)

where again M is the matrix moment at the left end and wL2/24 the value
of the moment at the middle of the beam corresponding to the fixed-end
solution,

With regard to the order of these constraints it ig expected that
0 <M < wL2/12 where the bounds on M represent rigid joint and pinned
joint conditions respectively. If this is the case then (6.2) and (6.3)
represent primary constraints and (6.1) and (6.45 secondary. Because of
earthquake requirements it is further expected that M < wL2/48 (ie., nearly
fully rigid joints)., Under this condition (6.2) is the only primary
constraint with {(6.3) joining the ranks of secondary constraints.

In order to develop a feel for what the reduction coefficient ¢ should
be, let MT represent the sum of the matrix and fixed-end solutions, then
the above cogstraints can be represented in the form MT f_cMP. Now recall
from section 3 that 2 = 1,135, so that

MTiCMP=1"l3CGyS'

where GY is the yield stress. Thus
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M < 1. .

o /8 <1l.a3 ¢ GY ’ (6.5)
which is the usual yield stress condition. For properly braced compact
sections AISC allows 0.66 Gy as the upper bound in (6.5), hence

0.6 .,

e

1.13 ¢ = 0.66 or ¢
For columns there are two potential sites for occurrence of

maximum moment, at either the top or bottom of the column. Since the

structure and lcoading are symmetric, only one column per story need be

monitored. At the top of the column the moment constraint is ]M] f_cMP or

M<cM (6.6)
- P
and
-M<cM {(6.7)
- P

where M is the top-moment. An identical set of limitations prevail at
the bottom end of the column, where M is the bottom end-moment,

As far as order is concerned both the top and bottom end-moments
are expected to be positive under the standard matrix displacement
method of moment labeling (see [38]). Hence, only the two constraints
resulting from (6.6) are primary with the two constraints from (6.7)
secondary.

For columns the plastic moment must be modified to reflect any
axial loading. AISC suggests
o Z s for P/Py < 0.15

T 1?18 6. 2z (1-PB/P_ ) , for B/P_ > 0.15 (©-9)
Y y ¥
where P is the axial load and.Py = qu is the yield load. Because of
this modification the moment constraints (6.6) and (6.7) do not coincide
with the usual stress constraints. They are close, however.

To insure that human discomfort does not result through

"soft-floors" or that damage does not occur because of excessive sagging,
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limitations are generally placed on the vertical displacement of the
center of beams. AISC recommends an allowable displacement of 1/360 of

the beam length for live loading. The displacement constraint is thus

given by
2 2
L wL M L
= Mol p Ty < -
EI ( 384 + 8 ) -— 360 (6-9)

where w is the distributed live load and M is the matrix solution for
this load at the left end of the beam, For typical values of the various
parameters it seems very likely that this constraint is secondary

to (6.3}.

The final item to consider under static loading is the lateral
stability of each of the stories, commonly referred to as sidesway
stability. It has been shown that sidesway stability can be treated with
reasonahle accuracy using standard column buckling eguations [20]. Hence,
sidesway constraints can be expressed as

P<c Pcr (6.10)
where Pcr is the column buckling load. This lcocad is usually computed

from the Column Research Council formula:

1 2
— =R , for KL/r > 128.25
{ Xu./r )

p = <
Ccr
g KL .2

P [1~ g (==)° 1, for Ki/r < 128.25

S 4 4 T E

where K is an effective length coefficient. The effective length
coefficient is normally found via a nomographic representation of the

solution of the equation

2
G, G_ (nw/K)" - 36 T/X
A_B = . (6.11)

6 { G, + 6, } tan (T/K)
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The subscripts A and B in this equation refer to the jeoints at the two
ends of the column being considered. For fully rigid joints G is defined
as

2 (1/L),

(3 = ——rre———
T (1/L )B

(6.12)
where the subscript C signifies summation over all the columns entering
a joint and the subscript B indicates summation over all the beams
entering the joint, For joints with semirigid beam-column connections

an effective beam stiffness must be used in (6.12), it is given‘by [13]

3
4( LA /LY =~ | L/LA )

l 1

I
L'B L

where

=
il

L+3(EI/k)
and k is the connection stiffness.

Computer implementation of equation (6.11) is probably best
accomplished via a root finding procedure. For example use of Newton's
method on the equation

GA GB { /K )2 - 36 m/K
E(m/K) = - =0

6 { GA + GB ) tan (T/X) .

where

G, Gy (T/K)  (T/K) sec’(1/K) - tan(1/K)
£7(T/K) = +

3 (6, +6,) tan? (T/K)

results in the iterative relationship
-
(W/K)i+1 = (TF/K)i f(Tr/K)i /£ (TT/K)i .
In most practical situations neither GA nor GB will be less than one,
in which case (H/K)O = 2,42 makes an excellant initial point.
To establish a value for ¢ in equation (6.10) note that AISC

suggests a factor of safety of approximately 1.67 for very short
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columns, corresponding to a ¢ of 0.6, whereas for slender columns AISC
calls for a factor of safety of 1.92, which gives ¢ = 0.52.

Because of the lateral strength requirements of earthquake resis-
tant frames it is strongly expebted that the above sidesway stability
requirements constitute secondary constraints [38] and will thus not play

a prominent role in the design process.

6.2 Dynamic Loading Constralntks

Recall from section 2.2 that the dynamic characteristics of a
structure are to be constrained on the basis of dﬁal design criteria.
These criteria are stated as:

(i) the structure should respond elastically to a moderate earth-

quake of an intensity reasonably anticipated within its lifetime

(i) during a maximum credible earthgquake the structure may vield

significantly but must avoid collapse.
The first item of business then is the selection of two ground mctions,
referred to herein as design earthquakes, which are representative of the
above conditions. Design earthquakes are typically chosen on the basis
of their probability of occurrence [11, 13]. A sample probability of
occurrence curve is shown in Figﬁre 23. This curve was generated on the
basis of a 50 year life expectancy for a southern California site using
the affected area curves of Figure 19. :The.proceanrejfcr;ccnstructigg such
curves is outlined in [36]. The plot in Figure 23 represents the proba-—
bility that an earthquake of given ground acceieration or greater will
occur at least once during a 50 year periocd. Moderate earthquakes
(criterion (1)) are typically selected on the basis of a 50~80% proba-
bility of occurrence whereas strong earthquakes (criterion (ii)) are

picked to have a 5-10% probability of o¢ccurrence, both for a life
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expectancy of roughly 50-70 vears.

Use of the above procedure results in the selection of two peak
ground acceleration values reflecting moderate and strong earthquakes.

As noted in section 2;3 specification of peak ground aéceleration is suf-
ficient to completely characterize a particular ground motion for the
purposes of linear elastic ahalysis. Selection of a structural damping
value facilitates the construction of structural response spectra for

use in a mode superposition approach to dynamic analysis. Hence, the
peak ground acceleration wvalues chosen via the probability of occurrence
curves represent the required designlearthquakes.

Normally in the specification of dynamic system constraints dead/
live léad effects on the beams are accomodated in addition to the earth-
quake ioading results. This 1s the format followed here. Since the
analysis i; done in three parts, namely a dynamic analysis and a two-
part static analysis, the constraints are written in similar fashion.
Fréquently a reduction of the live load from that specified for the static
operating constraints is allowed in the earthquake analysis. Such will
not be the cése here. The dead/live load stipulated for the operating
constraints is employed for the dynamic constraints as well.

For a moderate earthquake the structure is to respond elastically,
hence, the maximum meﬁber moments throughout must be less than each cor-
responding member yield moment, My. For a beam there are three potential
locations where the maximum moment could occur: at either end of the
beam or some point in the middle [38]. Since the dynamic loading is anti-
symmetric and the structure symmetric the dynamic moments are equal in
magnitude but opposite in application on the two sides of the structure.

Recall now from sectlion 6.1 that the static moments are equal on the



59

two sides of the structure. From these results it is easily shown that
the moment constraints for the two ends of the beams are redundant; Hence,
only the ieft end is monitored here. One additional point should be men-
tioned. Because the rss procedure is used in generating the dynamic
moments these moments are positive everywhere in the analytical solution.
In reality negative moments are equally likely however, hence, both pos=—
sibilities must be accounted for. With this in mind the left end beam

constraints for the moderate earthqﬁake are

2
Mg + My - wn/12] <M= e (6.13)
and
2
- - <
M, - M, - wp/12] < ¢ M (6.14)
or
2
- <
M.s + Md wL /12._ Is] Mp (6.15)
2
-~ - <
M, - My +WL/12 < ¢ M, (6.16)
2
- - <
Mo - Mg - WLY/12 <o M (6.17)
2
-~ <
Ms + Md + wL /12 < ¢ Mp {6.18)

where M& has been written in terms of gp as shown in (6.13}. The
subscript s signifies the static moment matrix solution and the subscript
d the dynamic moment. The possibility of a positive or negative dynamic
moment is handled by specifying the two sets of constraints (6.13) and
(6.14)., The first item to note with regard to constraints (6.15) - (6.18)

is that because M, > 0 , (6.18) supersedes (6.16) and (6.15) supersedes

d
(6.17), so that of the four constraints only (6.15) and (6.18) are

. 2
necessary. In addition, as noted in section 6.1, since O f.Ms.i wL /12
it can be concluded that (6.18) is a primary constraint and (6.15) is

secondary.

The mid~beam constraint for the moderate earthguake is [38]
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|CwiP/2a) + M+ (2% pn® )] < e

P
ar
2 2 2 .
(wL™/24 ) + M_+ (2M] /wL™ ) < c M {6.19)
] d - p
and
- (whl/24) =M - (22 Lt Y <M (6.20)
! s d - P )

where the given moments are from the left end of the beam. Quite clearly
-Md need not be considered here. Since it is expected that Mé.i o,
(6.19) is a primary constraint and (6.20) is a secondary constraint.
Indeed, it would appear that (6.20) may not need to be considered at all.
As was shown in [38], (6.19) can be combined with (6.15) to form

the single constraint

2 2
- <
Md + Ms ( wL°/12 ) for wl /4__ Md

cM > (6.21)
2 2 2 2
MS+(2Md/wL Y + ( wL°/24 ) fm:wL/4>Md .

Essentially then, only two constraints are needed for each beam.

The maximum moments in the columns occur at the top end and the
bottom end. Because of the symmetries mentioned previously only one
column per story need be considered. For either end of the column the

moment constraint 1is

<
Mg+ M | <c My
and
- <
- M +m | <c M,
or
+ < 6.22
Mg+ Mg Sy | ( )
- hnd < -
My =M <o (6.23)
-M,+M <cM (6.24)
d 5 — P
- < -
Mg =M <M (6.25)
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where the moments come from the appropriate column end. Since M >0,
(6.22) supersedes (6.24) and (6.25) supersedes (6.23). It is expected
that Mé > 0  hence (6;22) is primary and (6.25) is secoﬁdary. Thus,
there are two primary and two secondary constraints per column,

An appropriate value for the constant c in all of the above
moderate earthquake constraints can be found by noting from equation
{6.13) that c = 1/f where £ is the member shape factor. For wide
flange sections the largest shape factor is [20] 1.18, hence, a good
value for ¢ is ¢.85 ,

For the strong earthquake design requirements strong column-weak
girder provisions are inwvoked. According to the strong column-weak girder
philosophy, inelastic activity should be confined to the beams as much
as possible. In terms of ductility ratio this means that the ductility
demands of each member must be less than some specified allowable,

which for the ¢olumns is one or close to one. For this discussion let MT

represent the total maximum moment (i.e., the sum of the static and
dynamic moments) in a particular member., Then by the ductility factor
method discussed in 2.3 the general form of the major earthquake con—-
straints is MT / Mp j‘ua where My is the allowable ductility. This
constraint can ke stated alternatively as MT f_ua Mp « As can be seen
this equation is identical in form to (6.13) - (6.25) with ¢ = My -
Hence, all of the constraint developments for the moderate earthquake
apply to the strong earthguake with ¢ equal to the allowable ductility
in each member.

With reference to ordering it is clear that the similarity in

the form of the moderate and strong earthquake constraints will facilitate

categorization of these limitations. It does not appear however that such
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an ordering is possible a priori. Instead, at least one design analysis
is necessary to assist in establishing such order, Ranking the moderate
and strong earthquake constraints could be made part of the initial

design assessment,
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7. DESIGN SPACE EXAMINATION

The point has now been reached where an indepth examination of
the design problem outlined in the preceding sections is possible. This
examination will be conducted in the space whose elements are the com-
ponents of the design vector, referred to as the design space. The
intent of this examination is to develop an intuitiwve feeling for what
the design space looks like in terms of its mathématical description.

It is hoped that a gualitative assessment of the design problem will
provide some insight as to how to best approach the formulation of an
option search procedure.

To facilitate the invest@gation a four-story structure, illus-
trated in Fig. 24, is selected for detailed analysis. As indicated in
the figqure, it is assumed that the frame is repeated at 24 foot intervals
into the plane of the illustration. The particular frame being examined
is the end-frame. For the roof a 100 lb/ft2 dead load and a 25 1b/ft2
live load is applied, resulting in a 45 kip distributed loéding on the
roof beam. The floors sustain a 125 1b/ft2 dead load and a 75 1b/ft2
live load which yields a 72 kip distributed load on each £loor beam.

The moderate design earthquake is chosen to have an 80% probability of
occurrence, which Fig. 23 shows to be a 0.12 g peak ground acceleration.
The strong earthquake is selected on the basis of a 5% probability of
occurrence, which through Fig. 23 equates to a 0.35 g peak ground
acceleration. The reduction coefficient for the static loading moment
constraints (see equations (6.1) - (6.7)) is 0.6 and for the dynamic
loading {moderate earthguake) moment constraints (see equations (6.13) -

(6.25)) is 0.85, The column buckling reduction coefficient (see
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equation (6.10)) is 0.6. A deflection of approximately one inch is
allowed at the center of each beam under live locad. Ductility allow~
ables are 6 for the beams, 2 for the first~ and fourth=-story columns
and 1 for the second- and third-story columns. In an attempt to main-
tain some consistency among prices most construction cost rates are
taken from (7). The cost of A36 steel is $13/cwt, A514 steel $26/cwt,
and the transportation of steel $0.21/cwt., The cost of welding is
$449.80/cwt of weld metal deposited and the cost of painting $0.lO/ft2.
The rate of job overhead and profit are each assumed to be 10% of the
construction cost. TFor the purpose of a damage cost estimate the top
floor is assumed to have a value of $310.82 for the glass and drywall
partitions supported by the end-frame. The other floors are each
assumed to have a value of $233.il {see appendix for how floor values
are estimated). The down-time cost is computed at 10% of the total
damage cost. Structural damage is not accounted for.

The arrangement of the components of the design vector X is
given in Fig. 24: The moments of inertia of the members are listed
first, followed by thé connection stiffnesses with the member plastic
section modull listed last (in parenthesis).

Clearly; direct graphical illustration of the design space is
not possible due to the large number of components in the design
vector; Hence; a series of twc-dimgnsional design problems is
examined instead. These problems are arranged by selecting two com-
ponents at a time from the design vector and varying them relative to
each other while all other components in the deéign vector remain fixed.
Tt is hoped that with a judicious selection of component pairs a

reasonably accurate description of the design space can be presented.
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There are numerous pairs of components of interest. In the following
discussion each pair is taken up in turn and examined in terms of what
is revealed about the design problem in general. The basic design
vector about which the various design variations will revolve is given
by
X = {655, 645, 2322, 627, 1893, 709, 1944, 1020,

9(10%), 9(10%), 9(109), 9(10?), 87, 102, 213, (7.1)

99, 184, 112, 188, 158)T.
This vector represents the optimal (i.e., minimum LC)design for the
structure of Fig. 24 with system parameters as given above. It repre-
sents an optimal design only with the connection stiffnesses fixed as
given in (7.1).. The reason for this will be explained subsequently.

- As mentioned above, the design spaces in the sequel are generated
by varying the members of a component pair in conjunction with one
another while all other components of the design vector remain fixed.
This format will be modified only in the caée where one of the components
of a pair is a moment of inertia. Then, in order to keep the design
space within the structural member option set, the associated plastic
section modulus, if it is not the other component of the pair, will be
varied in accordance with the lower bounds in equations (3.3) and {3.4}.

The reason design vector (7.1) is optimal only for fixed
connection stiffnesses is best seen by examining the moment of inertia
versus connection stiffness for a representative beam and column.

The first variable pair isoclated for examination then is the fourth-
story beam moment of inertia and the fourth-story beam-column connec-—

tion stiffness, i.e., X, and X

1 9° This two-dimensional design space is

shown in Fig. 25. The hatched lines denote system constraints with

the unhatched side of the curves representing usable designs and the
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hatched side unusable designs. Constraint number 2 corresponds to
equation (6.2) for the fourth-story beam, 3 to equation (6.3) and 42
with the moderate earthquake constraint (6.18). As can be seen in £he
illustration 42 parallels 2 and thus never participates‘in the design
process. It ié clearly a secondary constraint. The cost lines in the
figure portray the decision motivator in terms of the construction cost

of the member (or members) being examined as follows:

100 [Lc(x) - £c(x°)]
Member Construction Cost at Optimal

Cost =

where LC(X) is the lifetime cost as a function of the present design
vector X and X© is the starting design vector (7.1}).

As can be seen in the figure the decision motivator (cost) is
unbounded with regards to the connection stiffness so that an
infinitely stiff (i.e., fully rigid) connection is called for. Hence,
k = 9(109) is chosen as being close enough for the purpose of this
study. The implication of this result is that semirigid connections
have no place in lateral force resistant frames where the lateral
force is provided by earthquakes in highly seismically active regions.
Note, however, that if earthquake locading is not present then the
motivator is essentially one of least weight with cost lines roughly
parallel to the X, axis. In this case the optimal design occurs at
the junction of constraint 2 and 3. This solution represents a semi-
rigid connection with an 86% rigidity. Hence, there clearly exists
some range of earthquakes, possibly very small, for which semirigid
connections could prove useful. What values of seismicity would

prevail among these earthquakes is the next logical question, but its

answer is beyond the scope of this investigation.



67

To develop further support for the above conclusions the second

story moment of inertia X_ versus the second story connection stiffness

6

Xll is now examined. This design space is shown in Fig. 26. The
system constraints shown are for the second story column with 57 and

59 corresponding to moderate earthquaké inequality (6.22}) for the top
and bottom moments of the column. Constraints 81 through 84 correspond
to the strong earthquake inequalities (6.22) and (6.25) for both the
top and bottom ends of the column. Constraints 81 and 83 are clearly
primary with the remainder secondary. Again it can be seen that the
decision motivator is unbounded in the connection stiffness. A similar
examination of all the connections of the structure of Fig. 24 reveals
an identical situation to exist at each. At this point it is clear
that the conclusions of the preceding paragraph are indeed correct and
that only fully rigid connections should be considered in conjunction
with the class of problems being explored here.

Note in passing that the optimal design of Fig. 25 is uncon-
strained whereas in Fig. 26 it is partially constrained. In the design
space of Eig; 26 the optimal lies on the surface of constraint 81 which
is the strong earthgquake limitation on ductility demand. More will be
said about this later.

In order to determine if suboptimization as discussed in section
3 is feasihle the moment of inertia and plastic section modulus of a
representative column and beam should be studied. Thus, the next design
variable palr isoclated for examination is the second story column

moment of inertia X_ and plastic section modulus X g- TFig. 27

&

illustrates the resultant design space. The unlabeled constraints in

this figqure are the option set limits for column sections.
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From the illustration it is clear that the optimal design for this
two-dimensicnal problem is located at the juncture between system con-
straint 81 and the option set lower bound. Even if 81l were not present
the optimal design would still lie on the lower option set bound. Recall
that this lower bound correspeonds to the economy sections as described
in section 3 and represents the reduced option set which fesults from
subcptimization. Since the optimal solution for the general problem
lies within the suboptimized option set it would appear that suboptimi-
zation does offer a viable approach to simplifying the class of design
problems addressed here.

To further explore this possibility consider the design space
formed by the fourth story beam moment of inertia and the associated
plastic section modulus. This design space is depicted in Fig. 28,

As before the unlabeled constraints represent the option set bounds,
this time for beams. Here again the optimal design lies on the lawer
option set bound, i.e., within the set of economy sections. A check

of all the other members shows that a similar result exists in each.

It is clear from Figs. 27 and 28 that the optimal will always lie on

the lower option set bound regardless of whether the depicted system
constraint functions intervene or not. Hence, suboptimization does
work for the type of problems examined here and should be used to reduce
the design problem complexity. Caution should be used in extending this
conclusion to other situations, however, since it is basically only
applicable in the face of the moment-type constraints which dominate

the problems herein. Should thg buckling constraints become prominent
or beam depth restrictions be imposed, this conclusion would not hold

in all cases.
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All of the cost lines in Figs. 27 and 28 which exﬁend beyond the
option set bounds represent extrapolations since the cost models were
developed on the basis of information for points only within these
bounds. As might be expected some interesting results occur in extra-
polation. For example, the cost goes to plus infinity and minus

infinity on either side of a curve running roughly parallel to the

option sets in the upper left-hand portion of both figures (not depicted).

This strange result occurs as a consequence of the cost of painting
model which is based in part on equation (3.5) and is the cause of the
difficulty. The interesting cost line in the lower right hand portion
of Fig. 28 (Cost = =109) is also a result of the cost of painting
model. It is very apparent that extrapolation is not a good idea and
conclusions based on the extrapolated cost lines of Figs. 27 and 28
should not be made.

In [38] it is shown that an important consideration in developing
an option search procedure is member interdependence. For minimum
weight structures such as those examined in [38] member interdependence
manifests itself through the constraint functions. When employing
a lifetime cost decision motivator, however, the motivator itself also
enters the picture.

To examine member interdependence consider the two-dimensional
design space formed by the third-steory column moment of inertia X

4

and the second-story beam moment of inertia X The prominent con-

5¢
straint functions in this design space are shown in Fig. 29. Con-
straints 10 and 1l correspond to inequalities (6.2) and (6.3); 45, 46,
and 53 to moderate earthquake limits (6.20), (6.18), and (6.22) for

the top end of the column and constraints 77 and 79 to strong earth-
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quake restriction (6.22) for the top and bottom end mcoments. The
important point to observe in this figure is the general lack of member
interdependence, i.e., the constraint curves are roughly parallel to
their respective member axes. This is in direct contrast to the chsger-
vations made in [38] where considerable member interdependence was
found. This conflict is clearly attributable to the fact that in [38]
relatively flexible minimum weight structures were being dealt with
while herein a fairly rigid structure is being examined. Thus, it
appears that member interdependence recedes as frame rigidity increases.
This observation is certainly born out by the appearance of the con-
straint curves in Figs. 25 and 26.

Isoplots of the decision motivator for the preceding design
variable pair are given in Fig. 30. The major feature of these plots
is that the principal directions in the cost surface (eigenvectors of
Fhe Bessian of the cost function) appear to be parallel to the axes.
Hence, very little, if any, member interdependence is manifested via
the decision motivator.

To further pursue this theme the moment of inertia for the fourth

story column X verus the moment of inertia for the third story

2'

column X is examined. This comparison is plotted in Fig. 31. BAgain

4’
it is clear that little member interdependence is introduced via the
system constraints. Also, as before, the principal directions of the
cost surface appear to be parallel to the axes. Note that this resulr
is also present in Figs. 25 and 26. It is quite apparent then that very
little member interdependence exists at the optimal solution for the

four story problem of Fig. 24. The principal implication of this con-

clusion is that the sizing of the various members can take place nearly
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independently of one another, i.e., the member sizing decisions are
uncoupled. This has major ramifications in selection of an option
search procedure as will be seen in the following section.

Several important results have been developed in this section.
First, fully rigid connections are desirable for structures of the
class considered here. Second, suboptimization is a viable approach to
reducing the number of required design variables. Third, member sizing
decisions are nearly uncoupled. One additional observation should also
be made. Note that the optimal design vector given by (7.1) represents
only a partially constrained solution. That is, only one constraint,
81, is active for 8 design variables (where the plastic section moduli
are regarded as dependent variables and the connection stiffnesses are
fixed). Note further that the completely unconstrained optimal design
lies only slightly below the constraint surface., This can be clearly
seen in Fig. 26. These facts would suggest that the constrained and
unconstrained optimals méy in general lie quite close to cne another
within the design space. If true, knowledge of the location of one
optimal could be used to quickly ascertain the location of the other.
This is an interesting idea which could be put to goed use if one of
the optimals were easier to find.

As a result of the above conclusions. two refinements are
imposed in the sequel. Pirst, only fully rigid frames are considered.
Second, member option sets are resfricted to include only economy
sections. Thus, the design problem originally addressed in section 1
is reduced to one of member sizing using the moments of inextia as
the design variables. The other results of this section are effectively

utilized in establishing the methodology developed in the following section.
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8. OPTION SEARCH ALGORITHM

The primary purpose of the algorithm to be developed in this SEctiOn
is to complete the member sizing operation in accordance with the restric—
tions and objectives of the design process as presented in the preceding
sections. In its most general setting this design operation would start
with the formulation of an initial design and conclude with the specifi-
cation of the hest or optimal design. Within this general setting there
are two secondary operations which are frequently of use by themselves
in actual design development. 1In the first an initial design is avail-
able but is not usable, that is it does not satisfy all the design
requirements. What is necessary in this case is a procedure for developing
a usable design starting from the initial design. The second useful
suboperation assumes an initial design which is usable, but is weak in
terms of material utilization. 1In this situation a design improvement
procedure is required.

In order to accomplish the objective of the general design problem
as will as provide apparatus to conduct the two suboperations a three
phase algorithm seems most appropriate. In the first phase an initial
design is formulated. The second phase develops usable designs from
unusable designs and the third phase provides for design improvement.

An algorithm based on this three phase approach is given in the appendix.
The technigues used in accomplishing each phase are discussed in turn
in the sequel.

The procedures used for developing an initial design depend primar-

ily upon the purpose for which the initial design is formulated. Insofar

as serving as the initial point in a search for an optimal is concerned
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it would seem that the initial design is best typified as a good, inexpen-
sive estimate of the location of the optimal. The unconstrained cptimal
presented in the previous section would seem to be a good candidate for
an initial design. As noted, it appears to be in close proximity to the
constrained optimal. In addition, because the sizing decisions are un-
coupled it should prove to be inexpensive to find. Hence, it is adopted
for this purpose.

The problem of formulating an initial design has thus been reduced
to that of finding an unconstrained optimal design. In problems where
the decision variables are uncoupled from one another, coordinate descent
algorithms can prove to be very effective [40, 42] in this endeavor. Thus,
a variant of such procedures is adopted here.

Let f represent the cost function, then the essence of the coordi-
nate descent approach is contained in the expression

min £ (x) for all i . (8.1)
X,

i
As this expression indicates the unconstrained optimal is sought by
searching in turn in each coordinate direction X . If there are n com-
ponents in the design vector, then for an uncoupled cost function, n line
searches are required to find the optimal.

An efficient method for conducting the above line searches is via
curve fitting., For example if the value of the cost function and its
derivative are available at two points along a line then a cubic equation
can be fitted through these points and the minimum of the cubic taken as
an estimate of the solution to equation (8.1). At the very least, this pro-

cedure requires, in addition to the initizl design analysis, one new analysis

for each line search. Hence, to find the optimal, n + 1 analyses are
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required. For large structural systems this represents an enormous number
of expensive analyses and is clearly unacceptable.

In order to improve upon this situation a simultanecus coordinate
search procedure is adopted instead., Using this approach searches in all
coordinate directions are still conducted independently of one another.
The only difference is that every new point in each cocfdinate search 1is
analysed simultaneously with each new point in all the other coordinate
searches. Thus, instead of the new structure being { xl, xz,'°"'°,

xi + Axi,°'°'~°-, xn } as would result from a pure éoordinate search it
is instead ¢ Xl + Axl, x2 + Ax2,°'---, xn + Axn). The obvious benefit of
this approach is that coordinate gearch analyses can be conducted simul-
taneously, thus, hopefully reducing the required number. The primary
detriment is that curve fitting procedures can no longer be used since
the search is no longer taking place along a unigue curve.

In the simultaneous search procedure the sign of the directional
derivative is the only useful piece of information available with each
new analysis. Hence, instead of using curve fitting the method of bisec-
tion is employed in each coordinate search. In these directional searches
the method of bisection starts with an interwval which contains the minimum.
This interval is then bisected and the directional derivative of £ at
this point determined. The sign of the directional derivative of £ indi-
cates in which half of the original interval the minimum is contained.
This half becomes the new interval and the process is repeated. The
procedure is stopped when a sufficiently small interval is obtained. The
number of analyses in this approach is not determined by the size of the

design problem but rather by the size of the initial and final intervals,

Thinking in terms of moment of inertia, if the starting interwval is
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500 in.4 in length and the stopping interval 20 in.4 then a total of five
new analyses would be required in the search. Since each of these analyses
simultaneously serves all the coordinate searches, approximately five anal-
yses are all that is required to complete the process. This should be com-
éared to a minimum of n + 1 analyses for a pure coordinate descent method
which, in the example of the four-story building of Figure 24 would amount
to a minimum of nine analyses.

The next portion of the algorithm to be discussed, phase 2, deals
with the generation of usable designs from unusable ones. A design is
unusable when one or more of the system constraints is vieolated. Thus,
the task of phase 2 is to adjust the initial design so as to satisfy the
violated constraints. Since the initial design may be the unconstrained
optimal, minimal satisfaction of these violated constraints is desirable.
What phase 2 amounts to then is a search for the surfaces of violated
constraints (as shown in FPigures 25-31). Since the constraint functions
display little member interdependence, that is, each is essentially depend-
ent on only one component of the design vector, a coordinate search proce-
dure seems appropriate for phase 2 also, In this case, however, the
searches can be conducted along fixed lines so that curve fitting is feasi-
ble.

Let g represent the vector of constraint functions with components

gi where gi(x) 0 for each constraint. Then the constraint surfaces are

given by gi(x) 0 for each i. Phase 2 thus invelves finding the roots of
nonlinear equations. Initially in the search for these roots information
is available at only one point, the initial design. Assuming only func—

tion value and graaient data are supplied at this point, Newton's method

must be employed to obtain the first estimate of an x which satisfies
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k. k+
gi(x) = 0. If x is the present design and x 1 is the estimated rcot

then Newton's iteration formula is given by
k+1

b

J
where a coordinate search along xj is assumed and g;(xk) = Bgi(xk)/axj .

. . . +1 . .
When the constraint function is evaluated at xk 1 information at

_ k _ k, , », X
= xj g9, (x )/gi(x )

two points is available., At this juncture the derivative estimated

iteration formula [41] given by

k k .2
AL K g, (x") L lg;(x)] ';“(xk)
i ., k. -, k. .3 7i
gi(x } 2[gi(x 11
where
e, k = - k - k-l k - k"l 2
95 {x) 6lg; (x ) 9i(x )]/(xj xj )
-,k - k=1 k k-1
+ 2[2gi(x )+ qi(x )3/(xj - xj )

can be employed. This formula can be re-used on the last two points of
the sequence {xk} until a satisfactory estimate of the root is obtained.
This apparatus is essentially what is used as phase 2 in the algorithm in
the appendix with a few additional devices for special situations.

In the case where the initial design is given by the unconstrained
optimal further refinement is called for. Inﬁuitivelyr it would seem
that the constrained optimai should lie close to the projection of the
unconstrained optimal onto the violated constraint surface. Hence, for
this case several additional steps have been added to the end of phase 2
which adjust the phase 2-determined usable design to the usable design
given by the above projection.

Phase 3 is the design improvemgnt portion of the automated design
algorithm. A relatively simple and seemingly appropriate approach to
this phase is provided by the gradient projection method [40, 42}. 1In

this procedure the gradient of the cost functicn, VE£, at the present
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design, xk,lis projected onto the surface of active constraints (a
constraint is active when gi(xk) = 0). This projected gradient then
serves as a diﬁection vector for one iteration in the search for the
optimal.

Let A be a matrix whose columns are composea of the gradients
of the active constraints at xk, that is

A= [ Vg, (x") wereer Vo, ()

where 95 through gj are active constraints and Vgi is a column vector,

Then the gradient projection algorithm proceeds roughly as follows:

Assume xk is usable, then
Step 1. Find the set of active constraints at xk and form A.
Step 2. Compute P =71 « a ({ AT A )_l AT and 4 =-P Vf(xk).
Step 3. If d = 0 go to step 5, otherwise find @ such that
E(x* +Gd) =min { £(x +ad) | 0 > 0 and x + ad is usable }.

+ —_—
Step 4., Set xk . = xk +0d; k =k + 1 and go to step 1.

T -1 AT

Step 5. Compute B =~ ( A" A ) Vf(xk).

Step 6. If Bj > 0 for all Bj in B then stop, x° is the optimal,
otherwise go to step 7.

Step 7. Delete the column from A corresponding to the constraint with

the most negative component of B and go to step 2.

Refinements are obviously necessary in order to make this algorithm .
implementable. For example the "€ procedure" of [42] is employved for
computational reasons [38] and to insure convergence [42]. In addition
a means of establishing o in step 3 is required. To this end a cubic
is fit [40] through two points on the line x + 0d with the minimum

of this cubic being used to define O . In order to procure an x + od
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which is usable the constraint location apparatus of phase 2 is employed
as necessary. The stop criterion in the above algorithm is that d = 0 .,
In actual implementation this condifion is impossible to satisfy and
must be replaced with the more appropriate requirement that d < N where
N is a small number.

The foregoing three phases establish the essential body of the
automate§ design algorithm used herein. A phase 4 is present at the
close of the above design process in order to facilitate use of the
constraint ordering idea discussed in section 6. Throughout the above
three phases only primary constraints are accomodated. Hence, at the
close of the design process a check must be run of all the other system
constraints. This check is conducted in phase 4. If any secondary
constraints are found to be violated then they are added to the primary
constraint list and the algorithm returns to the start of phase 2.

This concludes the discussion of the automated design algorithm
as developed and used herein; Clearly many of the operating details of
this algorithm have been left out of the discussion. More information
is available in the appendix as well as a program listing which is the
unltimate source of programming detail.

Before closing it should be noted that derivative information
for the lifetime cost and system constraints has been assumed through-
out this section., While specific derivative information has not been
developed herein it is quite straightforward to obtain. A fairly
complete discugsion of similar derivative computations can be found

in [38].
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9. EXAMPLES

To further explore the automated design modeling developed
herein as well as generate some operating experience with the algorithm
of the preceding section two example problems are investigated in this
section. The first example simply represents a continuation of the
investigation into the four-story frame of section 7. The second
example is an eight~-story, single bay frame.

9.1 Four Story Frame

It was speculated in section 5.2.4 thét the expected damage
profile for a one story frame (see Fig. 22) should resemble in shape
the damage profiles for multistory frames. It would be interesting
to examine this possibility in light of the fouf story optimal
frame of Fig. 24 and equation (7.1). Hence, the damage profile curve
for this structure is produced and shown in Fig. 32. The discontinuity
in this curve at 0.25 g results from employing 5% of critical damping
for earthquakes of less than 0.25 g and 10% of critical damping for
earthquakes larger than 0.25 g. Recall that 5% of critical damping
was assumed for all earthquakes for the one-story frame.

‘Aside from the discontinuity, the curve of Fig. 32 is strikingly
similar to that of Fig. 22. To determine how similar, equation (5.10)
can be scaled to yield the same peak value as the four-story curve of
Fig. 32. Plotting the resultant equation over the four-story curve
it is found that the two coincide identically up to the discontinuity.
Alternatively, scaling equation (5.10) to yield the four story damage
value at 0.3 g shows this equation to match tﬁe curve of Fig. 32
identically beyond 0.25 g. It is clear then that the single-story and

the multistory frames have damage profiles identical in form and
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differing only in magnitude. The ramifications of this result are
significant. They imply that integration of multistory damage profiles
can be accomplished using a single integration point and a “"universal™
single story damage curve. Since it does not matter which earthquake
is chosen as the integration point the design earthquakes of section
6.2 could be used so that no additional analyses would be needed. Thus,
what could have amounted to a very expensive numerical integration may
be reducible to an almost "something for nothing" situaﬁion.

Acceptance of this conclusion obviocusly awaits additional
vexification; either numerical, such as used here, or analytical. 1In
addition, it would be interesting to see if the principle can be
generalized to include a broader category of frames tﬁan just those with
a single bay;

Because of the discontinuity in the curve of Fig. 32, the exact
integration points determined from ecquation (5.10) are no longer appli-
cable: Exact integration points for the trapezoidal approach to the
four story damage curve are (0, 0.065, 0.309, 0.5). Using these
values the four-story optimal is recomputed to be

X = (670, 660, 2377, &4l, 1894; 710, 2003, 1039}T {9.1)
where compact sections and fully rigid connections are assumed. The
change from the previous optimal . (eguation (7.1)) is not large but it
is significant, indicating the importance of reascnably accurate
integration. As far as the nature of the optimal solution is con-
cerned the second story column strong earthguake ductility demand limit
remains the only active constraint in the new optimal, with all other
constraints far from active., Most significantly the beam deflection

and column buckling constraints. are essentially of no concern.
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Neither are the strong earthguake beam ductility restrictions. Other-
wise, as groups, the remainder of the constraints seem to be reasonably
competitive depending upon the chosen allowables. The ductility
demands on the optimal structure for the strong earthquake are (top

story downf

Beams Columns
0.69 0.58
0.66 0.88
.99 1.00
1.12 ' 0.98

Note that the first story column ductility demand is only 0.98 even
though the allowable is 2. This is a good indication of the strong
influence of the cost function on the columns. The computed lifetime
cost for the optimal frame is $4465.75 with a construction cost of _
$2158.33. ' }
A comparison between the above minimum LC frame and the minimum
construction cost frame could prove to be of interest. Hence, the

minimum construction cost frame is computed and found to be

X = (318, 245, 818, 480, 1079, 587, 1204, 516)T . (9.2)
This structure is substantially more flexible than that of equation
(9.1). This increased flexibility is clearly reflected in the strong

earthquake ductility demands which are now

Beams Columns
1.10 1.10
1.20 1.00
1.27 1.00
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and show a significant increase over the minimum LC frame demands.

As is typical for minimum construction cost (weight) frames the
design of equation (9.2) is fully constrainéd (i.e., one constraint is
active for each component of the design vector). The roof beam is
confined by the static moment constraint (6.2) with the remaining beams
limited by the moderate eafthquake moment constraint (6.18). The first
story column is constrained by the moderate earthquake moment in-
equality (6.22) for the bottom end moment. The second and third story
columns are confined by the strong earthquake ductility limit (6.22) for
the top of the column. The fourth story column ié limited by the static
moment inequality (6.6) for the top of the column. The beam deflection,”
column buckling and strong earthquake beam ductility limits still remain
of little concern even for this relatively flexible frame. The con-
struction cost for this frame is $1554.71 which represents a 28%
reduction from the limimum LC frame construction coét. The LC is now
$4905.46, however, which represents a 10% increase in LC over that of
equation (9.1).

The designs of (9.1) and (9.2) both represent acceptable design
practice, they are strikingly different, however, and reflect a very
real difference in design philosophy. This choice of design philosophy
is clearly one which sﬁould be addressed by every prospective building
sponsor prior to design formulation.

9.2 Eight-Story Frame

To see what effect frame height has, if any, on the results
ascertained to this point an eight-story frame is now examined. This
frame is identical to the fourwstory structure introduced in section 7

as far as bay width, story heights, loading, costs, etc. are concerned.
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The only difference is that eight stories are involved instead of four.
The floor values are alsc changed somewhat with a top floor value of
$237.78 and all other flcors valued at $211.36.

The optimal design determined via the algorithm of section 8 is

X = (448, 513, 1739, 583, 1805, 631, 1986, 672, 2105,
739, 2021, 847, 1733, 916, 1775, 1007)T

Four constraints are active at the optimal. They are the strong earth-
quake ductility limit (6.22) for the top ends of the second, third and
 fourth story columns and the bottom end of the second story column.
Once again the beam deflection, column buckling and beam ductility con-
straints are far from active. The strong earthquake ductility demands

are (top story down)

Beams Columns
0.81 0.65
0.68 0.75
0.81 0.84
¢.89 0.83
0.97 1.00
1.10 ‘ 1.00
1.29 1.00
1.31 1.27

Note that while a ductility allowable of 2 is specified for the first
story column the ductility demand is only 1.27. This situation is
similar to the four-story result-and would suggest that while several
strong earthquake column ductility allowables are reached these con-
straints do not represent strong limits on the design process. Indeed,
if the column ductility allowables are relaxed to 2 then it seems quite

likely that a completely unconstrained optimal would result. This
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conclusion is supported by the illustration in Fig. 26 wheréiﬁ it can

be c¢learly seen that the unconstrained optimal lies just below the surface
of column ductility limit 81.7 If column ductilities of 2 are allowed,

and there appears to be clear evidence that they could be [24, 311,

then only the relatively simple procedures of phase 1 of the automated
design algorithm would be required to develop a structural design from
5cfatch. This is a very interesting and potentially money-saving
prospect which deserxrves further investigation.

This concludes the structural design portion of the examples
section. While brief, these examples have lent some support to a few of
the major ceonclusions which have been drawn thus far. What is obviously
required, however, is a much broader study of more general frame con-
figurations, loading conditions and system constraints, The need for
such an investigation hinges of course on the acceptability of the
basic premise of this effort, namely the usefulness of the lifetime cost
approach to design.

9.3 Algorithm Performance

A few words about the design algorithms performance probably are
in order. MNot because the algorithm performed outstandingly but simply
because it worked and thus can serve as a baseline for future algorithm
developments. This discussion must be taken in light of the fact that
the computer code which was built around the design approach outlined
in section 8 does not represent a numerical masterpiece.- Rather it
1s compesed essentially of off-the-shelf items, usually in their most
rudimentary forms. Virtually no effort was put into trying to speed
up convergence or improve efficiency. With these comments in mind

the performance of the automated design algorithm as it developed the
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alght story optimal is presented in the following.

The starting vector for the algorithm was X = 1000 u where u is
the unit vector (vector of ones). The performance of the algorithm
in terms of LC versus the number of analyses completed is given in
Fig. 33. As shown, the plot is divided into the three phases outlined
in section 8; There are several interesting items in thislillustration
worth noting.

First, only nine analyses were required to complete phase 1
despite a poor initial design; Included in these nine analyses is not
only the interval bisection apparatus but also an interval establishment
procedure as well. Thus, it would appear that the simultaneous coordin-
ate search procedure dces indeed work quite well.

The next item to note is the relatively small difference between

the phase 1 and phase 3 results. This is a clear indication of the

relatively close proximity of the constrained and unconstrained optimals.

Equally as important to observe is the very small difference between

the phase 2 and phase 3 results. The intuitive feeling that projection
of the unconstrained optimal onto the violated constraint surface would
result in a good estimate of the constrained optimal appears to be well-
founded. Very little modification of phase 2 results was necessary in
phase 3. This raises the gquestion of why so many analyses were required
to complete phase‘3:‘ The answer to this is two-fold. First, it is a
reflection on the poor convergence rate of the method of steepest
descent, which is the technique used in the active constraint space
(projected gradient space} to pursue the optimal (see step 3 in the

gradient projection algorithm of section B). As can be seen in Figs.

30 and 31, the design space is somewhat ill-conditioned. This situation
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carries over into the active constraint space. The method of steepest
descent is a poor choice under these conditions. Better use of the
projected gradient in the active constraint space would most certainly
shorten phase 3.

Another probable cause for the longevity of phase 3 is what
appears to be an unrealistically small stop criterion (the n in 4 < n).
The criterion used herein was chosen with investigation in mind, rather
than design, and thus is probably smaller than what would be employed
in a design office.

One item of note which is only implicitly reflected in Fig. 33
is the superb performance of the constraint function search apparatus
presented in the phase 2 discussion in section 8. Despite repeated
tests of these procedures at sometimes considerable distances from
violated constraint surfaces, more than two iterations were never
required and in actual operation one iteration usually proved to be
sufficient. This is in direct contrast to the difficulties encountered
in [38] using alternative procedures and it is hard to imagine how
this performance could be improved upon.

Before closing it should be noted that the overall number of
required analyses depended greatly on the numerical tolerances which
were specified for the algorithm. These tolerances are given as
recommended values in the appendix and should be accommodated in any

future algorithmic comparisons.
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10. SENSITIVITY

The sensitivity of a problem solution to the various system para-
meters involved is always an interesting and useful exercise to perform.
Not only does it provide an indication of how the system parameters
interplay in determining a solution but it algo provides an estimate
of where and how much error can be tolerated in these values. Both
aspects of solution sensitivity will be addressed in the following.

With the exceptioﬁ of the single active constraint, all of the
gquoted sensitivities are developed numerically on the basis of the
optimal four story structure presented in the previous section. Thus,
the numerical tolerances used in the automated design algorithm must ke
accounted for in any given sensitivity.

The discussion is divided according to the origin of the system
parameter to be explored and inéludes parameters related to construction
cost, damage estimates and structural loading.

10.1 Construction Cost

Relative to construction the most important cost is that of steel
for the structural members. To investigate the sensitivity of the
optimal design to the cost of steel a 10% increase in this cost is
imposed and a new optimal obtained. The result is a significant shift
in the location of the coptimal with a mean change (absolute) in the
moment of inertia of the beams of 81 in4 and in the columns of 48‘in4
{excluding the second story column, XG' whicé is constrained). The
LC for the optimal design increases 3.92%. This ecquates to an

approximate sensitivity of the LC to the cost of steel of 135 ($LC/$

per cwt of steel).
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As far as design error is concerned the LC at the original
optimal increases 3.97% so that the error in LC at the former optimal
as compared to the new optimal is only 0.051%. Thus, while the LC is
quite sensitive to changes in the price of steel the construction of a
building which costs only 0.051% of the LC more than the optimal is
hardly a serious matter, Hence, if an accurate determination of the LC
is important then the price of steel had best be accurate. However, if
determination of the optimal design is important a 1l0% erxror in the price
of steel seems quite tolerable.

The next item of interest relative to construction cost is the
size-extra charge. It is expected that the optimal design will be
relatively insensitive to this charge. Hence, the primary interest
here is in examining the model itself rather than its effects.

Since the sensitivity of the optimal to a change in size-extra
charge is likely to be lost in the numerical tolerances of the autcmated
design algorithm this sensitivity is examined in light of the cost of
steel results. The mean size-extra charge assessed for the four story
optimal is 0.49 ($/cwt of member steel). Hence, a 10% increase in this
rate represents a 0.05 ($/cwt of member steel) increase in construction
cost. Using the sensitivity computed for the cost of steel this increase
results in a change in LC of $6.73 and a mean change in member sizes of
3.1 in4 for bheams and 1.8 in4 for columns. These values are clearly
insignificant. .

Despite the insensitivity of the optimal design to the size-extra
charge this model should not be dropped entirely, however, since in
total cost (about $0.50/cwt of member steel) it is significant. What is

indicated by the above results is that the power curve approach to this
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cost as discussed in section 5.1.1 is probably not warranted. Rather,

a mean value model seems more in keeping with the sensitivity of the
solution to this cost. Thus, for the four story design problem a size
extra charge of 0.49 ($5/cwt of member steel) would represent a good model.
Clearly with mean value modeling the size-extra charge could be added
directly into the cost of steel for the members.

Consider now the connection cost model of section 5.1.2. Imposing
a 10% increase in this cost and recomputing the four story optimal
results in virtually no change. This is another case where the sclution
sensitivity is lost in numerical toleraﬁce. To determine the signifi-
cance of this model it is dropped and the optimal again computed. The
result is a mean change in beam size of 282 in4 and in column size of
12 in4 (excluding XG). These values represent significant readjustment
of the optimal design and rule out disposing of the connection cost
models. The insensitivity of the optimal design to large changes (10%)
in connection cost indicate that sophisticated modeling is not necessary.
What has been developed herein is probably sufficient and could possibly
even be simplified.

The last item to consider with respect to construction is the
cost of painting. Again numerical investigation reveals a solution
sensitivity less than the numerical tolerances being employed. Dropping
the cost of painting model results in a mean change in the optimal
design of 79 in4 in the beams and 4 in4 in the columns (excluding X6).
This alteration is significant but only marginally so and suggests that
only rudimentary modeling of the cost of painting is required. The

modeling developed herein appears to be much more than is necessary.
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10.2 Damage Estimate

There are sSeveral damage estimation parameters of interest with
regard to sensitivity. They include the slope of the damage curve, the
nonstructural value of the floors, the design life and the building site
seismicity. Fortunately because of the form of the damage modeling the
effect of changes in each of these parameters can be investigated
simultanecusly. A 10% increase in any of these parameters produces
exactly the same result in terms of the optimal design. Hence, the most
convenient parameter is selected for evaluation.

Instigating a 10% increase in the design life of the four story
structure of section 7 results in a 5.03% increase in the LC for the
optimal design. The shift in the location of the optimal design vector
is reflected by a mean change in the beams of 170 in4 and in the columns
of 53 in4 {excluding XE)' The sensitivity of the LC to design life is
45 ($LC/year design life).

At the original optimal the LC increases by 5.17%. This is (14%
higher than the LC at the new optimal. In terms of LC then the design
error which results from a ]10% error in design life is not significant.
On the other hand if the actual value of LC is important then a 10% error
in design life is quite significant.

As far as the other damage estimation parameters mentionad above
are concerned, with the exception of the quoted sensitivity value( ali
of the preceding results are directly applicable. The general sensi-~
tivity for these remaining parameters is 22.4 (3LC/percent increase).

One difficulty with the damage estimation parameters which was
not significant with respect to construction costs is the possibility

of combined errors. Since the damage parameters combine in the damage



%1

model through multiplication a 10% error in each of two parameters
could possibly result in a 21% overall error in the damage estimates.
Thus, when assigning wvalues to the various parameters care should be
exercised to insure that potential errors cancel as much as possible.
10.3 Loading

In this category the principal parameter of interest is the dis-
tributed loading on the beams. This beam loading supplies not only the
static loads but, via the mass matrix, the dynamic loads as well.

To investigate the effects of this system parameter a 10% increase
in the distributed loads on the beams is initiated. As expected the
optimal design shifts its location in the design space. The mean change
in the beam moments of inertia is 21 in4 and in the columns 26 in4
(excluding XG)' The LC of the optimal increases 2.64%. The sensitivity
of the LC to the beam loading is thus 11.8 (SLC/percent increase in
beam loading) .

Note that in the face of a 10% increase in beam loading the
original optimal no longer represents a usable design. In fact XG must
be increased by 64 in4 in order to satisfy the associated strong earth-
quake ductility limit.

The final item of concern with respect to solution sensitivity is
the single active constraint at the optimal design for the four-story
frame. According to the Sensitivity Theorem (see section 10.6 in [40])
the sensitivity of the LC to any active constraint at the optimal design
is equal to the negative of the associated Lagrange multiplier. The
Lagrange multipliers at the optimal are the components of § in the
gradient projection algorithm of section 8. Hence, the LC sensitivity

to the strong earthguake ductility allowable of X6 is -0.00994
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{SLC/kip-in}.
For comparative purposes a complete tabulation of the results of

this section can be>found in Fig. 34.
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11. 'CONCLUSION

There have been numerous deductions drawn throughcut the preceding
text. In an effort to present a concise overview of the work the major
results are collected here along with some additicnal conclusions.

s The primary emphasis in this work has been on defining
and exploring the problem rather than on the complete
solution; This emphasis is clearly reflected in the

amount of attention given to developing an option search

procedure versus that given to option set and decision

motivator modeling. From the results it is very clear

that this approach is not only warranted but preferable to

the reverse method (i.e., develop a solﬁtion method, then

find a problem). BAs is the case here, very frequently a

problem will yield to one mode of gsolution much more

readily than to another. If advantage is to be taken of
this, thorough formulation and exploration of the problen
prior to selecting a plan of attack is essential.

¢ The basic format used in exploring the automated
design problem has been through use ¢f a very rudimentary
design theory (section 1.1). While this theory is
essentially clerical, it has proven to be very helpful in
evaluating the total design problem rather than just
focusing on the part which can be readily solved. If
additional structure can be added to this theory, it

could prove to be even more helpful to execution of a

rational design process.



94

s The underlying design philosophy emploved has been
to minimize lifetime costs rather than just initial costs.
This effort has shown in a limited fashion the pofential
viability of this design philosophy. It has also been
shown that the lifetime cost approach does indeed result
in a distinctly different design alternative to standard
minimum construction cost (weight) procedures. Hence,

a definite choice is available with the LC approach,
deserving serious consideration in this context.

e The connection models used herein are somewhat
limited. Based on these models, hdwever, it would appear
that fully rigid connections represent the most economical
approach to frame design in seismically active regions.

e Suboptimization over member option sets can be
emploved successfully to reduce the number of required
design variables while still retaining the glcbal optimum
within the reduced sets. Caution must be observed when
utilizing this procedure, however, since it is possible
to exclude the global optimum from the reduced option
sets in some cases.

s For the class of design problems considered, member
sizing decisions are nearly uncoupled. This‘fact is
reflected by both the decision motivator and system con-
straints. Thus, very simple coordinate search procedures
can be used to find approximate locations for both the
unconstrained and constrained optimals. In this regard

the simultaneous coordinate search technique emplbyed
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here to find the unconstrained optimal is found to work
very well and appears to hold promise for possible
improvement. Note also that the approximate constrained
optimal (the result of phase 2) requires very little
alteration in phase 3. Thus, in light of the sensitivity
results of the previous section it appears very likely
that for design office purposes this approximate optimal
could be utilized as a final design.

¢ At the start of this program it appeared that the most
prohibitive part of the lifetime cost approach would be
the expense of computing the damage cost estimate. The
discovery, however, of the very promising possibility that
expected damage profiles are invariant in form with respect
to a structures size has potentially reduced this com-
putation to an almost insignificant level. Further
exploration of this prospect is most assuredly warranted.

s In section 6 a preliminary categorization of con-
straints is established with constraints labeled as either
primary or secondary according to their importance in the
design process. In all of the numerical computations
completed in this work the constraint order established
in section 6 was never violated and thus appears to be
very reliable. In addition, further refinement of the
constraint order is possible. Indeed it seems that the only
constraints that warrant primary status are the strong
column-weak girder requirements in which column ductility

demands are limited to one. In lieu of this, at the very
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least, beam deflection, column buckling, and beam ductility
limits should be placed in secondary status.
¢ Regarding system sensitivity it is clear that the most

crucial system parameters are those associated with damage

estimation. Not only is the lifetime cost at the optimal

most sensitive to these values but there are several para-

meters in this category which act collectively. Further

compounding the problem is the fact that among all the

system parameters those associated with damage estimation

are the most uncertain. Hence, caution should be used in

establishing these values for structural design problems.

Before closing it is appropriate that some comment on future re-
search be made. From the preceding comments it is obvious that the area
requiring the most attention is lifetime damage estimation. As far as
deterministic assessment is concerned there is essentially nothing
available. In light of the apparent viability of the lifetime cost
approach it would appear that this area i1s wide open for research.

With reference to the design problem only a very small portion
of the overall design process has been addressed here or elsewhere.
There are many more decisions within this process which could be auto~
mated and many more options which should be considered. A substantial
amount of work thus remains in the problem description area. The con-
clusions reached herein indicate that this area should be thoroughly
investigated before any substantial effort is mounted to develop
additional design automation algorithms.

As far as application is concerned one item is of note. The

refurbishing of existing buildings to meet present earthgquake standards
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is a frequent, major and expensive undertaking. In the way of analyti-
cal tools, little appears to be available to assist in the retrofitting
of older structures, however. Some of the methodcology developed herein
would seem to be applicable to this task, particularly optimal retro-—
fitting (refurbishment at minimum cost), and thus could provide a

beginning for a developmental effort in this area.



1o.

1l.

12,

13.

14,

88

REFERENCES

Schmit, L.A., ed., "Structural Optimization Symposium,” ASME, Applied
Mechanics Symposia Series, AMD Vol. 7, 1974.

Gallagher, R.H., Zienkiewicz, 0.C., eds,. Optimum Structural Design,
Wiley, Loundon, 1973. ‘

Bellman, R., Brock, P., "On the Concepts of a Problem and Problem
Solving," Amer. Math. Monthly, 67, 1960.

Pister, K.S,, "Mathematical Modeling For Structural Analysis And
Design,™ Nuclear Engineering and Design, 18, 1972.

Becker, J.M., "A Structural Design Process,” Report No. UC SEsSM 73-13,
Dept. of Civil Engineering, Division of Structural Engineering and
Structural Mechanics, University of California, Berkeley, Sept. 1973.

Vitiello, E., Pister, K.S., "Applications of Reliability-Based Global
Cost Optimization to Design of Earthquake-Resistant Structures,"

Report No. EERC 74-10, University of California. Berkeley, August, 1974.

Peurifoy, R.L., Estimating Construction Costs, McGraw-Hill, 1975,

Wilson, E.L., Dovey, H.H., "Static and Earthquake Analysis of Three-
Dimensional Frame and Shear Wall Buildings," Report No. EERC 72-1,
University of California, Berkeley, May, 1972.

Clough, R.W., "Deficiencies in Current Seismic Design Procedurses,”
Civil Engineering Frontiers in Environmental Technology, A Program
of Public Lectures to Commemorate the Dedication of Raymond E. Davis
Hall, Department of Civil Engineering, University of California,
Berkeley, 1971, '

YBasic Design Criteria of the Recommended Lateral Force Regquirements
and Commentary," Journal of the Structural Division, ASCE, Vol 28,
No. ST9, Sept., 1972.

YAn Evaluation of a Response Spectrum Approach to Seismic Design of
Buildings," Applied Technology Council, ATC~2, San Francisco, Cali-
fornia, Sept,. 1974.

Clough, R.W., Penzien, J., Dyvnamics of Structures, McGraw-Hill, 1975.

Clough, R.W., "Earthquake Resistant Design of Tall Buildings," Pro—
ceedings of the Symposium on Tall Buildings, Vanderbilt University,
Nashville, Tennessee, Nov. 14-15, 1974,

Clough, R.W., Benuska, K.L., "Nonlinear Earthquake Behavicr of Tall
Buildings,"™ Journal of the Engineering Mechanics Division, ASCE,
Vol, 93, EM 3, June, 1967.



15.

1s.

17.

18.

19.

20.

21,

22.

23.

24,

25,

26.

27,

28.

29,

30.

99

Caughey, T.K., 0'Kelly, M.E.J., "Classical Normal Modes in Damped
Linear Dynamic Systems," Journal of Applied Mechanics, ASME, Vol. 32,
1965.

Newmark, N.M., Hall, W.J., "Procedures and Criteria for Earthquake
Resistant Design," Building Practices for Disaster Mitigation, Build-

ing Science Series 46, National Bureau of Standards, Feb,. 1973.

Manual of Steel Construction, Sixth Edition, AISC, New York, 1965.

Bresler, B., Lin, T.Y., Scalzi, J.B., Design of Steel Structures,
Wiley, 1968.

Beedle, L.S., et. al., Structural Steel Design, The Ronald Press Co.,
New York, 1964.

Gaylord, E.H., Gaylord, C.N., Design of Steel Structures, McGraw-
Hill, 1972. ’

Grover, La Motte, Manual of Design for Arc Welded Steel Structures,
Air Reduction, New York, March, 1946.

Brandes, J.L., Mains, R.M., "Report of Tests of Welded Top-Plate
and Seat Building Connections," The Welding Journal, 23, March,
1944.

Blodgett, 0.W,, Design of Welded Structures, The James F. Lincoln
Arc Welding Foundation, Cleveland, Chio, 1966.

Degenkolb, H.J., “"Design of Earthquake Resistant Structures-
Steel Frame Structures,” Earthquake Engineering, R.L. Wiegel, ed.,
Prentice Hall, 1970

Pray, R.F., Jensen, C., "Welded Top Plate Beam-Column Connections,"
The Welding Journal, July, 1956.

Cornell, C.A., "Probabilistic Analysis of Damage to Structures Under
Seismic Loads,” Dynamic Waves in Civil Engineering, Wiley, 1971.

Blume, J.A., "The Spectral Matrix Method of Damage Prediction,"
J.A. Blume and Assoc., Report No. NVO-99-33, 1968.

Whitman, R.V., "Damage Probability Matrices For Prototype Buildings,"
Dept, of Civil Engineering Research Report R73~57, MIT, Cambridge,
Mass., Oct., 1973.

Czarnecki, R.M,, "Earthquake Damage to Tall Buildings,"” Dept. of
Civil Engineering Research Report R73-8, MIT, Cambridge, Mass.,
Jan., 1973,

"Guide for the Observation of Earthquake Damage to Buildings,"
Damage Analysis Committee, Earthquake Engineering Research Insti-
tute, 1964,



31.

32.

33.

.34,

35.

36.

37.

38.

39.

40,

41.

42,

100

Galambos, T.V,.,, "Deformation and Energy Absorption Capacity of Steel
Structures in the Inelastic Range," AISI Bulletin No. 8, March, 1968.

Czarnecki, R.M., Personal Communication.

"Paramaeter Cost Reports,” Engineering News-Record, McGraw-Hill, New
York, 1971-1975.

Whitman, R.V., Hong, S., Reed, J.W., "Damage Statistics For High-
Rise Buildings In The Vicinity of The San Fernando Earthquake,"
Dept. of Civil Engineering Research Report R73-24, MIT, Cambridge,
Mass., April, 1973,

Housner, G.W., "Design Spectrum," Chapter 5, Earthquake Engineering,
R.L. Wiegel, ed., Prentice-Hall, 1970.

Housner, G.W., "Strong Ground Motion,™ Chapter 4, Earthquake Engineer-
ing, R.L. Wiegel, ed,. Prentice-Hall, 1970.

Housner, G.W,, "Engineering Estimation of Ground Shaking and Maxi-
mum Barthquake Magnitude," 4th World Conference on Earthguake Engi-
neering, 1969.

Walker, N,D., Pister, K.S., "study of a Method of Feasible Directions
for Optimal Elastic Design of Framed Structures Subjected to Earth-
quake Loading," Report No. EERC 75~39, University of California,
Rerkelevy, Dec., 1975,

Walker, N.D., "Optimum Elastic Design of Earthquake Resistant Multi-
story Framed Structures," Graduate Student Report NWo. 590, Dept. of
Civil Engineering, Division of Structural Engineering and Structural
Mechanics, University of California, Berkeley, 1973.

Luenberger, D.G., Introduction to Linear and Nonlinear Programming,
Addison-Wesley, 1973.

Ralston, A., A First Course in Numerical Analysis, McGraw-Hill, 1965.

Polak, E., Computaticnal Methods in Optimization, Academic Press,
1971.




101

FIGURE 1. THE DESIGN PRCCESS
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6 r=0.394d'094

RADIUS OF GYRATION, r (IN.)
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3 4 5 & 7 8 9 10

COLUMN DEPTH/2 (IN.)

FIGURE 8. RADIUS OF GYRATION MODEL FOR COLUMNS



109

BUTT WELD

FILLET WELD

FIGURE 9. WELDED TOP AND BOTTOM PLATE CONNECTION
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GURE 10. TOP PLATE DETAIL
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CONNECTION MOMENT, M
I

CONNECTION ROTATION, ¢

FIGURE Il. CONNECTION MOMENT-ROTATION CURVE

AREA(IN.})|{ 32 | 30 [ 2B 26 | 22| I8 | |14 | IO |-8

R (%)} |[48.6|49.4|50.3|51.2|53.3|55.8(58.8|62.8/65.4

FIGURE 12. CONNECTION RIGIDITY VERSUS BEAM AREA
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SIZE {IN) WEIGHT (LB/FT) EXTRA CHARGE (5/cwt)
W36 230 - 300 0.55
W36 135 - 194 0.50
W30 172 - 210 0.50
W30 99 - 132 0.45
W24 68 - 160 0.45
W24 55 - 61 0.60
W21 55 — 142 0.45
W18 64 - 114 0.45
W18 35 - 40 0.65
W16 58 - 96 0.45
W16 36 - 50 0.55
W14 142 - 426 0.45
W14 61 - 136 0.45
W12 65 = 190 0.45
W12 40 - 58 0.50
W12 27 - 36 0.60
w10 49 - 112 0.50
W10 21 - 29 0.75
W10 15 - 19 1.10
W8 31 - 67 0.55
W8 17 - 20 0.90
We 12 - 16 1.60

FIGURE 13. SIZE EXTRA CHARGES FOR WIDE FLANGE SECTIONS [7]
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QUANTITY EXTRA CHARGE (PER CWT)
4000 LB AND OVER NONE
2000 LB TO 3999 LB $0.25
1000 LB TO 1999 LB 0.75
UNDER 100C LB 2.25

FIGURE 15, QUANTITY EXTRA CHARGE FOR STEEL [7]
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TOTAL DAMAGE (PERCENT OF CONSTRUCTION COST)
o
(o]

oLt 1o
0O 002 004 006 008 0.10 0Ol2 O0.14

STORY DRIFT, 8(FT.)

FIGURE 16. TOTAL DAMAGE VERSUS STORY DRIFT [29]
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NON-STRUCTURAL DAMAGE RATIO, Dnp
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o
M
[

o A R N BT
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STORY DRIFT, 8(FT.)

FIGURE I7. DAMAGE RATIO VERSUS STORY DRIFT
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FIGURE 18. INTENSITY ATTENUATION PROFILES [37]
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FIGURE 23. PROBABILITY OF OCCURRENCE OF PEAK
GROUND ACCELERATION
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MOMENT OF INERTIA
CONNECTION

STIFFNESS DISTRIBUTED
\ / BEAM LOADING
Xq
X 45K
@ | L ]@
(X,3) T
/q;snc SECTION MODULI .
Xz | (X)) 144

_% Xz [72 K]@\ l

(X,5) ?

Xg | (X)6) 144"
% Xs [72 K]C\ Y
(Xp7) A
Xg [ (Xg) 144" (12")
212 72 K
DO
Xg | (X20) 180" (15"

+

S S S

- 360 ;J
(30")

FRAME SPACING: 288" (24")

FIGURE 24. FOUR STORY EXAMPLE
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2 STATIC LOAD MOMENT CONSTRAINT (6.2}
42 MODERATE EARTHQUAKE MOMENT CONSTRAINT (6.18)
3 STATIC LOAD MOMENT CONSTRAINT (6.3)

1400

COST =42
1300 o

COST =9.1

1200 —
(100 |—

(000 -

BOO L

700 — COST =0.12

600 |-

500 —

42

/////////IIII///!///////Illh’llill//////////////////////////7/

FOURTH STORY (RCOF) BEAM MOMENT OF INERTIA, X,(IN.4)

108 o} 108 10° 10'°
FOURTH STORY (ROOF) CONNECTION STIFFNESS, XQ(KIP-IN.)

FIGURE 25. BEAM VERSUS CONNECTION DESIGN SPACE
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8! STRONG EARTHQUAKE CONSTRAINT (6.22)
83 STRONG EARTHQUAKE CONSTRAINT (6.22)
57 MODERATE EARTHQUAKE CONSTRAINT (6.22)
59 MODERATE EARTHQUAKE CONSTRAINT (6.22)
82 STRONG EARTHQUAKE CONSTRAINT (6.25)
B84 STRONG EARTHQUAKE CONSTRAINT (6.25)

COST =186l
1300 S COST = 40

CO8T=6.2

700 N . 8l
A.nm‘ ,

600 —

|
COST=-0.5C
500 57

v, ot [7 > Ykl il 59
AR 84
300 ) /

200 ’7 ] | | |

10> 108 10’ 10 10
SECOND STORY (THIRD FLOOR) CONNECTION STIFFNESS, X, (KIP-IN.)

SECOND STORY COLUMN MOMENT OF INERTIA, XG(IN.a')

2 10

FIGURE 26. COLUMN VERSUS CONNECTION DESIGN SPACE
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8! STRONG EARTHQUAKE CONSTRAINT (6.22)

AVAILABILITY BOUNDS

250

3

[60

100
90
80

70
60

50

SECTION MODULUS, X,g(IN3)

SECOND STORY COLUMN PLASTIC

40 ] 1 |
200 300 400 600 800 1000 1500

SECOND STORY COLUMN MOMENT OF INERTIA, Xg(IN4)

FIGURE 27. COLUMN VARIABLES DESIGN SPACE
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3 STATIC LOAD CONSTRAINT (6.3)
42 MODERATE EARTHQUAKE CONSTRAINT {6.18)
2 STATIC LOAD CONSTRAINT (6.2)
41 MODERATE EARTHQUAKE CONSTRAINT (6.21)

AVAILABILITY
BOUNDS

300
250

200

150

100
90
80

70
60 |

50

40

30 L | | L |
200 300 400 600 800 1000 2000

FOURTH STORY BEAM MOMENT OF INERTIA, X (IN%)

FOURTH STORY BEAM PLASTIC SECTION MODULUS, X, 3(IN3)

FIGURE 28. BEAM VARIABLES DESIGN SPACE
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[0 STATIC LCAD MCMENT CONSTRAINT (6.2)

Il STATIC LOAD MOMENT CONSTRAINT (6.3)

45 MODERATE EARTHQUAKE CONSTRAINT (6.21)
46 MODERATE EARTHQUAKE CONSTRAINT (6.18)
53 MODERATE EARTHQUAKE CONSTRAINT (6.22)
77 STRONG EARTHQUAKE CONSTRAINT (6.22)
79 STRONG EARTHQUAKE CONSTRAINT (6.22)

79 7

1200
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600
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400 —
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300

MMM AMARA AN AR A s A AR R v R nn nn anyy A%} 46

X
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A
BN M 1 st e e v,

200
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45

200

300 400 500 600 700 800 900 1000 1100
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FIGURE 29. BEAM VERSUS COLUMN DESIGN
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77 STRONG EARTHQUAKE CONSTRAINT (6.22)

77

2400 —

1900

1800

1700

1600

1500

SECOND STORY BEAM MOMENT OF INERTIA, Xg (IN.4)

1400

1300

2300 —

2200 —

2100 —

2000 —

—

COST=98

il

3

COST = 1.1

A0 L LA AL A A b

H COST =0.06
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13330 80 [NELELELRET RN
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1

200 300 400 B00O 600 700 800 900 1000 1100
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1200

FIGURE 30. BEAM VERSUS COLUMN DESIGN SPACE-COST
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53 MODERATE EARTHQUAKE CONSTRAINT (6.22)
77 STRONG EARTHQUAKE CONSTRAINT (6.22)
78 STRONG EARTHQUAKE CONSTRAINT (6.25)
79 STRONG EARTHQUAKE CONSTRAINT (6.22)

1200
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¢ .
% 100 COST=19
¢
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FIGURE 31. COLUMN VERSUS COLUMN DESIGN SPACE
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FIGURE 32. LIFETIME DAMAGE PROFILE FOR
FOUR STORY FRAME
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APPENDIX

AUTOMATED DESIGN CODE

In this appendix an automated design algorithm, developed on
the basis of the preceding text, is presented. This algorithm is
essentially a research tool. While some user orientation has been
incorporated, the code is far from foolproof. Hence, some familiarity
with the theoretical and operational details is necessary for success-
ful operation. With this in mind a general discussion of the algo-
rithm, its input and output follows.

The code is composed of two parts: (i) an automated design
portion and (ii) a structural analysis portion. The routines associa-

ted with each are as follows:

Autcmated Design Structural Analysis
DESIGN NERD
AM : F
PROJ ROCT
EXTP ANAL
INTP EIGEND

MATMUL
NORMV
FDRIV
DERIV
HORW

In the automated design portion of the coae, DESIGN is the main
routine and embodies the four-phase algorithm given in section 8.
Subroutine AM stores the A matrix; PROJ generates the projection
operator; EXTP computes a Newton step and INTP a derivative estimated
formula step for DESIGN as needed.

For the structural analysis part of the computer program,

NERD serves as the driver routine and assimilates all necessary
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structural data. Subroutine F is a function generator wherein the

cost function and all constraint functions are computed. The essential
raw data for F is generated in ROOT, which is a coded solver for
(6.11), and in ANAL which is the primary structural analysis routine.
In ANAL the mass and stiffness matrices are formulated and the static
and dynamic problems solved. Subroutines EIGEND, MATMUL, NORMV and
HQRW are service routines for ANAL. <Subroutine FDRIV is the function
gradient generator for the cost and constraint functions with DERIV
providing raw data to FDRIV.

The primary program direction comes from DESIGN with F and
FDRIV called upon as needed in the design process. Most of the
computational time is spent in F and FDRIV, however. fThus, some
attempt at making these routines efficient has been made (see [38]).
To a considerable degree the design and the analysis portions of the
code are autconomous. Hence, it would be fairly easy to attach new
automated design apparatus to the present analysis pértion and vice
versa. Thus, the two parts of this code have use beyond their present
setting.

At present the design part of the code is capable of formulating
only single bay multistory frames with fixed connection stiffnesses,
any value of connection stiffness may be used, however. In addition
member option sets are restyricted to AILSC economy sections. The
analysis portion of the computer program is soﬁewhat more general
than as presently utilized by the design algorithm. It is capable
of handling any set of connection stiffness values and any combination
of moment of inertia and plastic section modulus guantities. It could

thus be used in a more general design automation scheme.
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The algorithm is written in Fortran IV. It operates completely
within core and requires 46362 words of central core storage to load
and execute., The program was written for and has been operated on
the CDC 6400 located at the University of California at Berkeley.

With this background then the input for the code is as follows:

Card 1. NSTR [I5]

NSTR is the number of stories. Present dimension statements limit
the number of stories to eight or less.

Card 2. EL(NSTR) [8F10.0]

EL(+) are the story heights (column lengths) in inches, starting
from the top story and listed down to the first story.

Card 3. EIB [Frl10.0]
ELB is the bay width (beam length) in inches.

Card 4. B(5 x NSTR) [8F10.0]

B(+)} are the components of the initial design wvector. Member
moments of inertia (in?) are listed first starting with the top
member in the structure (roof beam) and working down to the
bottom member (first story column). The connection stiffnesses
(kip-in) are listed second, again from the top down. For fully
rigid connections stiffnesses of 9 x 102 or 1010 have been used
herein. Listed last are the member plastic section moduli (in3)
arranged in the same fashion as the mcments of inertia. For an
example listing see figure 24 wherein the plastic section moduli
are in parentheses. Once the program starts, appropriate plastic
section moduli are automatically computed for the changing design
vector (see card 13). TFor the initial design however they must
be specified according to the lower bounds (3.3) and (3.4). Note
that more than one card and as many as five may be required to
specify the initial design vector. '

Card 5. W(NSTR) [8F10.0]
W(»)} are the distributed dead/live load on the beams. These values
represent the total distributed load in kips on each beam and are

to be listed starting with the roof beam and proceeding on down
to the first story beam.

Card 6. DEQ(2) [2ri0.0]

DEQ(+) are the design earthquakes. The moderate earthquake is
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listed first and the strong earthquake second. The values are to
be specified in peak ground acceleration divided by g.

Card 7. C8M, £SC, CTS, CSW, CPT, CoH, PPT [7F10.0]

CSM represents the cost of steel for the structural members in
dollars per cwt.

CSC signifies the cost of steel for the connection plates in
dollars per cwt.

CTS is the cost of transporting steel in dollars per cwt.

CSW specifies the cost of welding in dollars per cwt of weld
metal deposited.

CPT is the cost of painting in dollars per square inch.
COH represents the cost of overhead divided by construction cost.
PFT specifies profit divided by construction cost.

Card 8, DTCM, DL, NAG [2F10.0,I5]

DTCM signifies the down time cost divided by total damage cost.
This input variable can also be used to enter an estimated building
construction cost if desired. In this case the negative of the
building construction cost times one plus DTCM 1s input here
instead of DICM. If a design automation sequence is being re-
started this option must be employed in order to aveid solving

a different problem (see card 10).

DL is the design life in vears.

NAG specifies the number of integration points to be used in the
trapezoidal estimation of the area under the lifetime damage
profile (lifetime damage estimate). The maximum number allowed
is 10.

Card 9. AG{NAG) I[8F10.0]

AG(+) are the integration points {peak ground acceleration divided
by g) to be used in the trapezoidal estimation of the lifetime
damage, This list must begin with 0, terminate with 0.5 and
progress sequentially through the desired integration points.

Card 10. FP(NSTR) [8r10.0]

FP(+) specify the floor participation values which are to be input
from the top floor down to the first floor. These guantities
represent the cost of glass and drywall partitions for a particular
floor divided by the building construction cost. In order to use
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these values to compute nonstructural damage an estimated building
construction cost is needed. This value can either be input
through DTCM as noted above or the program can be allowed to
compute one. In the latter situation this estimate is based

on the initial design vector (card 4); the costs of card 7 and
the assumption that the steel frame constitutes 12.5% of the
building construction cost [33]. This building cost estimate

is retained throughout the design process in order to keep the
floor values constant. Thus, if this set of data represents a
design sequence restart, the original building cost must be input
through DTCM in order to be solving the same problem.

Card 11. NCC, NsC [2I5]

NCC is the number of components in the design vector which are to
be constrained to their original (or internally determined) value.
Up to 38 components may be fixed. The way DESIGN is presently
set up NCC must include all the connection stiffnesses and member
plastic section moduli. Thus, NCC must at the minimum equal

3 x NSTR.

NSC is the number of components of the design vector which are to
be internally computed. NSC must be included in NCC, hence,

NCCZ NSC. The only components of the design vector eligible for
internal computation are the member plastic section moduli. If
this option is used, then the salected plastic section moduli
will be computed on the basis of the lower bounds of equations
(3.3) and (3.4) (economy sections). As DESICGN is presently set
up all the member plastic section moduli must be included here,
thus, NSC = 2 x NSTR.

Card 12. Mc(ncc) [161I5]

MC(+) signify the compconents of the design vector which are to be
constrained. These must be listed in increasing numeric order.
For example if X3, X3 and Xg are to be confined then 2, 3 and

9 should be entered here in that order. These cards are necessary
only if NCC > 0, otherwise there is no card 12.

Card 13. MS(NsC) [1le615]

MS{-)} are the members for which the plastic section moduli are to
be determined internally. The member labkel to use here is the
moment of inertia. For example in figure 24 if xjg is to be
computed according to the lower bound of (3.4) then the number

4 should be entered here since it corresponds to the associated
moment of inertia. These numbers should be ligsted in increasing
numneric order. These cards are required only if NSC>0.

Card 14. COP, CC(2), CE(2)} [5F10.0]

This card is used to input the mathematical description of the
economy sections for the columns in terms of power functions. At
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present this description is given by (3.4) so that COP = 429,
CC(l) = 2.47, CC(2) = 0.21, CE(1l) = 0.553 and CE(2) = 0.956.

If a more appropriate description is needed for a more limited
or perhaps enlarged option set, then this new model can be input
here. This card is necessary only if NSC> O.

Card 15. ' RCS, RCD, BFS [3F10.0]

RCS is the reduction coefficient for the static moment constraints
{c in equations (6.1) - (6.7)).

RCD is the reduction coefficient for the moderate earthquake
moment constraints (¢ in equations (6.13} - (6.25)}).

BFS is the buckling safety coefficient (¢ in equation (6.10)).

Card 16. DA(NSTR) [8F10.0]

DA(+) are the mid-beam displacement allowables listed from the
top story (roof beam) down. These allowables are for the dead/
live loads given in card 5. If allowables for only live loads
are desired, then the live load allowable should bhe scaled up
according to

{(Dead load) + (Live load)
(Live load)

DA{+) = (Live load allowable) x

This is admittedly approximate, but it is good enough for this
application.

Card 17. DUCA(2 x NSTR) [8F10.0]

DUCA(s) represent the ductility demand allowables for the strong
earthquake design limits (see section 6.2)}. These values must
be entered for each member from the roof beam down to the first
story column. {Listed in identical order to the moments of
inertia.)

Card 18. BSUL, BSLL, BSM, CSUL, CSLL, CSM {6E10.0]

In order to use the method of bisection, in each coordinate (design
vector component) direction an interval which contains the minimum
must first be established. This is done automatically within the
code con the basis of the information submitted on this card. It
is accomplished by searching along each coordinate direction in
constant steps until the requisite intervals are constructed.

The step size used in each coorxrdinate search is directly propor-
tional to the associated directional derivative. The constant

of proportionality for the beams is BSM and for the columns .CSM.
In orxder to insure step sizes which are neither too large nor too
small, bounds are imposed on them. The upper bounds are BSUL and
CSUL for the beam and cclumn step sizes respectively and the lower
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bounds are BSLL and CSLL. Suggested values for these parameters
are BSM = 5(103), CSM = 3(103), BSUL = 500, BSLL = 2, CSUL = 300,
and CSLL = 2. These are simply suggested values. Experimentation
is warranted with each new problem type, particularly with regard
to BSM and CSM.

Card 19. BAC, EPSM, EPSD, BHL, CHIL, RHO [6E10.0]

BAC represents the interval length for the termination of the
method of bisection. The suggested value is 20.

EPSM is the numerical tolerance allowed in moment constraint
function location determination. The suggested value is 50.
This value is divided by 10 for the final optimal design speci-
fication.

EPSD is the numerical tolerance allowed in beam displacement con-
straint function location finding. This value is divided by 10
for the final optimal design search. The suggested value is 0.5.

BHL specifies the optimal design search termination value for the
directional derivative of beam-related components. This value is
an indirect specification of n in the gradient projection algorithm
of section 8. The value used herein was 1(10™3).

CHL specifies the optimal design search termination value for the
directional derivative of column-related components. This value
is an indirect specification of n in the gradient projection
algorithm of section 8. The value used herein was 3(10‘3).

RHO represents the initial step size for the gradient projection
algorithm of section 8. This value is adjusted internally accor-
ding to how the problem is progressing and thus does not remain
constant. A suggested value is 20.

Card 20. KCL, KNL, KL, NGL [415]

KCL signifies the maximum number of iterations allowed in the
search for the unconstrained minimum. This number includes both
the interval establishment apparatus mentioned above and the
bisection procedure. The suggested limit is 20.

KNL specifies the number of phase 1 restarts desired. Since the
cost function is not truly uncoupled it may be beneficial in some
cases to pass through phase 1 more than once. If so, the desired
number of passes is specified by KNL. In this study more than one
pass was rarely found to be beneficial. Indeed, because the phase
1 apparatus is relatively crude additional passes sometimes made
the situation worse rather than better. The suggested value is 1.

KL is the maximum number of iterations allowed in searching for
constraint functions. The suggested value is 5.
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NGL represents the maximum number of gradient projection iterations
allowed in phase 3. This value obviously depends on the termina-
tion levels specified by BHL and CHL and thus a hard rule is not
possible in this regard. This parameter is specified only to
protect against a runaway code as is KCI, and KL, hence, scme
judgement is necessary. The limit used herein was 30,

Card 21. XpC{+) [1615]

KPC(+) represent the primary constraints. A maximum of 37 primary
constraints may be specified. These values must be listed in
increasing numeric order and be terminated by a blank input field
(KPC(+) = 0). For an outline of how constraints are labeled see
the output discussion which immediately follows the input dis-
cussion.

Card 22. K [15]

The algorithm can be started at phase 1 or phase 2 and can be
instructed to skip part of phase 2 for essentially what amounts

to a phase 3 start. For a regular (phase 1) start a blank card

(K = 0) or X = 1 should be specified. A phase 2 start is initiated
by stipulating K = 2. With a phase 2 start all the phase 1 appara-
tus is skipped. Note, when a phase 2 start is called for the
usable design which results from phase 2 is adjusted to approximate
the projection of the unconstrained optimal (specified wvia BU(.)

in the following card) onto the surface of active constraints.

If simply a usable design is desired from phase 2 without this
adjustment then X = 3 should be input, the adjustment apparatus

at the close of phase 2 will then be skipped as well as the phase

1 procedures. When the initial design vector submitted via card

4 is usable, inputting a K of 3 amounts to a phase 3 start. The
algorithm will not proceed to phase 3, however, regardless of

what is called for without first checking for and generating, if
necessary, a usable design. With K and the parameters of cards

19, 20 and 21 the algorithm can be used to do almost anything the
user may desire, a little ingenuity being all that is necessary.

Card 23. BU((5 x NSTR) - Ncc) [8E10.0]

When K> 1, phase 1 of the algorithm is skipped. In this case the
unconstrained optimal must be supplied by the user. Only those
components of the design vector which are not confined have to be
supplied. They must be submitted in the same order as specified
in card 4 with the constrained components eliminated. These cards
are not necessary for a normal (phase 1) start.

The output from the algorithm is well-labeled and fairly self-~
explanatory. It begins with a print out of the input data to facilitate

checking. Periodically throughout the proceedings the total number of
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structural analyses which have been conducted is printed out. The
presiding value of the cost function is also frequently noted. At
the c¢lose of the algorithm the complete optimal design vector is
printed and all active constraints at the optimal are listed. 1In
addition the values of all the constraint functions at the optimal
are produced. In this listing the constraints are labeled consecutively
from 1 to 22 x NSTR. The listing begins with the static load beam
moment-constraints (6.1), (6.2), (6.3) and (6.4), in that order for
each beam from the roof beam down to the first-story beam. This
complete set is followed in the listing by the static load column
moment-constraints (6.6) and (6.7), first for the top end-moment and
then the bottom end-mcment, beginning with the top-story column and
proceeding on down to the first-story column. After this set the
beam displacement constraints (6.9) follow, again from the roof beam
down. The sidesway stability limits (6.10) are next from the top-story
down. The static loading constraints are followed by the moderate
earthquake moment restrictions beginning with the beam constraints
(6.21) and (6.18) in that order for each beam top down and concluding
with the column constraints (6.22) and {6.25) for the top end-moment
and the bottom end-mocment for each column from the top~story down.
The strong earthquake constraints are listed last and involve the
same inequalities and follow the same order as the moderate earthguake
restrictions.
In summary then the constraints are labeled as follows:

First (6.1)

(6.2) repeated for each beam from the top-story down

(6.3) to the first-story.
(6.4)
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This complete set iz followed by

(6.6) }

6. Fop endmmoment repeated for each column
6.6

§6.7; bottom end-moment top down,

followed by (6.9) for each beam top down,
followed by (6.10) for each column top down,

followed by (6.21) } for moderate earthquake loading for each beam

(6.18) top down,
and (6.22) top end-moment
(6.25) op omen for moderate earthquake loading

Eg.g;; bottom end-moment for each column top down.

The set of moderate earthquake constraints is then repeated identi-
cally for the'strong earthquake leading.

A complete listing of the design algorithm follows, including
an example two-story structure which illustrates much of the precedipg

discussion.
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The following computer program listing is available upon reguest from
Professor K. Pister, Structural Engineering and Structural Mechanics,

Davis Hall, University of California, Berkeley, California.






LRI R R R R R N N B
* AUTOMETED DES[GN PRQGIAM LISTING *
R EE e

PIAGE R NEEDEENPUT L OUTPYT)
CIUMIN FSTRAT NSTP I NE BT JELALELEA) (04 NEERLNESI yNE 4 5HE S8 L NCSES  NCSL
i)
TIMMIN FCASTACSWR [ CSCP 0 SW, L0 ,COHC 1 ,FP(H} ,NAG, AGL{1Q), DL
CONMON FENSTINE/TCE  OALR ) HFS (BCD,PEQI 20, DICAT18)
DININS{ON O(ag)
PRINT =
2 FIARMAT [ /75K 6=r=me RARD INFUT DATR =mwes &
TTan 12, usY3
10 FNOMAT (151K}
PRINT 12,48TR
12 FORNMA™ { /72X, kn0MAFS AF STORTF Semad, | 3)
PEAD 224 FLrLe
20 EDuAT {eFic.ep
PRENT 22, 4TLETY, To1,N0T0)
B2 FITUAT (22X 4 STIRY HTIGHTS (TOP DOWNI——-# AF 1042 )
BYINT 24,710
26 EOSMAT {SZXFHAY WIDTHac X, K1G,2)
MG NS TRENGTD
C°APNETR
CR2erey
G AT R
R4 lAiTE, T2 ,NCS2)
Fe FTCUBT LSRN, NU-URED MOMENTS OF TAEPTIA (TOF DOWNI-——#,0F11.2/40%,1
“Crye2)
[ERULEER
PAINT PALEHITL 13 18,NCE R
24 FORMATI/Z2X \FENNNFCY [N ST IFSNESSES (TOP DOWN)mm=¥,8F11.G)
[EENEE TS
PIINT 32 (T 1y 1= 15,085
An FICURT (2N FUnNEER ALASTIC SECT TN MEDULT {TOP DOWNb—-=%, 4F0.2/a5
Ay ATELPY
rean 20w
DIINT 42, (WIL) LT NSTRY
to EARMATI/2X ¢85 M LNA0ING (TAP DOWSI-~—+,87 10423
=TAN 20.EQ
BIINT AA, 000
TE EICMAT 42X, &0FF [ GN FANT HQUAKE S- - ¥, 2F Q. 3]
TR 30,C M6 G TE (LG ACPT LOH, PET
NUIRT LR OEM, 58 CTS, CSW, ST LOH BT
V& TASMAT (/22X R IMSTRUETION AOFTS: %/ /5K AMEMRER STFFim ek FB.2//5X,
JACANNESTION ST et FRL2SEX, MSTEEL TRANSOORTAT[ONemm=&, FB,2//5X,
SEWFLD WETAL==_%,FQ, 2/ /%X, SETIUCTUNAL PAINT [NG=+- 2 F 8, 8/ /5K, #OVEAHE
BAD-= ¢ FB.2/ /5N HPROFL T-~—# ,FR,2)
REAT 39, DTCH, 0L ,NAG
I8 FIRMAT (2F1C.0,15)
JEINTOMLT 2.3 o0 TR 41
DIPWT 4G DTCM, 0L
€N CMAUAT [S/2K,DAMAGE COST3I4//TX 4O0WN TIME COST MULT IPLTER==uik,
TETLP/OER MOTN AN LT A uma, FAL2Y
Ct-mdar (TaeBTrm)
7 v a3
A Sr= nTCw
SAUNT 22,0 1,00
A7 TAFHAT /2K #DAMAGE £h3T
$N TEMT COST KULTIBLTFRE
6} RTAD 20, (AGII ], [T, NAGY
PILNT 86,0461 .12l MAGH
44 FARMAY [ FEXNANST PETIMATION EARTHOUAKE S——wk 1 0FA. 1}
READ 24, FB
PEINT AS4UFPIT) [ =] MS§TR
4§ FIOUAT (X, E{I0R PAPTICIPATION FACTORS (TOP DOWNI---%,8F 10,41
RIAD 10 KT LNSC
IE(NCCLE0. 8L dr T4 52
REAT 12, (MC LT}, [21,00C)
OUTNT B8 WCC, [MGET] T =] 4 NET)
#a ETRMAT (/42K *YHERS ARE*.13,% GONSTRATNED COMPONZNTS IN THE DESIGN
§OHUITORIM 19T/ BON, TATA/SEX, 214D
I20NSE oF 8. %) GA T 82
READ 10, EMSCT), T2y, NSCT
SUINT AR ,NSC, MS(T), 1] (NEC)
28 FORMAT | /3¢, *THCAE ATE#, [3e# MEMBERS WITH ASSIGNTO PLASTIC SECTION
§OMOBULT IR 14T
BEAB 27,008,000
FRINT "m0, AP CC,CF
SE FIOUAT (/2K PASEIGNTD COLUMN PLASTIL SECTINN MODULUSE#//SX,
4% IVIDING T HAEBL 2 EK Y HCOEFF IE IENT-——# ) 2F 70 2 7 /3% (#EXPONENT
i%,2F8.3)
52 AFAD 20,RCS5,RCD,RFS
BAINT & ,BCS,ACT, BES
0 EOAMAT (/s2X,¥STATIC LOARING RENUCTION COEPFICIENT———#,F7. 2/ /2%,
SANYMAMIC LOADING REOUCTION COEFFIQIENT-——4,FTa2/ /2 X pAUCKL ING REDU
4TTION COEFTIZIFNT==ek R 2}
REAN 29,04
PRINT 56,(0811),i%1,NSTR}
§6 FOAMAT (/2x,%FLOOP DISPLACEMENT ALLOWABLES (TOP DOWNI--
PEAD 10, (DUCA (1), T2l NESR)
PRINT SR DUMAR 11, 1ol (NCSZD
S8 FARMAT 72X AALLOWABLE DUCTILITY (TOR DOWN)==us, 18K6,1)
CSNRZCSMeCTS
CSCraCSCHCTs
COH={ La 4CAHER [ 1 ¢PFT)
HENS T2 kNCSS4NCS2
CALL DESIGN{BR NOCNSTP
sTon
=0

A/BX SINITIAL CUSY TIWFS (ONE PLUS DOW
=X FL0L2/ AN FDES [GH LTFF=mu®, F8, 2}

SUARDU™ TNE DES ! GNIB NENST )

COMMON FSTOAT/NSTR,W18),FLE, FLIB 1, A NCS2NCEIINCSANCSE,NCSE,NCSL,
$NCD

COMMON FDESTNF/ZNCL MO8 ), MUCT TP 1 NAC HST 16F,C0P,CCI23CE{ 2], XL 4C)
DIHPNSTON RETIoKPCEIBI JNELDCSD) 4 GLAGT 4 DELCLAO 1 BULIG), BLI1S1IKALES
$3,GF(AC 1B 1A ANT 16D GNEA0) (C(T78) K¥C(EOL

EQUIVALGNCE (MG, %8C) 5 {BSUL, KEW 1, {ASLL,KE1» (HEM M), (CSUL [NV ),
$ICELLFD KNy [CSMFOE, T 4K 3) s (AAC »NDEN KE b5 (BMAX s FN K5 ) 5 tAMIN, FOD,
BRED L CMAK S PR}y (CMTNS KAC RYE ) o LKL o KACT2) bp (SU2KACEID 34 L 5L KACEAD S
BaE M RACTIED Y g CKML L KACTE)) (AL 1) 3 (NFLBYGFyCly (G CHa1 D) E5H, ALY Dy
SIOFLC, CLIZII), (AN, U161

FN=F (R OELR,0,t)

NEel

RZAD 1100, FSUL »BSLL s BSK,CSUL o CSLL (ESH

BRINT 1260,A5Ul yASLLASM CSULESLLCSM

READ 110G, BAC, EOSM,ERSD  BHL (CHL , PHD

PIINT 1201 4§AL, SPSMEPSD, BHL, CHL

PRINT 1242,94D

READ 1110,KAt KM (KLaNGL

PRINT 1203 ,KCL ,KNL XLy NGL

FERAD L1110, (KPCCII, 071, 16D

20 2 I8

17 IHPCL 11aFGa0) GO TD &
2 CONTINUF

BEAD 1110,(KBCCS) L I=1T 32}

ooy o=LT, 32

TF(KPC(L1oFALC) GO TO &
3 CONTINUE

READ 1118y (KECEIY 0= 3704 38)

on & 3=33,38

TE(KPCII1.EQe 0 50 TO &
4 CONTINUE
£ KPCLIY =200

KNz bl

BRENT 1260, {KPC (K], | KN)

HUA YD OO0,

BUINR1S0

CMAX=28080,

CMIN= 180,

BRINT 1205, AMAX jAME Ny CRAX , CHIN

§=C.0

DO 7 J=1.NCD

NFLACEnDa

RsMIC( D)

[FIMOD(X,2)) 70,71,70
SRAL $RMC

60 Tn 7
TL SaSeCHLRCHL
v CaNTINUE

WLTMESORT(S)

PEAD TL1D,K

IFIKeLEwl) &0 T 90

CALL #DhAIVIGF 0460}

9% A0 L1004 (AUL 3D, JxLyNED)

xCc=9

ARINT 1082.KEy (AUCIT, Sn1,NED)

uxo

[F(X.F0.2) 6O TO 10

A FOEURWMELR,0,11
NFzNFe1
9 PRINT 1001,FQ
CALL FORIV(G,0,0. )
NN L3 r=1,NED
BLEIL=Ma0
AUl IIERA00,
KEMYC LI
(FOMODEK,22) 10+12,10
5 St=nSuL
SLaASLL
SMaR ™
GO TD 14
12 SU=CSUL
SL=esLL
SMaCEM
18 DB=-SMES )
ADaABS (08)
IF{ADLGTa5U) DB=SIGN{SU,n8)
TFLAD.LT 5L ) DB=STONISL 08 )
tS OFLBCIY3IDE

KNIENS]
KC=g

18 KA=e
B0 30 Is1,NEn
DELCLI =0T

IFLAUC ) =BLL ) .LE.BAC) GO TE 29
TELGEIN) 19,20,21

9 BLEJI=BLJ)
G0 T 22

20 BLEIYIA(Sh=h,
AUCJIZBLIIeS,
6o o 22

21 AULINaat )y

22 TPEOLEJYLNE 200 00 ANDLAUL 4} ANELB000.) GO TO 27
KxmUCE st
IF(MOD(K,2)) 24,25,24

24 SU=BMAX
SL=AMEN
6o to 24

25 SUTCHMAX
SLECHIN

26 IF(BLUJE.GELSV) G0 TC 900
TFLBUCJYLLELSLE GB TH 400
BCJ) BT I}SDELBE Y
TFEBIIF.LTASL) BCIPRSE
IFEBI1STL5U) BCIresU




29
30

4

w

ar
¢
52

G0 TO 3¢
BLUI=1BULII+BLIY ) /2.
TFEANE JI=ALLI) oLE .BAC) xB KB+
S0 To 30

Ka=Kg+y

CONTINUE

Kexke+1

1F(KB.EQ.NCD) GO TQ 38
TELKCLEQLECL) GO T 901
FO=FLBDELC D41}
NEanF )

€ALL FDRIV(G,0,0,)

<0 YO 18

PRINT 1002,KCe (B{d) g datNCD}
TF(KN.EQ.RNLY GO +D 30
FOSFEBU,DFLCY0, 1)

NE EaR 4]

CALL FORIVIG: 0,040 .
BO 18 K=1;NCD

BELA(K) x40

©0 40 Jx1yNCD
TF(G(II.ECT.0.) GO YO 80
PQINT 1003

6o vo a

CONTIHUE

FOSE(BL  DELR} 0, 1)
NE=NF$

CALL FDRIVIG404041

0a 45 Jat,NED
1F(GIIIaLT, .Y GO TO &%
eRINT to03

DN 42 K=1,NCP

DELA(K =040

60 TH A

CoNTINUE

D0 47 KTI,NCD
PILCLRI=0.D

00 52 Kwl,NCD
Dutk)=a(Ky

BOINT 1303 8

KA=KEC (KN}
IF(KB.GT.NCEL) GO TO 110

FNaF (B, NELL,KA, 4}

uzh

Fasaresm

IF(KA.GT.NCSLENCSA) ERSEERST
IF(FD4EPS/102.6T, 041 GO FO ID&
TRIFDCERPS.LTa0.) GO YO 102
MGk # 1

KACIKC)*XB

CALL FORIVIG 4KBy0a)

CALL AHEGYXCaNERY

60 TO 162

PRINT 1011,K3

IS[MYLNE.D) GO TD 102

LGF KA, 04)

ADTEPS 2,
50 70 102
TFIKNe €Ga1a ANDMaEGa1] FD=F(Bs DFLC,2¥NCIR 41,1}

KNk |
XBaKPC{KN]

1FIKB.GTaNCSLENES6) GO TO t2)
FoOur (8 OELE KA ) M)

=g

[FIFO+EPSM/1044GTa04] GO TO L1G
IF(FD4EPSHLLT0.) GO TO 119
KE=KE 1

Kac (ke paxn

CanL FDORIVIGKE,0,)

CALL AMIG 4KC NEE)

60 TO 115

PRINT 1611 4KR

TeeNy.NEL0) GO TO 115

v xKE

CALL FORIV(GF,K8,0.1

FoarD

ADRERSHZ .

60 TO 118

[

60 10 125

KN=KHN+1&

Keakee EkNy
1F(KB,GT.2*NCSLONCE2] GD YO 1Sg
FOTE1B, NELC, KA, M)

M0

TFLED4EPSM /10.46T 041 GO TO 127
IF¢FOLEPSMALT04) GO TO 123
Kemkc e

KAC(KG)aKE

CALL FDRIVIG/KByO.1

CALL ANIG,KE4NEDY

Go Ta 123

PRINT 1011 ,x8

IE(MYLNELOF GO TD 123

Ny KB

CALL FDRIVIGF oKS,0.1

Foarn

AD=EOSMS2,

Lsz

(sa
158

EL Y
25%

50 TQ 123
IFINV.EG.0! GD TO 200

Safa0

TAIKSWWEAr 3] KSuad

P9 1s2 Jx1,NCO

GtdI=0.0

TFLGFLJdGELS) GO TO 182
N3]

SaGF ()

CONTINUE

GIN)=-~1.

CRLL PROJEKE (HaGoHED)

CALL EXTPIFO, AGLGFIHNCO DB
=0

DO IS8 Ji,NCD
BN(J)=2{J)+0R"H(I}

Hat

NEaNFeL

TFINVLLELNCSL) GO TO 157
FDa® (BN ,DELC ,ZRNC 541,11
FOuFLBN,DELE  NVH )

IFEEN AL EamAD /5. sAHDSFDWGF a2, 4403 GO T 165
LR

IFIX,EQ.AL) GO TQ 910

CALL FORIVLIGN,HY.Oe)

CALL TNTPIFD,GNJFOLGF oty ADy DR, NADD
D0 180 SE1NCO

B =BN(S)

GELJI=GNLI}

FAaFD

GO O 154

=g

DT 167 J=1,NCD

BLJY =BN S}

PRINT LOE24NW, (ANCAY s JuLNEDY
PRINT 1300 4N

G0 TO 101

KACIKC+] 120

IF{KSWeGE.3) G TO 290
1F(KCaEOL8} Gb TH 300
IFI(KSW4EQ.Z) G3 TO 300

DO 202 4= NCD
OELBLJ}=B1JI-BULS)

CALL PROJIKCH4DELR JNCDH
420.0

0o 203 J=1 NGO

S=5aHL S )RR

5450AT{S)

IFIS.LE104) 60 TO 300

=1

NFaNFel

KNz0

(S

KNwKbs 1

K8=KPCIKN}

TF{KB.GT.HCSL) GO TO 210
LFIKBJNE KACIKDY GO TD 207
Kak+y

G0 TO 208

FORFL, oK, M)

Hag

ERSxERSH

EFIKBAGTANESA aNES4 ) EPSaEPSD
IF(FDGERS/10:.GT.0.} GO TO 2850
5% TO 208

1P {KNeFQeluANDeHaEQel ) FD=FID,1{s2¥NCS4+1,1)
E35aeR5H

CERSY

GU O 214

KNAKM +1

KA aKPC L KNI
IFtKALATANCSLANESA) GO TD 218
LF(KS.NEKACIK)) GO TO 214
KaKey

G0 10 212

FD=F [ByH KB M}

M=

IF(FDSEPSMA10..GT.0.) GO TO 250
60 TO 212

M-l

60 To 222

PUETITNY

KAZKPC (KN}
IF{KB,GT.2*NCELINCER} GO TO 220
IFIRBJNELKACIKYY GO TN 224
Kttt

G0 To 220

FN=F{Br HKBe M}

M=0

IF{FDIEPSM/104aGTe0e) GO TO 250
G0 TO 220

1F(KSW.EQ.0) KSwe2

0O 232 J=1,MCD
FIJIaBCIIEHS

TF(KSWJLE.2) 60 TO 240
FRINT 16145 {8L.01 41 NCD)Y
PRINT 1300 4Nr

%0 TO 103

PRINT 1013,18[4},J=1NCO}
FRINT 1300,NF

TF(KSWeFQT) KSWsO

Go To 1ot

CALL FORIV{G,KE,0.)

FO=FD

CALL EXTP{FDIEPS/20 46 eHRED ,08)
k=0

o0 258 4=l NCD
MEJP=(1,00BISHE )

Ma1

NEaNF+1

TF(KAJLESNCSL) G0 TO 287




FORE{B H ZWNCSA4 T, 1)

ot

FOTF (B H KA, M)

1F{FOLE,=E05/10, cANOWFR.GE «~EPS] GO TO 26E
KoKl

1F{KEGeRL) GO TO 330

LAt FORIVIGN KA, T.)

DR=DEF(1.408)

TALL INYRIFD(GN,FO,GrHyEPS/ 20 DB (NCD)
N0 260 §=5 WHCO

SlJVaBRII)

=0=#b

fEIRSWILE.2Y GO 10 287
1FIDAN.FGL0as RUORRNO/ 24
AN .

Kowes

S0 TO 204

PLUES

Gn TO 208

IF(xSW.FO.4) GO TQ 302
FQeFN

DO 292 JalNon

397
08

410

a1z
ars

FOSF{@IFLC0,0)
PRINT 162150
CALL EDRIVIG, D041
CALL PROJIKE M8y NEMY
$<0.0
ND 308 UL HNCD
DELE(II =G0
DELR(J 20,0
SaSeR{JIree
S=50RT{5)
TF(S.GT.M IM} GD TR 300
D7 3IQR o 4MCD
KeMuCt §)
E9(MOD (K213 304,307,306
IF{HT JYaaT ANl G0 TA A09
GO TO 10R
TROM(FP26TLCHLY GN TC 309
CONT INUE
IFIXTLC0a2) 60 T8 400
KF=2
ERSMIERSMS LD,
gosnpIEos0 10,
FNaED
D3I 30 JxlNCh
GNCI) TGS
LSS k]
AHIL G,
=0
PRINT 1022
6N TO 101
NR=PHOLS
NG=NG +1
LF{NG.FOaNGLY GD TN 940
BN 310 satmeo
GNCI)EE(SIADBYH 5}
FO=F{84,0ELG 0, 1)
NF =NF#1
CALL FRRIVIGN 40,4041
§20,0
onos pm,NCR
SEGHGLSI RS
Fanas
520.0
00 320 STy .NCD
ST +GNT SI¥HE g}
FND=S
IF{FODSFNDAGE 0.0 GO TO 322
SIMANCPRDEI  K(FI=FD ) /08
TESOAT{SAS=FQDREND)

= FND+T-5) a T
M=l
Kawmd
NEaNFe ]
tE(OGBNLLELD.) GO TN 328
NF =NFa)
DINED O
W=y
FNaED
NESwWa3
RAQwZ, % (OB DAN I YRHOSDB
VI=0E+OEN
DA I2T Jel4HCD
HOAYaBAEMl 1)
G0 To 204
PRINT 1030
Ny=g
RN=t
Kxt
KN=NPL
IF(KN.GToNTSLE GO TO 410
IF(KNRELKPEIK YL GO TA AGT
Kakel
FOXF(8,0ELR kN, 0T
CA{XM) =D
TFIFD.LE<C.) GO TD 405
NYaNY
LNV kN
PRINT 1611 ,18
GO TO A0S
Me-1
40 TO 414
UNaKNe 1
TF{XN,GT,HCSLENGSS) GO TO 20

4308
axm

TFLKNLNEHPEIKD) GO TO 416
Kzl
FORF{8; DELA KN, M)
C{KN} =FD

M=Q

IFCEDLLELD ) GO 70 412
NVINVS
KYEINV ) =KN

PRINT 101 %N

60 T0 A1z

=i

GO TO a2e

KN=KN$L
TF{KKLGT42NCSLINCSR) GO TO 430
IF(KH.NF.RPCLKDD GO TO 428
P

FOAF (8 ,DELE (KK (%)

CIKNI=FD

Mal

IFIFN.LE.Q) GO Tn 422
HYENVe L

KV {NV) =N

SRINT 1011,XN

60 TO 422

IE{NV.FAL0) 6O TH 568
EPC{KINY IZKPTIKT

K=k-1
TE{KPCIK o GTWKYCINYI) GO TO 435
KPC KNV ) =KVE(NY

N¥=Ny= 1

IF{NY JNESQ ) GO TO 480
EPSH=10. ¥EPEY
EPSNx1044EPSD

RHNa20 .

PRINT 1035

DT ABO J=1,MC0

DELE( ) =0.0

4 Th 100

BAINT 1038

PRTMT 1090, Cx{ 1)y dxl yNCSZ)
XaNCS L

PRINT 1091, (X{J]), J=K,NCS3)
KaNCS3+1

PRINT 1082, (X015, Juk HESH)
BRINT 16374 (KACCI} g aul 4KC)
PRINT 1038

K=xa|
IFIK.GTaNY) GD TO S18
K2k +4

TF{RZJGTJNYY GO TQ 550
K3acen

IF(K3I.GT,NV) GO TC %55
nAeKe12

IF{M4.GT.NV} GO TO 580
KSR 18
TF(KS,GTNVIGD TO 565
K&aK4 2D

tE{KALGTNV) SO TO 870
e TO 87s
TE(MOD(K, 81 NELO} SO TO 505
PRINT 1050

RaKk+20

a1 10 KoB

PRINT 1039

xNa 2

aNESL

RVENE SLOHE 36

KEK#}

IFOGETLNY) GO TO 5239
K2eK4 4

IFIKZaGTuNV) GO TO 55D
PELOT

EF(X3.ST.NV) GO TO s86
K4 K412

IFIK44GT LNV GO TR 560
K3uke16

tFixg. 6T NVIGD Ta 585
EOIK$TO

TFIK&,GT,NV) GO TQ 579
40 o 878

RB#K-NESL
IPINOB (KA 41.NELD) GO To 82D
PRINT 10%0

aaKs2g

%0 TO %20

PRINT 1040

K=y

EaNw

Y ANV 4 NESE

KaKed

IFIK.GTJHYY GO Ta 600
K2eKes

IF{K2,GT.NV) GO TQ $%Q
KInK+E

IF[KI.GT.NV) GO TO 535
KbukH12

IPIKA.GT.ry) GO TO 880
EL LN ]

IFIKEGT RV IGD TO 865
KBuKeE20

1P{KA.GTHV) GO TO 570
40 Ta 578

ABEK= NCSL=NC S8
1F{MO0(XB, 4).NELOF GO TD 535
PRINT 1050

XuK 420

0 to 838

PRINT 1041 ,K,C(K)

0 TO (510,825,8%0),KN



855 PRINT

G0 1n
%60 PRINT
60 10
PRINT
Gn Tg
PRINT
LLIRE]
=t pRINT

40 10
500 RRINT

RETURN

900 PIUNT
RETuRN

01 DAINT 1061, (A4 1), 4=1,NCO)

% TURKN

PRINY 10704 {BN{JYed=1,HCOH

RTTURK

930 DD 931 sa1,NCH

BLSISELIIEHLS Y

PINT 10714184 J14 441 4NCDY

ATTURN

BRINT

asTURN

EHUAT (47 /2K BOHE S SRR S IENSRAUEN P RURRINANKRENIS € AN RIRN PHASE 1 #

wran */1

TH01 FORMAT (/2X, INITIAL NRSIGN COSTmnak, 1002}

L3602 FARMATE/2X ,4FTER®,[3, 4 [TEXATIONS THE STATIONARY POINT
$ED TN HE ATH8/(2X,12F10.20)

1793 FORMAT {720, 2THE 1%+ RESTART PHASE | *rexs)

1010 ENRMATI/Z /2K BT *
e Ty T T TR T P T

1911 FORUAT(/2X,%CONSTRAINT NUMBERHK, [a,% IS VICLATED¥)

10L2 FOTMAT(/2X, ¥SATISFACTION UF PPEVIQUSLY VIDLATED CONSTRAINTY,18,% ¥
+1ELRS THE DESIGN VECTORI®Z(2X,12FC.21)

1263 FARMATU/2 X\ bAN ADJUSTHENT STEP FROM THE PRECEDING OFSIGN YECTOR VI
SELOSL /12X, 12F 1542

1014 FORMAT(//2X,#GRADIANT GROJECTION {TERATION YIFLOS THE DESIGN YECTO
IR/ TH, 1T LO.2) 7

1029 FORUAT(///2%,80048% LT .
[ L e TR T LTI S}

1021 FORMATI/2X #ORFSENT DESIGN COST———#F1042)

1922 FIRMAT(/2%,4PREVIOUS DESIGN VECTOR 15 DPTIMAL IN APPROXIMATE FEASI
SBLE DOMAIN + BFTTER ADOROXIMAT[ON BE[NG IN|TIATEDw)

5930 FORUAY {7/ /DX  ATHEERSFATNELRIESRAUCIINCTFEETRRLLEEERLEE DHASE 4
ganw L33 renyy

1035 FORMATL/2X,#THE VIOLATED CONSTRAINTS NOTED ABOVE WAVE BEEN 4DOFD T
$O THE ORTMAPY CONSTRATNT LIST 4NO PHASE 2 I5 BEING RESTARTEQ®)

1938 FORMAT{ /2%, AEHS SIS FXAXSERKKKRNNS KN RRXX THE PRFCEDING DESIGN VECTOR
5 TS OPTIRAL ®Restqtaaassasnreas pass)

1137 FORMAT{/2X,#ACTIVE CONSTRAINTG AT THE OPTIMAL ARE:*,1015)

1038 FORMATI /2% ¥ STATTC LOAD CONSTRATHT VALUESo+/)

TH39 FARMAT(//2X 4MODERATE EAGTHOUAKE CONSTRAINT VALUES:®/)

1080 FORMAT[ /2%, ®5TAONG EARTHQUAXE CONSTRAINT VALURSI®/)

10%1 FORMAY (AX, #GI%, 13, %)a%, 7102}

1042 FORMATIZIAR hGI%, I3y 4 ink, FLOL2H)

1083 FORMAT {{AX #G(%, 13, *12%,F10.21)

1044 FORMATIA(AX, #G (¥, 13,7 )=%,F10,2})

1045 FORKATISI4X kGl 4y 1T, 4 )% F1a.21)

1046 FARMATLA(AX 6G(H, 13, %)=, FLaa2})

§0AT FOPMAT(/s2x,130H% KA Ay COMGRATULAT IOM
$S, YOURVE MADE 1T, HOW PAY THE COMPUTER SELL SHESSEOEETEEmatanssers
[ T T T LY

1056 FORMATI /Y

1060 FORMATL(//2X KMEMBFR 51ZE RASTAICTIONS HAVE BEFN EXCEEDED ==
$ESENT DESIGN WECTOR [SI1/(2X,12F10.2))

1061 FORMAT//2X,#COURD [NATE SEARCH ITERATION LIMIT EXCEEDED -~ THE PRE
SSENT NESTGH YECTOR ISTR/(2X,12F1¢a211

1070 FORMATI /72X, 4¥IALATED CONSTRAINT SFARCH TTERATION L1MIT EXCEEOED =
S~ THE BRESENT DESIGN VECTOR [S:¥st2X,12F10.2)}

1071 FORMAT(//2X,%"CONSTEAINT SEARCH ITERATICN LIMIT EXCEEDED —-
$SENT DESIGN VECTOR IS:#/(2X,12F10.20)

1080 FORMAT{//2X,4GRLNTENT PROJECTION 1TERATION LINET EXCEEDESA)
1090 FARMATI//2Xo#THE COMPLETE DESIGN YFCTOR AT THE GRTIMAL POINT [$:%s
$/2X ¥WEMBER WOMENTS DF INERTLA {TOR DOWNI=-=#%,8F ] [.2/40X,8F11.2)7

1091 FORMAT{ZX,XCONNECTION STIFFNESSES {TQF OOWMIask,1PEF11.2)

1092 FOPMAT{/2X,TIEMSER PLASTIC SETTION MODULL (TOP DOWNI-———%,BF3+2/48X
1:0F9.2/)

1100 PORKATIAE10.0)

1110 FORMAT {1015}

1200 FORMAT(//2X,FUNCONSTRAINED MIM{MIZATICN PARAMETERGI®//5X, ¥OEAM STE
$9 S[2ZE UPPER LIMTT-“-%,F@e1/ /%X, *BEAK STEP SIZE LOWER LIMIT---%,F8
$21/75K,4BEAM STEP MULTIPLIER-——%,1PE1 1427 /85X, ¢COLUNN STEP SIZE URP
SEY LIMTT---#,OPFALY/ /8% ACOLUMN STER SYZE LOWER LIMITe~wi FALlrsB%
K9 $COLUMN STES MULTIOL1ER-=n, IPE11.2)

1201 FOAMAT{//2X,®ALGORTITHK ACCURACY BOUNDSI®/ /5K, FUNCONSTRAINED MINIMI
SIATION DESIGN VARTABLE TOLERANCE———¥.F7.1//5X, FMGHENT CONSTRAINTS
$TOLERANCE-——#¢F7.1//5X *DISPLACCMERY CONSTRAINTS TOLFRANCE~==4,
$F T I/ P AN HALGOAT TrM TERUINATION YALUE FOR AEANS—aok, 1PE4L .2/ /5K,
$HALGORTTHH TEAMINATION VALUE FOR COLUMNS===%,1PE11.3}

1202 FOAMATI//R2Xy*INITIAL STEPR SIZE FCR GAADIENT PROJECT ION-—-%,FBe1)

1203 FORMAT(//2Xy *ALGORTITHM 1TERATION LIMITSI®//SX AUNCONSTRAINED MININ
UM SEARCHa——%, 15/ /5K, APHASE ONE RESTARTS—— =4, 15/ /86X, $CONSTRAINT FU
SNCTION SEARCMeawb (107 73X, SCONSTRATNED MENIMUM SEARCHam=®, 15}

1204 FARMAT (772X, #PRIMARY CONSTRAINTSI#;2018/22X,2018)

1208 FORMAT{//2X,®MEMBER S12E RESTRICTIONS TQ INSURE MODELING ACCURACY
SARET A/ /N EMAKIMUM BEAM SIZE——~9,F8,1//5X*MININUM BEAM SIZE—#,F8
$a1//5K  FHAXTMUM COLUMN ST28———%, FB. 1/ /5K, ¥4 INIMUN COLUNN $12E=m=sk,

1l

1300 FARMAT (/234 XNUMAER OF COMPLETE £NALYSES =#,T4)

xp

1042,K,C1K) 4K24C (K2}
(510,525,540 KN

1043 4K CLKT K2 CEKR D %3, CIK3)

(530,525, 5400 ,KN

1088 K, C(K) K2y CIK2H X3, CI{KII KA, CIKAD

1510,529,5000, XN

1045, %, C{K 1 K2y CIR2I KT CIKI) o KA,CLKS) I KE, CERSS
(516,525 5483 KN

1086,X s CAK) K2, CERRY (K3 ORI pKALCEXA) 45, CIRS),KE,C(KS)
1610,628,500) KN

1087

18604 (BIJY, 521 4NEDY

08¢

FLL

IS ESTIMAT

PHASE 2 ¥

PHASE 3 %

THE PR

THE PRE

SUBROUTINE AMI& K< ,NED)
DIMENSTON GOL)
COMMON SAMAT FR{% 16}
©D 1T J®]4NCD

19 AMKC, NI =GN
RETURN
END
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21
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e

4
=

&
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SUBROUTINE PRO JUKCE 46 4GP (NEB)
COMMON £ AMATZA(%,18)

DINENSION GUL),GFII}, 818}, AA(5,5)
1F{KCLEQ.D? G0 TD Q7

DY 30 =t KE

03 30 Jm1yxe

s20.0

oD 25 K=1,NCD

SESHAL LRI ,K)

ARty a) =S

DO 60 NE1yxe

DEAAIN, N)

DO 35 J=1,KC

ARLN, )y =—AALN, 1370

DA 55 Tatyxe

IE{N=1) 40,453,080

OF §0 JIelKC

IF(N-J) 45,50 (45

ARITo Jhaah (1o 3+AALE (HIAAIN, I}
eantinue

ABLT 4 N) TARCE 4 N) 4O

A4 NI =L, /D

CONTI NUE

On 75 P=1,KC

t=0.0
no 79
52940
na 65 K=3 KT
SESHAALT HOEAIK, 1)
T=TeSAGF(I)
By =~T
$20.0

00 A0 Jal «KC
TELAL ) LGE WS
STR1J)

N=J

CONTINUE
IF{S.E0.04} GO TO 90
KCaKC=1

tFIN.FOLKESL) GO TG 20
0O BS JEN,KC

D9 BS K=1,NCD
ACSKI=ALI+L K}

an To ze

1z1yNED

=1, NCO

G0 T RO

D0 93 K=1,%C
SaS ALK J)ENIKY
b mm$mGF LY
40 O 100

00 98 Jr1,NCD
GltramGFidk

RE TURN

ENO

SUBROUT INE EXTP(F yADs Gy HeNCO, DA}
BEMFNSION GEEL (HI1)

$30.0

PO 10 2] ,NCD

535-GIJI*HI I}

DA=F+ADI/S

RETURM

ane

SUBROUTINE INTR(EN, Ny 0, GOy Hy AD, BB, NCD)
DIMENSION GNETE60{10 K1)

FHEFN +AD

5326.0

DO % fr,NCO

STSEGN{SIVHLI

FNB=S

S=0.0

DO 16 Jui NCD

S=SHGOTJIRHE )

FOO=S

FP=—go# {FHN-FO} /(OD*0B 124 ¥ 2, *FND4FO0 1208
DA=—FHE/FND-FNE kFNE WD /L 2 o hENDEF NOFEND)
RETURN

ENO

FUNCTTON F(B; DELByI,M
COMMON /STOAT/HSTR (MIB) ,ELBELIBY 04 NCS2oNES3 ¢ NCS#y NESSNCIE, NCEL y

COMNON /RES/SM(48),0MT (48),DELT(8)

COMNON JCOSTS/CSHP LCECP CEN,CPT,COM ST P (8] s NAG, AGT10),0L
COMMON /DES INF /NGC,MC{ 363 s MUCE39 1 (NSC 1HEL 161 »COP (CT{2) 4 CEL ) 4 MU40)
ZENSTINF FRES, DA{B) sDF54REDWDEDLZYDUCALISS
DIMENSIDN BL1Y DELBL Y

Date KSWISLS

IF(XSNT) Z,15,2

KSAT =g

NCSA=ANSTR

NESAmAMNSTR

NCORNCSSwNCL



»

»

201

=8

2

F

as

as

+

S

an

Ll

]

NESL T 103NSTR
na A J=),NCSS

X 4320101

IFINCCLEQe0) &0 TO 18
xa0

70 10 J=T1NCD

JRCNES 3

IFILaEQuMCEKINE GO TO B
ALIIIX(L)

HUE () BL

Gn TO 10

KaK+1

GO Ty &

GUONT [NUE

on YO0 18

TF(M.LS,01 GO T3 19
IE(NCCFGa8) GN TOH 16
0N 102 Jsh eNCh

K=MUC (1)
XLK)=B(II4DELD(I}
TFINSCaEGs 0] 67 TO 18
0B teA J=1yN5C

K=Mg()

L=¥ sNCSD

IFIMO0{K21 104,106,104
ML )2 BS*XEKI*H, T3

G5 Ta 108

e =]

TF{XIK FaGE 20 ) KKTE

XEL P CIMKIMN K IRPTELKK b
COANT ENLF

o o 18

B2 17 J=1.NCD
X(H1=B1JI#DELAC T}

CALL AHALIX , 2a0,0)
1F{1.6T4%) 60 TO a3

N 27 J=1,MNE052
Sreaxts)
RENITE
T2k CIANESDY
z2e7%2
A=larezasel
19 ENONE 4,233 23,2123
mLLSELE 372}
Go Ta 2%
FLL=FLY
S3=S3HZ2*010B00./XIL I+1 1/ 24NCS2IEE*I/ET 2}
S4=SAHZEX(. P34+, 00260 22/ENH 06ARZ/SARTIELIZEL
S1=51sRNFLL
$2ET2eSLLEANE, 7O
SETSEEE [RFLLE(A 7 /(2, 09~ 019 Z2%22/ (EIZXET1142.261/2
§3.002B33% (CIMPES] +aT 169524, 724CSCPRS JHCIWASA 1+ 2, ¥CPTESS
IF{E1.6T.8.0) 6N To 28
ClmmS kT
BRINT 200 <1
ENAMAT (/£2K,¥INTTIAL COST TIMES ¢ ONE PLUS DOWN TIME MULTEPLLER
T 4y F10,2) .
5e8+E0H
DAMAGE ESTIMATE
MAGIZNAG=1
BT=0.0
00 31 J=2.NAGt
KS5Taag
TFEAGEI1aBT..25) KSTR=Y
CALL ANALEX,AGC ) 4ESTR)
oN=0 .0
07 29 K=1,NSTR
ON=ON +F 5 (K H4OEL K1
Erc.trd
0830 ASSUMED
SM=3.889EXO(- {5, 25FAG(I FIFOL*EN
ENENFIAGT JHEI =46 4-10)
DT=DNHENDT
CALL FORIV(DEL®,=1,En)
CONTINUE
OTENTECT/ 24
Fasent
RETURAN
TE(1.6TaNCSL) GO TO 72
IFUT4GTNCSA) GO TO 857
Kxl-1
KM=HOD (K (&}
(e PP 0
ZTX(MMONCST)
NEKM4]
GO TO (45,45, 47.4814N
FaSUIMNI W CHNe 1) /2 BPLAS T2 . =RCE$36. 82
@ETURN
FraSMUMNI PW ((MN+] }/2) SELBS | 24-RCSA3B. 42
RE TURMN
FSHIMN 60 CESNE 1372 #ELB/ RAa—RESH 362
RETURN
FaaSMCMNI=N{(MNS1}/2) 4ELHS 28, wRCSK38 .02
AETUARN
IFLT.GT.2%NC5A) GO TO 59
Ka1-HCS4-1
KH=HOD (R ¢4}
MNz{K=-KN) /202
ZIX(MNSNCS 3}
Nl
WHZEMN 2
P20,
DO 52 U=l ,MNZ
neoen(d1r2.
NNx{HN2-17 *as HES2
PRAPEXIUNY /(101424243623
AMw3o. b7

&7
69

“
a

e

a0

a3

a4

a

-

IF{PR.GE ,,15&) PHMx], |ASOMB( [, =PR)

GO TO (54,38,56,571,0
F=5MINNE1)-RECSKPM

RETURN

FreSMINNE] )= SEPM

RETURN

FaSHINNEZ] -RCS#PH

RETURN

FraSM(NNEZ) =ACSREN

RE TYRM

TF({TGT+.NCSEEHNCS5T} 60 TO &1
Ha{-NCS+=NCSA

HN= 240=|

FRELEAECHR (WIN)IKELB/ IR, $SM{MN] F8, }/LQRX{ MN] }1-DACND
RETURN

N=1-NC S4-NCSS

MN= 24N

C@x0.8

[F(NJEDL]) GO T &3
COmX{MN-2) 7ELIN-1)
CR¥CR+X{HN /FLIND
ELAZBLA#S 04K (MN=1 /X (NCS2OND
BREX( Mh= 1) SELAXI. # (4. $ELASELEmE!
GATCR/WR

GAx1e

IFINJEQWNSTR) 60 TO A%
CREX(MNEZ) FEL [NSL VOXOMN ) FELEM )
ELATELMEI, €WK [MNALIIXINTS24N41)
BRTX(MN G }/ELA? 3./ (4. *ELA/ELB-ELB/ELA)
GA=CR/AR

5LRa721416/RONTEGA,GE)
IEXIMMeNCS 3)

A= he | RZE T IREMND

HGASQRTIXIMN] /A }

SLRSLRFELINY 7R4

IFESLR.GE.128:2%) GO To AT

FCRIZO 4 MANY |, =0 LKS RASL RF0S9.8696)
60 TO 69

PCR=9, 3696%0*A/{ SLR¥SLA }

P=0.0

DO 46 d=i.m

LRIV

¥ =P-BE 5¥PCR

RETURN

K= ] =NESL

[T

x5TA=0

DMH =RCD

IFLKWLEWNCS6Y 60 TG 74

KeK=NCS6

L=z

xSTRIL

TE (ML T«0) CALL AMALEX BER{LIIKSTR]
IFEKaGTaNES2) GO TO T8
KMEROD X, 2}

Nu{RaKM) 72

NN 2N -

ZEX(MMENCS3)

(FIL+5Q.2] DMM=DUCAIMN]
WL2=W{NI$ELD/24

IFKMLEG,. Q) GO O 76

TF(WLZSZ,.GT ,DHT(MN}] 6O TO TS
F=DUT(MN) $SHOMNI-NL2/E,~DNUEIE .+ 2
AETURN

FxSH{MN] $DHTEHRI® OMT (NN /WL 2 ¥WL2 /12 o~ DMHA38 o #2
RETURN

FEDHT CUN)=SM{MNDSUL 2/ 6. =DM £I6 . $2Z
aF TURN

KE=K-NCS2-1

KMxHODI KKy &)

MN=(KK~KM) r2s2

Z=X (MNeNCS )

[FIL.EQ.2) DUMADUCACN]

N=KM 41

HN2 xMN /2

f=0.0

o0 80 JE), MN2

22PN 2,
PREPAKMNL /(1. L#Z*Z¥36,)

PURB KT

IFIPRLGE .. 15) GHzl. [B*PME{1.m0R)
G0 TO (82, 93,88,83),N
FDMTUXIESMIK) —HMMEPM

RETURN

F=OHT{K=1}=3N{K-1 1-DMN&PN

== TURN

HADMT (K= } $5HM( K § J=0uMREY

RETURN

FaDMTEXR—21-SUEK-2) ~DRMEPM

RETURN

€~

FUNCT 10N ROQTIGA,GB}

qa1

R=2e42

GGaGANGA

GPGaGAYGE

TRETAN{R)

TRZ=TRETR

SZalatTRZ
FUTIGGARIR=36.]) /64 /GRG=RSTR
OF ARGGAR/3 , /CAGS RASRZ=TR}/TRI
RH=R-FR/DFR
TEIR-ANLLE.L801) &0 fO {0
1FLJs6Ea50) o0 TH 15

FEFLY)

R=RN

60 Y0 S




1¢ ROOT=AN
PETURN

12 PRINT 20

20 FORMAT { /S5X,4R0DT tTER. LTwiY EXCEEDED®)
sToo
ND

SUBROUTING ANAL {8 ,GDAC ¢KSTRI
COMMON £ STDAT/RSTR g LA, FL 3 Oy NBCM, NBCC ,NDRF , NG DO, NC 5%, NCSL ¢ NCD
COMMON FDFLGAF | ¥, 08 DV
COMMDN /FE § S5, M T, DEL T
COMMON /FNDRVZY JEM4 05 9 SReRD I RXT 4 DM ¢ DEL
DTHINSION AL1),w(B) (2L LA} ,EHLBY (520324721 )SRX(3248),518,6),R(33),0
$RESG) SMOAAN RXT (3L, WI4E(S)4 V8,90, Y1), X(8,8),0EL1{8, 81, A(0),CLE]«
$V108),V242) s V3081 sVALR) PN{32,8) ,DN{S3,8),0MTI481,0ELT(83¢DECO, 24}
$aV A, 24,00
LOGICAL V4
DATA KSWT/I/
IX(KSWT) S,.184%
FARY MASE MATRIX
= KENT=0
DN 10 T=l,NSTR
10 EwCIITWCT) F3a8, 1
0=30000.
15 1F (GDAC.CTM0.0) 6O TO 92
FOPM TOTAL STIFFNESS MATRIX
a0 DN 23 131, NORF
071 Za J=1,NDRE
24 eq[T, 000
DM 25 J=l NETR
2% sRxily Jrad.n
ng 2T Kz1,N3TR
RO 27 JT1,.NETR
T G(KeIi=Ced
t5=NnCund
DY 0 Ia1y1s,7
Hi=2.*0%R{[)/TLn
J=oel
=4t
SEE L, DY=RCI IV kA
SOCI1,JII=ZSRESL, D174, 081
SALGJTIZSR0I, J0) 401
30 SRUSLL I RS, 1AL
t5=15-1
TF(NITR.EO=1) GO TO a0
D7 55 1%2,18,2
Ki=1s3
KéeK1
KT=KEF 1
xzz2a1e3
Ka=k2e3
KaeK2ea
KS=K2+7
la2.k0KALTS/EL (K1Y
B2z3.RL/ELIXL)
SRR KZIZSR(KT, K242, 00T
SR{KI,KBI=ER(KI K3 ) +2. %P1
ARIKS¢KEY=SRTKE JKE) ¢ 2a 4D
STUKSKSISERIKE XTI e2a kAT
SRAK2,KAIZTRIKZ k4] +RY
SR{KA,M2)=SR{KSK2}+A1
SE{KI K5 ) =SRIK3, K5 ) 401
$E{KS,K3)=SRIKS K 3)eB1
SAKIKZ,KOIISAX(K2 ,KS)R Y
SOKIKZ KT P 252X KR K7 ) 482
SANCKIKE) 25PRIKIKEI-B2
SRX UK KPVaSRRIKI, KT I ¢AZ
SRXIKA Y KE)=SRR(XE KO ) ~B2
SOX(KA (XTITSOX(KE ,KTI4E82
SAXLKS (KE I =5RK [KE K6 }-B2
SAK(KSKPI=SPXIKS, KT +A2
A2 ¥AP/ELIKLY
GIK6,KS1 =Bt KAKS) +B3
GIKT, K7 )RGIKT KT} 4B
GUKE (K7 1=GLXE ,K?)-A3
35 GEKT,KE1GIKT KAI=AT
40 @132, KQRAENACM) SEL (NSTR)
B2=3. %A1 /ELINSTR)
B34, *B2/EL(NSTR)
Ki=HNBRF -3
SRIK1LK1$SRIKL,KE)+2 €88
3% (HORF  NORF hESRCNDRE ( NORF I+ 2 cap 1
SAX LKL NSTRIZSRX (KL, NSTRY~B2
SRXIMDAF (NSTR) 3 SRX(NDRF (NSTR )-8 2
GINSTR,MSTRI4GINSTRNSTRI+B2
80 45 1=14N5STR
JINACH + T
Ki=ax{-3
Xa=K 14}
KI=X142
Kh=kied
SRAK LK1 IESREK],K1Ie8C 1)
SN2 KT USRIKZ K2 *B (T}
SRIKI,KIP=SRIKI,K I +AL I}
SRUKA G KA I=SRIKA,KAI4BES ]
SRIKLK2)aSRIKY K2)mBEd)
SRIK29E112SRIKZ,KL)=BC S
SREKD KAINSRIKD KA }=B(J]
SA{KA, K] =SRIKS,K3)-B1J)
FORM KR TNVERSE
BO 55 H=1,NDRF
OxSRINGNY
DO S0 J*14NDRF
40 SN, JE==SR(N, ) /D
DO 83 I=1,NORF
IFLH-13 53,463,558
=3 00 80 fmiNORF
IF(N=J) S8,60,58

53
50
a1

s

]

a0

92

L7y

o6

9%
100

108
105

108

113
114

ur
120

SRELsJ P"SRA L, JIHERLNICSRIN, 1)
CONTINUE

SRET,NI=SR 1N /D

BRON N1 L0/0

CONTINUE

COMPLETE STATIC ANALYSIS

DD 70 I=1,NORF 4

PR TP

2(1320.0

RIE+1I=w{JI*ELES 12,
ALIP2E=-RE141}

R{1#3b2000

CALL WMATHUL (DS,5R 4R pNDRF  NDRF 41536432,33)
DO 72 (71,4

DS(NDRF411a040

BN 75 121, HACM,2
Bl=2.4Q%B(1)/FLA
RAI2.XQEB{T Sl /RLECISLIS2)
M=NACM 42X

dezel

FLETY)

K1zge1

KZzRled

®I=K2-1

Ké=H3+4
SHETN=Za8050 1) eDSEI1) 1401
SM(I+11=(D5 (J1e2.4DS(I1)] 481
EMIM)=¢2.¥DS(KL)+0E(K2) ) *B2
SHIMELI=(DS(K1)#24¥05(K2) D2
SMLHE2 )3tz ADSCKY ) PDS (KA ) 1482
SMIMP3)=(OSIKIIP2LEDS(KS) Ve B
FDRM LATERAL STIFFNESS MATRIX
EALL MATMUL (RKT,SF,SRXyNDAF, NDRF JNSTR (32,32, 32}
N3 A0 t=1,NSTR

o MO Jsl,NsTH

DD 8) KEZL,NOPF

G, 3 3=GOT, J)IuSAXIR, [ JRRXTIN )
SOLVE E1GEN-PROBLEM

nf 85 T=1,NSTR

DN A% J=l,NATR

GUtyJhsGl1 ) /SARTLEMET TRENC )Y
CALL MARW(HSTR, B, =MSTR, G E ¥ A C oVl V2, V5, ¥4)
00 50

NEIR DNV D 1) /SORTIFMLS D)
CALL NORMV(|V,EM NSTR)Y

G0 TO 122

COMPLETE BYNAMIZ ANALYSIS
B0 108 I=1,nNSTR
FO=SORT(E(I))
1F(KSTR.€0.1) 5O TU o8
S0=36.%GOACH] .4
SV=48.*GOAC*L %
Sh3INELHCGOACKZL B
TRIFG.GE.1.a1) 3D=SY/F
TF(FO.GTsl1,) SOnSAsFabsz,
6D 10 96

SDE36. KGDACKT -1

SVAR. HGDACH] «3
S4=386 . AGDACKL . S¥L. 51
IFIFQLGE. 1. 58) SO26¥/FQ
IF{FGaGTa14401) S0=SA/Fak¥2.
S=0.0

80 98 J=1,NSTA

TISHVES, LML)

YOI)=5¥S0

RO 210 Txi NSTR

00 102 JxLMSTR

X2 LISV, [IEYCD)
15=NSTR-1

1FINSTRLERL1Y GO 10 105
DA 104 J=1, 15
OELESpIITXCS, I)=X (o141}
DEL(NSTR, 1 JaXANSTR 1)

DN 196 J=1,NSTR
VICJ3=XTde1

CALL UATMUL (RyAXTpV I gNDRF \NSTR 133,32, 8)
DO LG8 I} ,NDRF

ROES, LIRS

RINDRF #1130 o0

65 108 J=i(NREH 2
R1=2.404A(IISELA

Kx( 12
B2=2,30R8( J41) SELLKD
M=NRCME2% g -1

=zt d

FEETITY

K1aJgi=1

K2=K1:4
VYO=-RIK1)-DEL{K, TI/EL LK)
VT=-RIK21-DELIK 1) /ELEK)
DM Tdxac2 Rl 11 )0RE J2))0BL
DMEISL, L a_(R(J1)02,¥REIZIIRR]
DMIM, [ F=(2.*YN+VTI¥B2
OMEHEL, T hx (VD42 ¥VTI*A2
BNCME2 T ) OM(M, 1)
OMEWe T, 13a0M(Me1, 1)

DD 11§ I*1.NCSS

S=0.0

DD 113 J=1,4N5TR
SaS0HIT ¢ JIFDMIT, I
DMTETY=SORT($)

0D 320 I=1,NETR

S=0.0

D3 117 J=1,NSTR
SuSHDELS T, JHSOELLT,.4)
DELTCI1xSQRT(S)

CALL DERIV(B,=1,0,GOAC,KSTR V1)
RETURN

COMPUYE DERIVATIVES OF EGEN-RESULTS
BN 138 =i NREH,2

a2kt




140
141

130
200

E

Alaz.kasELH

09 125 Js1,NSTR

S1=2 #AL*ANTIM, JI+BI*RXT (41,0}
SZABIFRATEMYJ) +22 *¥ALSRRTEMET , 1)
B0 128 Kxi NSTR

G{Ky IPERXT (M KIHSI4RXT (NS L, KI¥§2
CALL ETGENDIG (X, NSTR, )

CONT INUE

1S =NRCM-2

IFINBCM.EQ.2F G TO 141

07 140 172,15,2

Ki=1/2

K2=Ki+

LI T INT N

rrazer-3

J2=aren

d3=42-1

1h= £30d

A 133 gaL NSTR
2,%R1%aXT(I1, 2D eBI*RXT( )2, 1)
FALEARTII3,JIEBLORXT (I 40
=IRRXTEIL oS 424 #BIPRXTEIZ o 1)
SAIBIIRATLIILISe2 bRINRXTL 440D
no 133 Ky, NSTR

GUICy JY=RRTLI fKIPSIERRTCIZLRIHSZHRKTCIZ K IFSIIRKTL I8 (K1 0S4
A1=2.¥B1/EL (KL

nG 137 Jx1,N3TR

STRXT( 1, 4)000T(12,4)sRXT(IF II4RXTC 1A, 0}
GUA K16, K] pemLNg

GUIKZIaGl JK2F-BI4S

AUKLS FPSGIKLL DI ERLHS
G{X24J)3G(K2, J1=A14S

PlIs, IRI/ELIXLY

GUKL KL I=GIRL X1 F4EY

GUKZ K2 I=G{KZ K2} 4R
GUK1,XK2IuGCKE K2 a1

GOXZ 0D EG(KZ X1 ) =B1

CALL EIGEND(G, X,NSTR, [

LINT INIE

At=rad0/FLINSTRE

NY 183 g=1yNeTR
S12.EPATI{NORF =3, J)u8]
§2=2,%BXT{HPPF, J]¥B 1

NO 143 K=1,NSTR

UKy J) zRXTCHDRT =35 yKI* 51 +RXT (NDRF, K 1452
RL=3.4AI/ELINSTRY

NN 1aE gz ,NSTR
SHPAT{NGRF =3, 4} ¢PRT{RDRF , 1)
GUIINSTRI=GLd L HSTRI+AL¥S
GENSTR, L =GINSTR, J1eB1 43
BLz&. % | /ELINSTRY
UNSTR,NSTR) 26 INS TR, NS TR 4H]
CALL E{GEMDIG, X, NSTR NICH)

B3 158 1a1,NS5TR

NIETLIES

JELERS]

EELFIT]

J4=J143

0N 147 a1 H5TP
S1=AXTL Iy SI-PXTC42, 50

$am-51

SVEAAT U, FI-HXT(I4,5)

547-53

DN IAT Katl NSFR

GUX D RKTEIL JKEMSLORXT (U2 KIRSZoRRTE I3 g IASI4RXT (14 450} 650
MINACHET

CALL EIGENDIG, X, N5TR, M)
CONTINUE

RETURN

Eno

SURROUT INE EIGEND{G,AsHS 1)
COMMON /DETG/ELA) 1¥{A,01,DELA,24),0V(N 24,81
DIMENSTION GEBBE ALB,A)

LALL MATMUL{ASG U NSNS, NSy 8,8,5)
D0 10 4EiNS

DO 10 K=1,NS

S840

P8 Mal,NS

Sk ew (N LIWA(M, XY

SLIeKD =S

D7 (8 J=1.NS

OEC vl )aGtded}

Gl I)c0s0

00 15 xm1,NS

TF(K.E0. 5} GO TO IS
GLIMIGEIKIZLELKI-EC )

CONT THUE

CALL MATMUL (A 4V (5 yNS NSNS 18,848
00 29 g=1,NS

DO 20 ¥=i,NS

DVKaT, FhaAlK, JF

RE=rUAN

#no

SURROUTINE MATMUL{ALB Col ¢ MoNoLL MM NN]
THES 15 A WATRIX WULTIPLICATION ROUTINE

DIMENSION A(LL 1T ,BINM, 1}, CERNAL}
DO 10 tei,L

DO 18 dmtyn

20,0

0D § KEl,M

R

s
1e

a

o

L
-

N
~

N
®

“
a

SHSBL I 4K IRC(K, )
ATIyd)=S

RETURKN

ND

SUBRCUSTINE MORMM (V,EM, N5}
THIS ROUTINE YIELDS VTH#EM®V=]

DEIMENSION VIR 8} ,EMta)
DO 10 Im1yNS

52040

DY 5 JuiyNS
SESeFMIEIRYE I, T uAZ
A=SART(S)

D0 1C JT1(NS

VIS T avideTE/n
RETURN

END

SUHROUTINE FDRIV(GRAD,IGEN)
COMMON /STDAT/NSTR,W(B),ELS, ELT10F,Q,HOCH, NBCE,NESANCOD | NCSE,NCSL .

SRES/SMRBE,OMT (4B OELTE 8)
SCOSTALEMP  CECP yCSW  CPT  COH, C T FRIAT,NAG,AG(10),0L
FOESTMF/NCC, MG (3B 4 MUCKIT )3 NEC,HECL6) S0P, CCIRI,CEI2) o XI40}
ZCHSTINF/RCS, OALB) ,BF S, RED,DENL 234 DICAL 6]
DIMENSTON GRAD(1) 45180)

ORTA KSWTS1s

I€(IG.GE-0) G0 TO 8

IF{KSWTFQs0} GO TO &

60 2 J=1,NEAD

Gladad.d

KSNTxQ

D9 & Ja1,NSTR

CALL DERIVIXyJe3s0a404GRAD}
FEPFRLLINEN

D0 A& K=t NBCE

GUK b2 GIK ) $FRRAGRADTX )

RETURN

IFIIG.GTL0) G0 TN 12

CALL DERIVIXyCy8Day 0y GRAD)

DO 16 Jal ;nebn

GIADL L )=GRADCI oG aGE 9} /2.

RSWT=|

ITINCCLESeB) RETURN

a0 To zas

1FIIG.GT,NCELY SO TO S0
IFILG.GTJHCS4) GO TO 22

K=1G=1

K4=MOD 1K 48]

HMe (K-KM) 2241

NRKM#1

CALL DESIVIXyMN;1)04)04G)

GD TO (43,14,13,1%),N

off 18 ra1yNeCcc
GRAD(J)wCTHGE )
HS ¥ =NECCH1

DO 20 JaNST,NEDD
EETUYRIEr
GRAD{MN#NBCC) x= 38 . ARC§

17 (NCCLEQ.0) RETYRN

62 0 20€

17 £16.6T dHESAINCSAE 6O TO 40
K31 G=NC Sdut

HM=MODIK , &)

W= (R aKMD 202

2o XUMNENBCC)

HaRME )

MN2aMN s 2

PO

nO 28 Je1,mN2

PEPIL) /2y

NN (MN2—1 ) e eNBCH
PRAPENIMN) /(1o thPRZHTE,
P

IR (PR, GE4v15) KK=2

GO TO 126427,26429) N

ersia

CALL BERIVIXyNNON 4404 ,046G)
GO TOo 30

£T=-1.
CALL DERIVIX,NNEL ot 4044046)

a8 To 30

cters

CALL DERIVIXMNEZy1e0y5T1G?

60 TO 30

eTa-1a

CALL DERIVIXyNN#2414044096)

00 32 Jm1,NBCC

GRAD{ S H=CTAGE J)

NST#NBCE+1

B8 34 JaNST,NCDD

GRAD( #1200

GO TO {3%,36) KK
GRAD{MNINECC) 4~ 36, $RCS

4t ro 38

GRABUMN ) nSRAD (MH} ¢1 +1%B/THRES
GRAD{MN*KBCC)nm ], tAKY6,E( 1, #PR} SRCS
1F(NCCLEQ,Q0) RETURN
6o 10




a0

»
9

o

a

ar
an

53

2

o

TFU1G.6T.NCODANCSER) GT TO
Ne1G-NCE4-NCSH

HNa2¥N-1
CTELRAELD (9,604 X IMND )
TALL DERIVEX MNy140.40,G}
DO 42 J=1,NACC
GIADLL)=CTHG ()
NAT:NBCC*1

DO 48 JANST,NCDD

Guany $)=0.0

GRAD(MHI=GRAD (N F-EL AFELARIM NI PELD /384, FSMLNND /6o ) 7 (QRX{HN ) EXOHN)
t

TFINCCLFQL0) RFTURKN

GO T 30Q

oaIaT 46

FORMAT (75X, #DCRIVEs NOT AVAILABLE FOR DUCKLING COMSTRATNTSH}

RE TURN

X el GeNTEL

[

DUM=RCN
TFiKaL EaNCSED
K zKaNT 8

1=2

TFUReGT oNBEMY
KA=AADLK § 23
NE(KeXw)£2
CIEFCLE

IF (1L o021 NUMZOUCATUNY
TS(KMIERLE) 6D TR 54
wazwinsFLA a,
TRIWCD  GT NMT (MN) )

G0 T Sz

60 T &4

0 To &3

fenst.
an TN 56

cessa
COP=IMT (MM ) /wLa

53 T 56

[Z4-EER

fenet.

COLL BFOIVEX,MNLL 4Ca 30,60
DO SE Jo1,MECC
GARD( 1) <CCSRG (3}

CALL PEPIVIX¥N2,05+82G)
nA a6 131 NREC

GRAN(I) ZGRADCIFeCEORGC L)
NSTENACCHT

D0 62 J=HST,HCDD

GRARL 43 a0aC

GRAD(MNSNACE ) == ¢ L DM
(R (NCC.EQ.0) BETURN
Gy T Cpe

K <K -Nafi- |
KAd=MARE KK &1

MEE(XK=KM) /202
Zax(uMsNBCC)

IF{L (EQ.2) DMM2QUCA{%N]
Nak#rt

2NN 2

OT0.4

N0 6k s, Nz
P=RIN(SI 2.

SPANIMNY Z{La {77438,
KKt

TF¢OR.GE..18)
o ¥o
rTet.
KH=X
G0 Ta 71

K=z
{87358, 89,7018

2

'y
200

208
208

CALL DERIWIX,KMo1 480204050
079 72 131 ,NBCC
GRAD{JI=CTEGEIN

CALL DERIVIRRMIZ 1 Gar846)

0% T4 fedyNRCE
CRAD(JI)=GRADE S 05 0)
NST=NBLC 4

07 76 J=NST,NCDO

GBI =81

GO TO (TT,78} KK

GIAD (MNSNBCC) == 36 s hkDMM

6N O a0

GRADIWN 1= GRAD (MM Y ¢ o1 #P/ZHDMM
GRAD{MNFNBEE) a=fat AHIA {1 . vPRIHDOMM
TF(NCC.EGs0) RETURN
IF{NSC.EQ.Q) GO TO 208

09 204 $41.HSC

HaM5 (4T

LaxenAee

TF(MODIK,2)) 202,204,202
POF, AIMX{KIXN(a.2BTT

GG T 206

Ki=1

IFEXUK) 2GELCNPY KKa2

PDCCIRKK IRCFIRRIMX(KI 2k (CE(RKKImT . |
GRAD(K)LGRAD(K I $GRAD(L oD
D9 L0 Ja1,NCD

KaHUCT+)

GRAD 3) aGRADIKY

RETLRN

END

SUBRAUTINE RERTVIALIG,TD,GDAC (KSTR G )
COMMON /5TOAT/NSTR M) ,ELD)ELI8 1,0 NBCH, NBLC  NORF  NCDD ,NCS6 NESL ,
BNTD
COMMON /DEIG/E(A) s VI3 :B),DECB 20} ,DV{3,24,8)
COMMOM ZFNDRV V(R ) o EMTB) 2DS {36 SRLI2,323,RDE 32, A),RET(32,8),
IDMCAR, AYIIEL (B, RY
COMMON FRES/SM(AB);DMT{48),0ELTIa)
COMNDN /COST/CSHP \CSCP +CSWACPT ,COM, CI L FPIB ) NAGs AGT1O D, DL
DIMENSION BI114GE1),DXT,24,8}
1F(1GeGTetY GO TO 23
1FE1GaLTe0) GO TO &
DY 1 =iy NBeCY, 2
EI1sACLF
E13=T 1243
PaRETeNACE)
z LL¥
24-z2%12
A=1.1472/67
DAs-A/EL
Z4002AIZHELBSDAS(CSMP . T2HASR(= 21 })
Sw.B88%CGCPE,Q02B3FNIASETD
S35~ 00203IIXCSWIZ2H( + TIH . 0Q5TFZ2/E1 4o 096%2/SORTIET I ) EL 942
52542 RCPTHELDH (19 63 I#H6-220B5RELIHZA+1 JABRIHLB)/{2.00KET 3- o B4
$rajkizsz
I Gr1)=comMks
D9 2 12.NRCH,2
Ft=ptly
[T
Z=A(TeNBCC )
22=287
24-z2%22
Asteynzesct
HDAz=ArlFY
ELC=FL(172)
STLQQ2AFINELCRDAR(CSUMD S  T20AMNK( = 21}
S3GH2 tLPTHELON (1 9o 65 *EI M 16- 2205 4E 13624412400 2%F0)/ {2.09%LT13- 0514
G243k%2/2
2 GUIy=CaHks
TA=NBCHMsL
©0 3 [=1F,NECC
22=BER*I-NSTR-1}eep
SE-o72HCECPHL 0023347 2R10800. /D0 1 ¥ha2
3 GCTh=C0H4s
1I=NBCC+]
O a4 I=T8,NODD, 2
£1-Be1-NCL)
Et3arT+43
Z=RCTY

= . QURBITELYEDAN ((SUP*  T2HARM (=, 21}
SEGH TARCSCPA 0020337 ( 2, 492 R IJE | ON2 21 ELC. ¥ Z/EK]
SaSee00281ICSHAZRIT ab 4 B10A¥T2/ET 4019292/ SART(ET FH/EL
SR r2 HCPT RELBME (b9 BARE 1HHET 26, ARMETIHZA= 1 4 BKTHEB) /(2. OFRE [ 3~
T Ty
4 Gr1)rCrHEg
1A=1RLE
DY % I=184NCOD, 7
SALL-NBCCE
Etaea

pL=a.avzsey
54e00283IMCLCADASICIMP $o7T20ARN - (21 )}
SESeRAACPTHELCHETH (=1 9o BSHE THHA 26 LBRETIH 20— 1,48 K ZHFA/(2.00%E 1
[ TR S L)

& G(I}=CoMkg
RETURN

&£ DO 22 [#1,NSTR
FO=SGRTIEL1)}
TEEKSTR.PA.1) GO TO 12
TF(FQ.GE-1.A1) GO TO 8
SN2 364 XGOACKLL &

.0
G2 TO tA

A TF(FO.GT+11.) G TO 30
FD=aB.%GOACH ,9/FC
©5D=-50/F0
60 t0 B

10 SH= 186 KGOACHZ. 6/ (FOKFO)
050=-~2.%SD/FQ
G0 70 I8

12 TF(r0.6f.1.50) GO YO 14
SD=I6.FGOACKTLL
NSDI0.0
G0 70 18

14 IF(FA.GT.14.01) GO YO 16
S0=48.*60ACHLLI/F O
B5Ba-S0/F0
63 TO t8

16 SD=388.8COACHL, 5% 1,51/(FAKF Q)
DSDE-2.¥S0/FG

18 SI1=Y(I}¥OSD /(2. #FQ¥SDI
on 22 )=t NACC
s30.0
DT 20 KE1,NSTR

20 SESHDVIN, Sy DIREMIK)
525450+ SLRBEL Ty J)
Of 22 Ks1,NSTR

22 OX(Kydpl JaDVIK, 1, 1IRY (TFevIK, TIsg
RETURN

25 TF(IDEG.3} GO TO 110
TFI16.GT.NACK) G6 T 27
mats
132%16
Hagel




29

39

a3

4

an
a9
50

52

LY

56
L1}

L1
nz2=2,%0sELE

< 1O 29

LaMIB{ 16421

MalTGeL=HACN) (201

Nxus2

R2=2.%0/EL{ WX}

Jr2eN-3

Katrd

I (ML EGNBERS Kx)
19(10,F9,2) GO TQ 82
Bte2.90/ELA

T 34 FateNBCM,2

241

1.1

=2.501F0S (J1 H+B1%IS(J2)
1#0S{I1 e 2. 4014051 J2)
S3c=S1HARIS,I11-5208R(3)I2)
SAT=SINSROK, JL 1 ~STHSRLK, J2)
15 (4,50,NACH) §420.0
52=040

TFLY 31,12,3t
S1=2.6B24R(N)ASIsAZEBIN )RS
[F(1.E0.%) S222,8B2905(J) +H2E05 (K}
67 TO 14
S1SAPAR(MINST #2 ARZERINIASE
IFETLEDLHY S2=R26D58 11 ¢2. $A2BDI(KI
Giri=s)es2

NS T 2NBG Ua2

ISINACYLEG.2) 60 TO 41

00 39 [32.K5T,2

12:1s2

HosEL (12}

»

LES1NSES1 1 eR1ADS] 42)

WMD) EDS{JI)SBLEDS(IN)

=0 ANGLIT IR EBLRDS(J2)

1405 (43142 o *OLHDSLIA)

S=-SIFARLE, I -S7RSR{ 5,03 ) =8T8SR LI, 52 1=SASSRIL, J4)
TEeSIHSS{K, J1)=S2KSRIK, )3 )=SIKSPI{K, STImGORSA{N, J8)
TF (MLEQ.NBCY) T=0.¢

20,0

IFILY 3643736
S1=ZFAZRALMNI B A2 RA{M) &T
IFETILFO.M) S22, SRZADS(I)} +B2ADS{K}
N TR 3%
SExIPEOUKI NG 2y ¥IZBIHIHT
TECTLEDM] SPxPRHGSEI) ¢ 2ahAZENAIKY
Etlbasies2

17Nagu

Ri=2.%Q/ELINSTRY

NDWNDRF -3

S1a2.4m1305INDVY

$22.4B190SINDAF)
Sx-S14#5R(.J4NDWI~5243R1 1 (NDRF }
Ta-S1¥SRIKJNDWI—S24SRIK, NORF)

RN FaRcNY TaD.0

£223,0

EE (L) 43,844,483

G122 FEZARIM ) ST EO2NEIM 1T
TEILLFO.H) S2x2,¥AZEDS (1Y

40 T ae
SIEAZAB(M) ARG A KBTNA[M ) NT
TE(T1.FG.H} 52882%0S(J4)

Gl1ras1452

TANRE Myl

"N A0 =1 NBCC

JyvAE(I-NBCH) -3

4=tk

FRLNIEY]

dclrey

StxB8¢ f1)=DSEa2)

s 51

SIADELIII-0S(I4)

S42-53

SanS1HAR(S, 1 baki SRSy J2 )T ISR, IS )ImSARSRID, I8)
Ta=SIMSO(K,I1F-52HSAAK, J2E=GINER{N, I3 }-SAPSTIN, 18]
IF(M.EQLNBCH) T2G.¢

IFIL) AB,45.48

B1 2 KBPARLKIKSeBZORIN KT

48 10 S0

S1ZBZRA{MI RS2 FEINE(MINT

GLII=51

RETURY

COMPUTE DERIVATIVES OF DyNAMIC MOMENTS
81TZ.H0/ELB

00 %9 I=1,NBCH.2

LIS

Jzzatel

5Pude0

OO 87 wDx1,NSTR
TU42,9B1SR0CIL (MD }+81ZADI J2 (MDD
SZEBIARDLI LMD F+24 SR 1ARD(J 2,40}
$3519SRIJ, I HSPRSRLTy I7 )
SdatissREx, JThaS2éSREN, J2)

1230

20000

0O S84 NN NSTR
S1251#RXT I NN DX EHR, 1, MDY
B2eS2¢RNTIH NN DAL K NNyt U )
S12§3-51

$2*54=52

TFUIG.LELNALME GO TO 60

17 MJHE L HREH] 60 1O %6

$23d8.0

SITADX(MX( I, MO FSEL(NKD

6o 10 S8

53 {DREMREE o T KDI-DXEMX T (MDD /ELENXS
S1ss1es3

@ e
-
>
H
=

3

n

&

w

&5

&9

sa
[}
an

Q0

132
184

s2w52453
S4=0.0

TFIL} 82,63,62
S3x2.HAZNA KIS 1LAZRAIM)I 52
IF(12EQ.M) Sam=2,4B2ER0(I,MD)=B2 6RDTK,MD )
G0 tg s
S3=G29B{MIS] 2, ¥A2¥BIKN)INS2
1F010EGaM) SA=-BPERDI L HD)—2.hB24RO{K MDY
3a5%esd

SPISPY SHOM(1G, MDY
GITE=SP/OMTIIG)

1F (NBCHJEGa2) GD TO 88

HSTaNEC M=2

60 A6 1az,MST,2

122172

Bl=2,®0/cL012)

B33 4BL/EL(T2)

Jixphraa

2mapea

3=92-1

J4=J3e4

8Pa0.0

DD 8& MDx1,MSTR
$12.%BIFRC( I, MO 148 [ #RO( J2, 4D}
S22 FOIFACIII MO IHAIFRECIA . MDY
SI.BIMRD{I1 NI +2 #BTERO( J2,4 NDY
SABIHRDIII MDY ¥2 kR ERO( IR UD)
STSIHSR{I, JIIESIRSRIS, IT)+SIRER 4, J2 P 4SAISA(I, 14)
TESIWSRIK, 11PSTXSFIN, JIVHEI¥SRIK, [2) +SAXSRIK, J4)
St=0.0

S2x8al

nh F1 WNEl,NSTR
SL=SL4PATES WNEEDX (NN, 12MD)
S2TS2HRATIK (MM FEDXINN, 1,MD)
525-51

T:T-52

SLZ~ORL(12,MD) %33
SIESINISRIS) JEIRSHAL, JIIASRIS L IZIFERIT, JA D}
SA=SIM{SRIK, 31} +5R{K, IIIESRIK, JZE4SRIKR, ALY
525-53

TaT-54

TR IG.LE,NECMY GO TO 77
LF(M,NE,NBCH) GU TO 73
535-DX{MAL T,MD ) ZEL (MX)

T80

63 1 TS5
SYR(DX(MKS L, [, MD)=DX MK, | 4D ) )/ELTRRD
525453

T=Te52

S4x0.0

1FILY T9,80,70

S JR2, AB2WA (MRS IH 20BN 4T
TFCI.NE+M) GO TO B2
S2a-BELL MK, M0 ) ZEL {MX)

$==RD{ Iy ME) 952

T2eQOL K, 4O} + 52

54=2,¥D29S+B20T

60 to a2
STIAZEALIM I RSE2 B2 RAIMIHT
TFCT.NE (M) GO T0 82
S2E-DEL (MK, MD ) FEL | MX)
E2-AD( 1, MC) 452

T=-AQ{K,H0) +52

S54=02KS42.4824T

Sa51eth

SPTSPaSHOM(1G ,MD]
GUII=5PSDKTLIG)

T=NacH

A1z2.40/EL (NSTRE

NN NBRF -5

B33 001 SELINSTR)

$P%0,.5

DO 94 MO=1,NSTR
S1%2. 4B 14RDINDW (ND)
5232.4R14ADI(NDRF, MD}
STEIESR{ S NDW) ¢ SZXSR{ L, NDRF )
TESIRST(K yHDOW ) + S2*SRIK NDRTF )
Stab.d

$2a8.0

00 9G NNZ],NSTR
SETSI14RXTC T NMEXDXINN, [ .40}
SZES2HRRT LK NN ROX{NN, 1H)HD)
Sa8-51

Tatus2

SLI~DEL{NSTR, M0} %83
$3=SIFISRCI,NDWI$ SR JyNORF )
S4mS10{SRIK NDWIHSRIKHORF) )
5a5-53

TxTesa

TFEIGLLE.NECH} GO TO 186
IFtM,NE.NACHY GO T 182
SV=-DRLMN) 1,MD ) PELAMAY

Tad.o

60 TO 184

ST (DX 1M1, 1, NDF-DX{HX, [, D) I/ELLHX)
$=5+53

T=Y453

S4atal

TFLL) 188,160,108
SIZ.HBZHE(H) S EARE(HIAT
IF(1,NE.M) GO TO 92
S2e-DEL{HX M0} /EL [MX)
S2—RD{ F) D) +82

Txs?

S4m2. MBZASeRZNT

%9 To 92
SIaN2¥BINI*S+Z.¥BEFAIHI®T
TFUILNE.] GO T 92

S2m=DEL KX, MD} FEL (MX)
S2-ADLJ MO +52

Tas2
S43A2ES+2,6A26T



ARNNANAARALNIAINANAAANAANAATATAAIANAANDANAAASITALIAN ASA N

92 5=53+54 c ARECS = 10.%¥(-NDIG) WHERE MDIG £S5 THE NUMBER OF S1GMIFICANT
94 30=3P1SKDMI 1, un) ¢ DECTMAL OIGITS CARRTED OUT By THE MACHINE TH FLOATING
GCII=SE/OMT (16} c POINT ARTTHUET fCo
TA=NACM: ] 4 ILIM = TO BE CHOSEN S0 THAT BASEX®CILIN#4) [S OF THME QRUER
51 109 [=1RNRCE < (BUT DIES NOT EXCEED) THE MACHINE OVERFLOW LIMIT,
ataNACHY =3 I " BASES# (ILINZ2)
e (=3 THIS YERSTON 15 FOR THE <DC 6408 tHDOTG=tSy BASEs2s, [LIMz1000%)
12 c
143 < SASE = TME HASE NUMBER UF THE WACHIKE, IN FLDATING PQINT.
wt C® & ® XX ® X R TR R RSN RN EFE N
0n 108 MBI yNsSTa P
RY=UD{ J1,UD)-HO{ J2,M0) DIMENSTON  G(NMp1dy ElLlp VENMaIdy Al1)y BU1)y PE1D, wel), OCLF
82=-51 REAL LAMBOA
1 334 MO F-RDE 14, MO LOGICAL INT(1]
s TF (N2LEWI «ORWMaGToNHE GO TO 1000
1R3RIy SLISS2NSR (S, JZ)4S INSRS, 2T aSARSR( I, J8) PRFCS = 1.0F-15
L¥SRIK, JTI+S2¥ SR (K, J214SI*ERIK, STI4SA¥SREC, M) BaSE = 2.0
TLI® = 1000
HOV = BASE*#10Q
R(1} = 0.
SL=S18@XT (I NN FROX (NN, [ H0) $aRT2 = SORT(Z.)
F6 S2252+UIXTI(KYyNNYI*OX (NN, 1 ,40] N1 T N o= 1
8=5-51 oD 107 1 T a,N
T=T-52 160 (1) = Gify 0
1F(IGLLELNRCY) GO TO 102 1F th=2) 900,288,110
TF (M NELNSCHY 4D TO 99 =
DXEWXe T o0 E/ELAMXY C % % % & kK3 ook E A R A A E KR KSR N E e AR KK T KR AR
o ¢ TRI-DIAGONALIZE MATRIX G 9¥ HOUSEMOLDER#S PROCEOURE
an TE lco R * * e R N
P2 EST(ON(MIO] [ (M) LNKEMX, T MDY ) FEL (ML) I
100 55451 Y10 02 230 K = Z,m1
T=T+53 LU S
137 TEELY 108,167,108 KJ = K ¢ 1
108 SIzZ.AAZER{MIASenbAIM)HT ¥ s GLK,K1)
GO T 108 Sum = 0.0
108 S3=q29a(MIRSID #R2EE M) AT DN 120 1 = KJ,N
104 §O=SOFZINOHITE UM} 120 SUM = SUM + Gl,xL)xx2
108 GLTY<3P/DMT 1G] IF (5UMJEQ.Bs) 60 TO 230
qET UGN B = SORT{SUMTY AR
110 1F(1G0R0.NSTH ] B(K) = SIGH{S,;=Y)
09 118 [=t,NaCC WX} = GORY¥(1.+a85(Y)rs5)
A=t X = SIGNIL./IS*WiKID,Y)
DA Blz JEtuNSTR DY IS0 T = KN
112 S=Se(DXLTALT Iy =DXCI6H T, J) PRDEL( (G, ) IF (TaGTWK)  WCE) = X*¥GET.K11
114 GUTE=S/DFLTITGY B3 < 0.
RETURN LSO GOI,K1b = wil)
1ie 07 124 ted,mace D7 180 1 = K,N
s=0.0 ¥ow oWt
£Y 118 J=1,NsTR IF tYaEa.b.) GO TO 16
118 §=5tDX(16, [, JI®AELLIG I} o=t oe
120 3{11=5/0FLTLIG] 00 180 g o= Kyt
RF TURN L60 tul = PLJ) 4 YEGUIL )
e IF (I1.GTaN) 6O T0 180
by 174 FEE R S WL )
170 BEIT = PLI) o YRGLI,T)
180 CONTINVE
190 X = 0.
SUSGOUTINE NO2W (N, MM MG 5 ¥, R8Py W, O, INT ) D6 268 J = K.N
LI I A L L L DL N N R L O B I L B R I O B N N B R B goﬂ:;:‘;':(Jitﬂ(J)
SUBARUTINE 70 CSMPUT™ ETGENVALUFS AND E1GENVFCTORS OF A »y 210 d o= NN
SYMMETRIC WMATSEX STORED AS & TWO=DIMENSTONAL ARRAY 210 PLI) = XHWEDD - PLIY
X X B B ok B R K owomom ok K AR W OED R OAKEKEXEEE TS W AEE PN 220 J e KeN
CASLOS AL FRLIPPA, FOR. 1387, Dn 220 1 = 5N
220 GU144) = GI, 31 + PLIISW(J) + DLIIOWCT)
60 1o 289
ENOUTS 236 GfKK1} = SGRT2
AK) w oAy
N MATRIX DROMR, MUST NOY EXCEED NHe DO 280 [ = KJGN
240 GU1,K) = -G(I,K]
NM  OIMENSION NF [NDPUT WATAIX G (M THE CALLING PROGRAM. 550 CANTINUE
286 DO 290 1 = 1,N
“ NYEC = TARSIM) IS VHE NUMBER OF EIGENVECTORS DESIRED A1) = GUIpTh
10 TO Nia 175 S1GN SPECIFLES THF ORDFRING NF THE 290 GHIsty = EiDy
FIGFNVALUES (1) ssu.. E(N)  AS FOLLOWS BNI = GINHLY
TF M LT 0 OR =0, RY [NCREASING ALGEBRATC VALUE .
I¥ M GT G OR +9, BY DECREASING ALGEBRAIC VALUE. CoR ok ok Rk R ok h ok ok ok ok ok h ok ok ko k kD d ok E k&S Rk ohd b kR
CALCULATED Z1GENVECTORS (1F ANY) WILL CORRESPONG VO [ GET ETGENVALUES GF TRIDIAGONAL FORM BY KAHAN=VARAN Q=R METHQD
Ell}y FE2) wam ECNVECH C o ® % w %% K3 KR X AN I KX KRS KNI I AR TR Y N RN
9 TNEUYT SYMUE TATC SQUARF MATHR[X (RETURNS UNALTERED). ¢ TAL = PRECS/(10.%FLOATING}
ANAX = 04
Taxx T g,
AUTRUTS WNEL) = Qo
. . DN 300 [ = LN
€ VECTOR UF EIGENVALUBS, ARBANGED AS EXPLAINEU ASOVE. BMAX = AMAXICBMAXABSER(IITY
300 TMAX 3 ANAXICAMAXABSLALTYD, THAXE
v NORMALT ZED EIGENYVECTORS, STORED AS COLUMNS OF V. SCALE = 1.0
LF HVECah, ¥ MAY BF A NUMMY VARTABLE. TF {(BHANLEQeDa? GO TO 520
DO 3Ot o= LyILIM
a OTAGONA|, QF REDUCEC TRIDLAGONAL FORM, Tr (SCALEHTMAX.GT<HOV) GO T8 320
310 $SCALF = SCALE#BASE
) FIRST OFF-DTAGONAL OF RCDUCED TRICIAGONAL FORM. 320 00 330 1 = 1,M
TCIr = ALI}ESCALE
330 WEI1 = (AETIFSCALE we2
WORKING SOACE DELTA = THAX*SCALEATOL
€8s a2 BELTA®SZ
Py, INT WORKING VECTORS OF LENGTH AT LEAST NyMeleN ARD N -
RAPSPPETIVELY. [F NVECEKOy 0 AND INT MAY amo L =K
DUMMY VARIABLES ¢ TF {LalLEaG) GO TO 480
LLal =1
0T IS0 [ m 1,L
MINTMUM DIMENSINNS TN THE CALLING RANGRAM $HQULD AF Ky =
GENMgN) ), FIN)y VINMGNYEC)y ACNKy BIN), PINI, WINeIDy O{N), INTIND K=K -
BUT V,0 AND INT CAN GE OUMMIES IF NVEC=0 {NO ELGENVECTORS). IF (MEKL).LT.ES) 4O 1o 380
360 CONTINUE
R R R R F A 6 &k ok k ok b Sk ks kb k ok ks Kk "";:L:‘;':f'” 9o TE see
THE FOLLOWING DAHAMETERS ARE MACHINE=DEPENDENT AND SHOULD S0 TH 1=0
ME PRE-SET AS FOLLOWS 400 T = FIL) - E€LY)
x = wtlj

v = p.SeT



Asann

asq
47d

S0
520

545
sac

580
570

530
540

5 = SQRTIX)

15 [(ABSITIWGT2DELTA} 5 = (X/Y)/1.08ORTUI, eXAVbR))
F1 3 FeL) o s

€7 = E(LII- §

15 (K1eNE.LID 6O TO 430

EIL} = Et

FlLYY = P2

wiLl) * 0,

G0 TO 3%0

LAMADA = E3

TP (AASETHLLTAOFLTALAND.AHS (FZ).LT.ABSCE])) LAMBORN » E£2
5 o* 0,

L=l

G5 = FEKN)-LAMBOA

61 To e

€= Fat

A oe XST

% o= 66

65 & CHIECRII-LAMBOAY - 84X

Etk) = Ix=GG) v €(K1)

£F (RASYGGI.L T+OSLTA) GG » GG ¢ SIGN{CEOELTA(GG)
F o= Goxepug

K = K1
Kt o= K ¢ o1
x wikny

Toxox e F

WiX) = sev

19 {KeLYoL) 67 TO 84c
TIK} = GG « LAMADA

@) T 3%0

N AYE T o= y,N

FL1) = E(1)/5CALE

Y o= IStGHTL,M)

83 %00 L = 1N}

K= MatL
B %08 T =
IS (Ye(E(T)
¥ = =1y
Erly = F(lel)

Felepy = x

CINTINUF

17 1Me[0a0F GO TO BEC

x
T+1034GYs0e b &0 TD 500

AN A R & kB K R S R K R MK N R A AR EE KK S E R EE RN
COWSUTE EIGEMVECTORS AY [MVEPSE ITERATION
L L R A I I Y

NVFC = TABS(M)

TF (NVIC 45T N) NVFC = N

F = SCALE/HMY

17 (RMAXEF.LTLPRFCSY 60 Th 830
na 430 Tz 1N
adry ALY eF
8l1) = B(II*e
FEP =z 2B RTHAK¥PREL:
1 = Oa

X? = SnAtz

DD BOO NV = I NVEC
I NY L7, 1 } SO TO BAS

TF [ AAS{E(NYI-EINV-11} 4LTs SEP ) GO TO 545
N7 540 tsl.N

WITH = 1.0

w3 T 870

v 589 1 = LN

X = AMOD{XL#XZ 2401

Xl = x2?

w2 = x

wiT) = X = 1,0

EV = E{NV)*F

4= Al1Y - PV

¥ = miz)

Joxom

) AQO0 1 = 1,MI

G = ALTH) - EY

b INZ2N)

TF (RAS(XI .08 4A5(5)) Ga TO %Ad

AR 1

atry = €

TNT{T) = 4TRUE.

S ¥5-1

% F Y e I&C

TF (ELLT.NIY ¥ = ZX@e]142)

G0 TO &00

IF (ABS{X).LT.TOL) X = TOL

=1y =

atey = v

INTII) = JFALEE.

Z = -5I%

LRI - 4 4 ]

¥ 2 AlTe2y

Vi) =z

IF (ABS{X}aLT.TOL) X = TQL

WEND T WOND#X
SUm = WiNIESZ
D9 640 L = 1,N1
=N - L
Y oc wdl) = O(ThewiTeld
1F (1 4GE. N1 } GO YO 839
15 CENYOI}) ¥ = ¥ = BLEs2)*NCT+2)
Wl )ay/P(T}
SUM = SUM + wiT)we2
3« SORTUSUM)
07 880 I = | 4N
{1} = WillsS
IF (HITER4GE.2) &O TD 240
oo 68 s L,Nt
£ Ve
1€ (INT(1)} GO TQ 680
WEIHY) = W(Je1) + ZWW(T]
GO T TOO

s8e

aag
aso
60

¥ o= win

M{TH a wil#l}
W(tel] = ¥ & Zaw(I)
CONTINUE

GO TO B20

sy

09 748 I = LN
K=« GETpJdbultLy
00 TS0 ! 3 LW

WOI) = WCDD = X®G (W)
IF 1J.GT.k) GO TO Tag
0N 800 1 = 1,8
VOINVL = Wit

on Bzp 1 = 14N

ALTY = A(E3/F

Bi1) « ACIW/F

60 10 ABD

00 A0 NV x f,NVEC
DD BA0 o= L,N

VAL NV = O

VINVNVY n 1e0

68 ase I
K xp =1
oo oAgo 4

G(1,0} = GLUyI}
a0 Ta oGt
Welgl) = 1.0
ALY = B4}
RETUGH

END
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¥

* % &k %k Kk & &k Kk k & & K

* QUTPUT FROM EXAMPLE *
£k Kk & & Kk A k2 k& R

----- NERD INPUT DATA -—=—=m-
N IMRER OF STORIFS-~ . 2
STNRY HFIGHTS (TOP DOWN)~-- 144 .00 180.00
BAY WIDYH=-—- 280 49C
MEMBEZR MOMENYS OF INERTIA (TOP DOWN)~~—- 500.00 500.00 2000400 1000.00

CONNFCTION STIFFNESSES (TOP DOWN)I-—-—9000000000.9000000000.

MEMRER PLASTIC SECTIAON MODULT (TOP DOWN)-~- 71l.14 80.08 191.89 155.39
BTAM LIADING {(TOP DNOWN)-=- 60.00 100.00
NESIGN FARTHQUAKES -« - +150 ~450

CONSTRUCTION COSTSS

MEMAFEY STEEL--- 13920
CANNFCTION STEFL -—~ 26,00
STFZL TRANSPORTATICN==— «21
WELD METAL--- 443,80
STRUCTURAL PAINTING-—-=~ ,000650
OVERHEAD ==~ «10

PROF [T—~ . «10

DAMAGE NSTS¢

DOWN TIME COST MULTIPLIFR~=~- 10

NESIGN L IFE~=- 50«00
COST ESTIMAYION FARTHQUAKES-——— Q. 2065 + 309 +500
FLOOR PARTICIPATION FACTORS (TOP DOWN)=-=- «0350 «0300

THERE ARE & CUONSTRAINTD COMPONENTS TN THE DESIGN VECTOR: S 6 7 8 9 10

THERE ARE & MEMBERS WITH ASSIGNED PLASTIC SECTION MODULT: 1 2 3 4

ASSIGNED COLUMN PLASTIC SECTION MODWULUS:



CIVIDING PT o=~ 429.00
CHEFFICIENT~ -~ 247 «21
EXPONINT ~=m « 553 « 985
STATTC LIADING REDUCTION COEFFICIENT=== « 50
DYNAMIC LDADING REDUCTION COEFFICIENT === 85
BUCKLING REDUCTION COEFFICIENT=-—= »50
FLOOR JITSPLACEMFNT ALLDCWABLFS (TP DOWN)-—-—~ 2+000 2e00C

ALLOWABLE DUCTILITY (TOP DOWN)w=-=- 6.0 1.0 .0 1.¢

INITIAL COST TIMFS { ONE PLUS DOWN TIME MULTIPLIER )e--—

UNCONSTRAINTD MINIMEZATION PARAMETERS

AFAM STEP SIZE UPOER LIMIT-~— BCO0
BEAM STFP S17E LOWFR LIMIT=== 2.0
RTAM STEP MULTIPLIFR—-—~ 1.000+04

COL IMN STEP SIZF {IPPER L IMIT-=- 200 .0
COLJMN STFP S17E LIWER LIMIV=-- 2.0
COLUMN STE® MULTIPLISR-—— 3.00E+03

ALGORITHM ACCURACY ADUNDS:

UNCONSTRAINAD MINIMIZATION DESIGN VARTABLE TOLERANCE-«-

MOMENT CUNSTRAINTS TOLERANCE—-—- S0.¢

DISPLACEMENT LONSTRAINTS TOLERANCE -w~ «500C

ALGORI THM TERMINATION VALUE FOR BSEAMS--- 1.00E-03

ALGORITHM TERMINATION VALUE FOR COLUMNS === 3+.005~03
INITIALL STEF SIZFE FUR GRADIFNT PRCJECY [ON-—- 20 .C

ALGRRITHM [ TERATICN LIMITS:

UNCINSTRAINED MINIMUM SEARCH—-—— 20

5699.45

20.90



PHASE ONE RTSTARTS == 1
COMSTRATINT FUNCTION SEARCH-== L

CONSTRAINTD MINIMUM SEARCH--~ 30

DPRIMARY CONSTRAINTS: 2 22 3¢ 43

MEMAFR STZE PFSTRICTICNS 70O IN3URF MODELING ACCURACY ARE:
MAXIMUM BFAM SIZE--- 3000.0
MINIMOM BEAM SIZE-~- 15040
MAXTMUM COLUMN ST ZF -—- 2000.0

MINTMUM COLUMN ST ZF==- 150.0

Fodk Rk ko gk ok ok Rl R R KRRk Rk kR R Rk ARk PHASE | Ewkkkkkkkirdkkkhkkwkdk ki kb kbR ke Rk Rk

INITTAL DESIGN CNST—~= 1387 467

AFTYER A ITERATIANS THE STATIONARY BOINT IS SSTIMATED TO BFE AT:
710494 696,87 28% 3437 1245 .53

NUMAFED 0F COMPLETE ANAL YSES = =]

HAERKEXEERE LR REEREREERARKEKRERRRIEEERRE PHASE 2 RMEERAERRUCERRRERRTRE A XA TR R R TR R R R R KK

COINITRAINT NUMARTR a3 I3 VIQLATED

SATISFACTION OF PREVIOUSLY VIOLATED CONSTRAINT 43 YIELDS THE DESIGN VECTOFR:
T1).94 59€.87 28%3.37 1244 .84

NUMARSER OF COMPLFTE ANALYSEFS = 10

AN ADJUSTMENT STEDP FOCM THE PRECEDING DESIGN VECTOR YIFLDS!
70512 BT, 84 2858,867 1843,01

NUMBFEK F COMPLETE ANALYSES = t2

ERRARENA KA L RRRRARERRREKELRKERKREEREERRRAEE DHASE I Rk ik R ok m e Rox de ke dese kxR ik kky

PRESENT DESIGN COST==- 1555.124
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EARTHQUAKE ENGINEERING RESEARCH CENTER REPORTS
EERC 67-1 "Feasibility Study Large-Scale Earthquake Simulator

Facility," by J. Penzien, J. G. Bouwkamp, R. W. Clough
and D. Rea - 1967 (PB 187 905)

EERC 68-1 Unassigned

EERC 68-2 "Inelastic Behavior of Beam-to-Column Subassemblages
Under Repeated Loading,™ by V. V. Bertero - 1968
(PB 184 888)

BERC 68-3 "A Graphical Method for Solving the Wave Reflection-

Refraction Problem," by H. D. McNiven and Y. Mengi
1968 (PB 187 943)

EERC 68-4 "Dynamic Properties of McKinley School Buildings," by
D. Rea, J. G. Bouwkamp and R. W. Clough - 1968
(PB 187 9032)

EERC 68-5 "Characteristics of Rock Motions During Earthquakes,"
by H. B. Seed, I. M. Idriss and F. W. Kiefer - 1968
(PB 188 338)

EERC 69-1 "Earthquake Engineering Research at Berkeley,"” - 1969
(PB 187 906)
EERC 69-2 "Nonlinear Seismic Response of Earth Structures," by

M. Dibaj and J. Penzien - 1969 (PB 187 904)

‘EERC 69-3 "Probabilistic Study of the Behavior of Structures
During Barthquakes," by P. Ruiz and J. Penzien -~ 1969
(PR 187 886)

EERC 69-4 "Numerical Solution of Boundary Value Prcblems in

Structural Mechanics by Reduction to an Initial Value
Formulation,"”" by N. Distefano and J. Schujman - 1369
(PB 187 942)

EERC 69-5 "Dynamic Programming and the Solution of the Biharmonic
Equation," by N. Distefano - 1969 (PR 187 941)

Note: Numbers in parenthesis are Accession Numbers assigned by the
National Technical Information Service. Copies of these reports may
be ordered from the National Technical Information Service, 5285

Port Roval Road, Springfield, Virginia, 2216l. Accession Numbers
should be quoted on orders for the reports (PB -=— ——~ ) and remittance
must accompany each oxrder. (Foreign orders, add $2.50 extra for
mailing charges.) Those reports without this information listed are
not yet available from NTIS. Upon request, EERC will mail inguirers
this information when it becomes available to us.
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"Stochastic Analysis of Offshore Tower Structures,"
by A. K. Malhotra and J. Pengzien - 1969 (PB 187 903)

"Rock Motion Accelerograms for High Magnitude
Earthquakes," by H. B. Seed and I. M. Idriss - 1969
(PB 187 940)

"Structural Dynamics Testing Facilities at the
University of California, Berkeley," by R. M. Stephen,
J. G. Bouwkamp, R. W. Clough and J. Penzien - 1969

(PR 189 111)

"Seismic Response of Scil Deposits Underlain by
Sloping Rock Boundaries,™ by H. Dezfulian and
H. B. Seed - 1969 (PB 189 114)

"Dynamic¢ Stregs Analysis of Axisymmetric Structures
under Arbitrary Loading," by S. Ghosh and E. L.
Wilson - 1969 (PB 189 026}

"Seismic Behavior of Multistory Frames Designed by
Different Philosophies,” by J. C. Anderson and
V. V. Bertero - 1969 (PR 190 662}

"Stiffness Degradation of Reinforcing Concrete
Structures Subjected to Reversed Actions," by

V. V. Bertero, B. Bresler and H. Ming Liao - 1969
(PB 202 °942)

"Response of Non-Uniform Soil Deposits tc Travel
Seigmic Waves," by H. Dezfulian and H. B. Seed - 1969
(PB 191 023)

"Damping Capacity of a Model Steel Structure," by
D. Rea, R. W. Clough and J. G. Bouwkamp - 1969
(PB 190 663)

"Influence of Local Soil Conditions on Building
Damage Potential during Earthquakes," by H. B. Seed
and I. M. Idriss - 1969 (PB 191 036)

“The Behavior of Sands under Seismic Loading
Conditions,” by M. L. Silver and H. B. Seed - 1969
(AD 714 982)

"Earthquake Response of Concrete Gravity Dams," by
A. K. Chopzra - 1970 (AD 709 640}

"Relaticnships between Soil Conditions and Building
Damage in the Caracas Earthquake of July 29, 1967," by
H. B. Seed, I. M. Idriss and H. Dezfulian - 1970

(PB 195 762)
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"Cyclic Loading of Full Size Steel Connections," by
E. P. Popov and R. M. Stephen - 1970 (PB 213 545)

"Seismic Analysis of the Charaima Building,
Caraballeda, Venezuela," by Subcommittee of the
SEAONC Research Committee: V. V. Bertero, P, P,
Fratessa, 8. A, Mahin, J., H. Sexton, A. C. Scordelis,
E. L, Wilgon, L. A. Wyllie, H. B. Seed and J. Penzien,
Chairman -~ 1970 (PB 201 455)

"A Computer Program for Earthquake Analysis of Dams,"
by A. K. Chopra and P. Chakrabarti - 1970 (AD 723 294)

"The Propagation of Love Waves across Non-Horizontally
Layered Structures," by J. Lysmer and L. A. Drake -
1970 (PB 197 896)

"Influence of Base Rock Characteristics on Ground
Response," by J. Lysmer, H. B. Seed and P. B.
Schnabel - 1970 (PB 197 897)

"Applicability of Laboratory Test Procedures for
Measuring Soil Liquefaction Characteristics undex
Cyclic Ioading,” by H. B. Seed and W. H. Peacock =-
1970 (PB 198 016)

"A Simplified Procedure for Evaluating Soil
Liquefaction Potential," by H. B. Seed and I. M.
Idriss - 1970 (PB 198 009)

"Soil Moduli and Damping Factors for Dynamic Response
Analysis," by H. B. Seed and I. M. Idriss - 1970
(PB 197 869)

"Koyna Earthgquake and the Performance of Koyna Dam,"
by A. K. Chopra and P. Chakrabarti - 1971 (AD 731 496)

"Preliminary In-S8itu Measurements of Anelastic
Absorption in soils Using a Prototype Earthgquake
Simulator,”™ by R. D. Borcherdt and P. W. Rodgers -
1971 (PB 201 454)

"Static and Dynamic Analysis of Inelastic Frame
Structures,” by F. L. Porter and G. H. Powell - 1971
(PB 210 135)

"Research Needs in Limit Design of Reinforced Concrete
Structures," by V. V. Bertero - 1971 (PB 202 943)

“Dynamic Behavior of a High-Rise Diagonally Braced
Steel Building," by D. Rea, A. A. Shah and J. G.
Bouwkamp - 1971 {(PB 203 584)
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"Dynamic Stress Analysis of Porous Elastic Selids
Saturated with Compressible Fluids," by J. Ghaboussi
and E. L. Wilson - 1971 (PB 211 3986)

"Inelastic Behavior of Steel Beam—to-Column
Subassemblages,"” by H. Krawinkler, V. V. Bertero
and E. P. Popov - 1971 (PB 211 335)

"Modification of Seismograph Records for Effects of
Local Soil Conditiong," by P. Schnabel, H. B. Seed
and J. Lysmer - 1971 (PB 214 450)

"Static and Earthquake Analysis of Three Dimensional
Frame and Shear Wall Buildings," by E. L. Wilson and
H. H. Dovey - 1972 (PB 212 904}

"Accelerations in Rock for Earthquakes in the Western
United States,” by P. B. Schnabel and H. B. Seed -
1972 (PB 213 100)

"Elastic-Plastic Earthquake Response of Soil-Building
Systems," by T. Minami - 1972 (PB 214 868)

"Stochastic Inelastic Response of Offshore Towers to
Strong Motion Earthquakes,™ by M. K. Kaul - 1972
(PB 215 713)

"Cyclic Behavior of Three Reinforced Concrete
Flexural Members with High Shear," by E. P. Popov,
V. V. Bertero and H. Krawinkler - 1972 (PB 214 555)

"Earthquake Response of Gravity Dams Including
Reservoir Interaction Effects," by P. Chakrabarti and
A. K. Chopra - 1972 (AD 762 330)

"Dynamic Properties on Pine Flat Dam," by D. Rea,
€. Y. Liaw and A. K. Chopra - 1972 (AD 763 928}

"Thyee Dimensional Analysis of Building Systems," by
E. L. Wilsorn and H. H. Dovey - 1972 (PB 222 438}

"Rate of Loading Effects on Uncracked and Repaired
Reinforced Concrete Members," by 8, Mahin, V. V.
Bertero, D. Rea and M. Atalay - 1972 (PB 224 520}

"Computer Program for Static and Dynamic Analysis of
Linear Structural Systems," by E. L. Wilson,

K.-J. Bathe, J. E. Peterson and H. H. Dovey - 1972
{PE 220 437)
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"Literature Survey -~ Seismic Effects on Highway
Bridges," by T. Iwasaki, J. Penzien and R. W. Clough -
1972 (PR 215 613)

"SHAKE-A Computer Program for Earthquake Response
Analysis of Horizontally Layered Sites,” by P. B.
Schnabel and J. Lysmer - 1972 (PB 220 207)

"Optimal Seismic Design of Multistory Frames," by
V. V. Bertero and H., Kamil - 1973

"Analysis of the 8lides in the San Fernando Dams
during the Earthquake of February 9, 1971," by

H. B. Seed, K. L. Iee, I. M. Idriss and F. Makdisi -
1973 (PB 223 402)

"Computer Aided Ultimate Load Design of Unbraced
Multistory Steel Frames," by M. B. El-Hafez and
G. H. Powell - 1973

"Experimental Investigation into the Seismic
Behavior of Critical Regions of Reinforced Concrete
Components as Influenced by Moment and shear," by
M. Celebi and J. Penzien - 1973 (PB 215 884]

"Hysteretic Behavior of Epoxy-Repaired Reinforced
Concrete Beams," by M. Celebi and J. Penzien -~ 1973

"General Purpose Computer Program for Inelastic
Dynamic Respongse of Plane Structures," by A. Kanaan
and G. H. Powell - 1973 (PB 221 260)

"A Computer Program for Earthquake Analysis of
Gravity Dams Including Reservolr Interaction," by
P. Chakrabarti and A. K. Chopra - 1973 (AD 766 271)

"Behavior of Reinforced Concrete Deep Beam~Column
Subassemblages under Cyclic Loads," by 0. Kustu and
J. G. Bouwkamp - 1973

"Earthquake Analysis of Structure-Foundation Systems,"
by A. K. Vaish and A. K. Chopra -~ 1973 (AD 766 272)

"Deconvolution of Seismic Response for Linear
Systems," by R. B. Reimer - 1973 (PB 227 179)

"SAP IV: A Structural Analysis Program for Static and
Dynamic Response of Linear Systems," by K.-J. Bathe,
E, L. Wilson and F., E. Peterson — 1973 (PB 221 967)

"Analytical Investigations of the Seismic Response of
Long, Multiple sSpan Highway Bridges," by W. S. Tseng
and J. Penzien - 1973 (PB 227 8l6)



EERC

EERC

EERC

EERC

EERC

EERC

EERC

EERC

EERC

EERC

EERC

EERC

EERC

EERC

73-13

73-14

73-15

73-16

73~-17

73-18

73-19

73-20

73-21

73-22

73-23

73-24

73-25

73-26

AL

"Farthquake Analysis of Multi-Story Buildings
Including Foundation Interaction,"™ by A. K. Chopra
and J. A. Gutierrez - 1973 (PB 222 970)

"ADAP: A Computer Program for Static and Dynamic
Analysis of Arch Dams," by R. W. Clough, J. M.
Raphael and S. Majtahedi - 1973 (PB 223 763)

“"Cyclic Plastic Analysis of Structural Steel Joints,"
by R. B. Pinkney and R. W. Clough - 1973 (PB 226 843)

"QUAD-4: A Computer Program for Evaluating the

Seismic Response of Soil Structures by Variable
Damping Finite Element Procedures," by I. M. Idriss,
J. Lysmer, R. Hwang and H. B. Seed - 1973 (PB 229 424)

"Dynamic Behavior of a Multi-Story Pyramid Shaped
Building," by R, M. Stephen and J. G. Bouwkamp - 1973

"Effect of Different Types of Reinforcing on Seismic
Behavior of short Concrete Columns," by V. V.
Bertero, J. Heollings, O. Kustu, R. M. Stephen and

J. G. Bouwkamp = 1973

"Olive View Medical Center Material Studies,
Phase I," by B. Breslexr and V. V. Bertero - 1973
(PB 235 986}

"Linear and Nonlinear Seismic Analysis Computer
Programs for Long Multiple—~Span Highway Bridges,"
by W. S. Tseng and J. Penzien - 1973

"Constitutive Models for Cyclic Plastic Deformation
of Engineering Materials,” by J. M. Kelly and
P. P. Gillis - 1973 (PB 226 024)

"DRATN - 2D User's Guide," by G. H. Powell - 1973
(PB 227 0l6)

"Barthguake Engineering at Berkeley - 1973" - 1973
(PB 226 033)
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"Earthquake Response of Axisymmetric Tower Structures
surrounded by Water," by C. Y. Liaw and A. K. Chopra -
1973 (AD 773 052)

"Investigation of the Failures of the Olive View
Stairtowers during the san Fernando Earthquake and
Their Implications in Seismic Degign," by V. V.
Berterc and R. G. Colling - 1973 (PB 235 106)
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73-27 "FPurther Studies on Seismic Behavior of Steel Beam-
Column Subasgssemblages,” by V. V. Bertero,
H. Krawinkler and E. P. Popov - 1973 (PB 234 172)

74-1 "Seismic Risk Analysis,"” by C. S. Oliveira - 1974
(PB 235 920)

74-2 "Settlement and Ligquefaction of Sands under
Multi-Directional Shaking," by R. Pyke, C. K. Chan
and H. B. Seed - 1974

74~3 "Optimum Degign of Earthguake Resistant Shear
Buildings," by D. Ray, K. S. Pister and A. K. Chopra -
1974 (pPB 231 172)

74-4 "LUSH ~ A Computer Program for Complex Response
Analysis of Soil-Structure Systems," by J. Lysmer,
T. Udaka, H. B. Seed and R, Hwang - 1974 (PB 236 796)

74-5 "Sensitivity Analysis for Hysteretic Dynamic Systems:
Applications to Earthquake Engineering," by D. Ray -
1974 (PB 233 213)

74-6 "Soil-Structure Interaction Analyses for Evaluating
Seismic Response," by H. B. Seed, J. Lysmer and
R. Hwang - 1974 (PB 236 519)

74-7 Unassigned

74-8 "Shaking Table Tests of a Steel Frame - A Progress
Report,” by R. W. Clough and D. Tang - 1974

74-9 "Hysteretic Behavior of Reinforced Concrete Flexural
Members with Special Web Reinforcement,” by V. V.
Bertero, E. P. Popov and T. ¥. Wang - 1974
(PB 236 797)

74~10 "Applications of Reliability-Based, Global Cost
Optimization to Design of Earthquake Resistant
Structures,"” by E. Vitiello and K. S. Pister - 1974
(PB 237 231)

74-11 "Ligquefaction of Gravelly Soils under Cyclic lLoading
Conditions," by R. T. Wong, H. B, Seed and C. K. Chan -
1974

74-12 "gite-Dependent Spectra for Earthquake-Resistant
Design,™ by H. B. Seed, C. Ugas and J. Lysmer - 1974
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"Earthquake Simulator Study of a Reinforced Concrete
Frame," by P. Hidalgo and R. W. Clough - 1974
(PB 241 944}

"Nonlinear Earthaquake Response of Concrete Gravity Dams,"
by N. Pal - 1974 (AD/AQ06583)

"Modeling and Tdentification in Nonlinear Structural
Dynamics, I - One Degree of Freedom Models," by
N. Distefano and A. Rath - 1974 (PB 241 548)

"Determination of Seismic Design Criteria for the
Dumbarton Bridge Replacement Structure, Vol. I:
Description, Theory and Analytical Modeling of Bridge
and Parameters," by ¥F. Baron and S.-H. Pang - 1975

"Determination of Seismic Design Criteria for the
Dumbarton Bridge Replacement Structure, Vol. 2:
Numerical Studies and Establishment of Seismic
Design Criteria," by F. Baron and S.-H. Pang - 1975

"Seismic Risk Analysis for a Site and a Metropolitan
Area," by C. 8. Oliveira - 1975

"Analytical Investigations of Seismic Response of
Short, Single or Multiple—-Span Highway Bridges," by
Ma-chi Chen and J. Penzien - 1975 (PB 241 454)
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"An Evaluation of Some Methods for Predicting Seismic
Behavior of Reinforced Concrete Buildings," by Stephen
A. Mahin and V. V. Bertero -~ 1975

"Earthquake Simulator Study of a Steel Frame Structure,
Vol, I: Experimental Results,” by R. W. Clough and
David T. Tang - 1975 (PB 243 981)

"Dynamic Properties of San Bernardino Intake Tower," by
Dixon Rea, C.-Y¥. Liaw, and Anil K. Chopra - 1975
(AD/AD08406)

"Seismic Studies of the Articulation for the Dumbarton
Bridge Replacement Structure, Vol. I: Description,
Theory and Analytical Modeling of Bridge Components,"
by F. Baron and R. E. Hamati ~ 1975

"Seismic Studies of the Articulation for the Dumbarton
Bridge Replacement Structure, Vol. 2; Numerical Studies
of Steel and Concrete Girder Alternates,"” by F. Baron and
R. E. Hamati - 1975
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"Static and Dynamic Analysis of Nenlinear Structures,"”
by Digambar P. Mondkar and Graham H. Powell - 1975
(PB 242 434)

“Hysteretic Behavior of Steel Columns," by E. P. Popov,
V. V. Bertero and S. Chandramouli -~ 1975

"Earthquake Engineering Research Center Library Printed
Catalog" -~ 1975 (PB 243 711)

"Three Dimensional Analysis of Building Systems,"
Extended Version, by E. L. Wilson, J. P. Hollings and
H. H. Dovey -~ 1975 (PB 243 989)

"Determination of Soil Ligquefaction Characteristics by
Large-Scale Laboratory Tests," by Pedro De Alba, Clarence
K. Chan and H. Bolton Seed - 1975

"A Literature Survey - Compressive, Tensile, Bond and
Shear Strength of Masonry," by Ronald L. Mayes and
Ray W. Clough - 1975

"Hysteretic Behavior of Ductile Moment Resisting Reinforced
Concrete Frame Components,” by V. V. Bertero and
E. P. Popov - 1975
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for Moderately Strong Earthquakes," by H. Bolton Seed,
Ramesh Murarka, John Lysmer and I. M. Idriss - 1975

"The Effects of Method of Sample Preparation on the Cyclic
Stress~Strain Behavior of Sands," by J. Paul Mulilis,
Clarence K. Chan and H. Bolton Seed - 1975

"The Seismic Behavior of Critical Regions of Reinforced
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