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ABSTRACT

This report presents a methodology for automating the design pro­

c~ss for earthquake-resistant mUltistory steel building frames. The design

process is viewed as a complex collection of interrelated decision processes,

the conduct of which requires specification of the motivation for making

the decisions and identification of the decision constraints. Total cost,

including both construction-related expenses as well as cost of expected

future damage, is adopted as the basic decision motivator. Decision con­

straints are composed essentially of standard and projected building code

restrictions.

The design process as a whole is explored first, followed by a

detailed investigation of the "frame-sizing" portion of this process.

Static<toading, in the form of dead/live load on the beams, and earth­

quake generated horizontal ground motion are considered in evaluating

structural system response. Linear and approximate nonlinear analyses

are employed.

Expressions describing the frame-sizing process are introduced.

In addition an automating algorithm is presented. These procedures are

then employed on two example problems which serve to develop insight into

the design philosophy under study and into the operating characteristics

of the proposed automated design procedure.





i cL

ACKNOWLEDGEMENTS

This research was sponsored by the National Science Foundation

under grants to the University of California, Berkeley. Computing

facilities were provided by the University of California Computer

Center. This support is gratefully acknowledged.

Sincere appreciation is expressed to Professor Karl S. Pister

for the many interesting discussions with and continuous assistance to

the author throughout his graduate program. The author also wishes to

thank Professors A.K. Chopra and I. Adler for serving as members of

his thesis committee.

Finally, the author would like to acknowledge the considerable

sacrifice and continuous support of his family throughout his graduate

program.





ii

TABLE OF CONTENTS

Acknowledgements •

2. DESIGN PHILOSOPHY •

1. INTRODUCTION

1.1 Design Automation

1.2 Program Scope

1.3 Report Outline.

2.1 Decision~Motivator.

2.2 System Constraints.

2.3 Analytical Tools .•

1

2

7

9

10

12

15

17

DECISION MOTIVATOR

BEAM AND COLUMN OPTION SETS

CONNECTION OPTION SET

5.1.2 Connections . . . · . . . · · · · ·
5.1. 3 Structural Painting · · · · ·
5.1.4 Miscellaneous . · · · ·

5.2 Damage Costs . . . . · · · .
5.2.1 Structural Damage

5.2.2 Non-Structural Damage · . . · · ·
5.2.3 Down-Time Costs . · · · . · · · · ·
5.2.4 Lifetime Cost Estimate · · · · ·

3.

4.

5.

5.1 Construction Costs •

5.1.1 Structural Members

20

27

32

32

32

34

37

38

38

40

44

46

47





iii

SENSITIVITY

EXAMPLES • • • • • • •

OPTION SEARCH ALGORITHM

DESIGN SPACE EXAMINATION

Page

51

52

57

63

72

79

79

82

84

87

87

90

91

Dynamic Loading Constraints •

Static Loading Constraints

10.3 Loading

10.1 Construction Cost

10.2 Damage Estimate

6.1

6.2

SYSTEM CONSTRAINTS • • • • • • • • •

9.1 Four-Story Frame

9.2 Eight-Story Frame •

9.3 Algorithm Performance ••

6.

7.

8.

9.

10.

11. CONCLUSION 93

REFERENCES

FIGURES . • • • • . • •

APPENDIX - AUTOMATED DESIGN CODE

98

101

133





1

1. INTRODUCTION

Since the beginning of time, and with considerable vigor since

the industrial revolution, engineers have sought to increase man's

productivity through automation. Having been highly successful in

this endeavor it is appropriate that engineers should seek to increase

their own productivity through similar means. The engineer's task

being one of thought rather than physical accomplishment, however,

requires the use of high-speed computational facilities in order to

mount a serious attempt at its automation. Hence, the introduction of

the computer has facilitated substantial accomplishments in this area.

There remains, of course, a considerable amount to do. Engineers

everywhere are frequently confronted with highly repetitive operations,

many of which could be automated, and most of which are not.

Nowhere is the presence of repetition more apparent than in

design and in particular in structural design. This has been recog­

nized for some time, with structural design proving to be one of the

more fruitful areas for automation. Computerized attempts in this area

data back to the 1950's with the subsequent proliferation of reports

and papers far to numerious to mention. Several survey articles and

books have resulted with [1] and [2] but two among many.

In structural design the primary emphasis of most efforts to

date has been on the construction of automation procedures rather

than on developing a definitive description of the tasks to be auto­

mated. The result has been the application of very mathematically

sophisticated procedures to rather simple problems. This is not

necessarily bad provided the simple problems suitably reflect the more
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complicated ones to which the automation procedures are to be

eventually applied. In lieu of this what results is aptly labeled by

Bellman [3] as an "inverted pyramid". Namely, volumes of material

based on "mathematical models of ••. dubious validity". As engineers,

Fister [4] implores us to avoid this eventuality by maintaining a

"proper balance in approaching structural analysis and design". This

balance is best maintained by periodically reviewing the foundations

upon which subsequent developments are to be built. Insofar as auto­

mated design is concerned this means a review of the tasks to be auto­

mated and their mathematical description. It is proposed that this

effort represents an attempt in this direction, albeit a li~~ted one,

but nonetheless one in which the problem formulation assumes a more

prominent position than the problem solution.•

It should be noted that in the literature the terms "optimal"

and "automated" are frequently used interchangeably. This will not be

the case here. A distinction is maintained because the thrust of this

effort is aimed at modeling and subsequently automating the design

process. An optimal design does not necessarily result from such a

procedure, only a usable design is assured. An optimal design proce­

dure, if it is capable of starting from any initial design, constitutes

a special type of automated design technique, namely, one which

determines the optimal usable design.

1.1 Design Automation

In order to automate a design process a specific description of

the procedure is necessary. For the work described herein a somewhat

philosophical but useful definition of design has been formulated.
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Design can be described as a complex collection of interrelated

decision processes. This collection of decision processes has an

entry point and an exit point, with the flow of decisions from entry

to exit mobilized by a basic need, in this case the need for a

structural support system. This concept is illustrated schematically

in Figure l-

Each individual decision process is composed of three parts:

(i) a collection of usable options, called the option set, (ii) a

criterion by which various options can be assessed, called the decision

motivator, and (iii) a procedure by which the set of usable options

can be explored to satisfy the decision motivator, called the option

search. This decision process framework is illustrated in Figure 2.

As a simple example of the process envision an individual who, while

visiting friends, is offered a piece of candy from a box of candies.

The option set is the collection of candies contained within the box.

The decision motivator is the individuals personal taste preference.

The option search mechanism is the individuals eyes, with which he

explores the option set, coupled with his brain which helps him

establish a taste value for each member of the option set. Perusing

the option set and locating the member with the highest taste value

establishes his choice.

Option sets can be divided into three categories: (i) sets

composed of a continuous selection of usable choices, (ii) sets of

discrete choices, and (iii) mixed sets of the preceding. Option sets

containing a continuous array of possibilities clearly offer an

infinite number of choices while discrete sets, in practice, always

contain a finite number of alternatives. As an example of option sets
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in a structural context consider the problem of selecting a beam in a

multistory building. If the designer is restricted to considering

only wide flange rolled steel shapes, then he is dealing with a dis­

crete option set with a finite number of alternatives. If, however,

only fabricated members will do, then he is confronted with a con­

tinuous option set and an infinite number of possibilities. If he is

free to chose either wide flange shapes or fabricated members, then

he is dealing with a mixed option set.

Decision motivators are classifiable into two broad categories.

The first category, labeled consignable motivators, consists of

decision criteria which allow the assignment of numerical value, either

scalar or vector, to each design possibility, thereby facilitating

direct comparison of alternatives. The second category, referred to

as subjective motivators, is composed of criteria for which no con­

sistent, uniformly acceptable scale of value assignment can be devised.

Weight, cost and reliability are good examples of consignable motivators

for structural systems. For multistory buildings subjective motivators

might include such items as esthetic quality, environmental impact,

open space needs, etc.

Option search mechanisms can also be divided into two categories.

The first category is composed of what are called discrete option

search procedures. As the name implies these techniques are used to

deal with decisions which have discrete option sets. These methods

are generally combinatoric in approach and become quite inefficient

when the number of members in the option set becomes large and the

starting point for the search is far from the solution. The second

category is composed of continuous option search mechanisms. These
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techniques are used to deal with option sets which are assumed to be

continuous. The term "assumed" here is important because these

procedures can be employed on decisions with discrete option sets,

provided there is a sufficient number of members in the option set to

warrant continuous modeling. Typically, continuous search techniques

are more general in their applicability and for most problems more

efficient in their operation than discrete search approaches.

From the preceding discussion it is clear that to automate

design is to model the various decision processes involved, both

individually and collectively. In structural design there is fre­

quently an enormous number of decisions required, reflecting a wide

diversity of motivators and option sets. To completely model all of

these decision processes is in all likelihood impossible. It is pre­

ferable to isolate individual decisions or small groups of interrelated

decisions and study then a few at a time. This format will be followed

here. In restricting the investigation to individual or small groups

of decisions it is implicitly assumed that these decisions can be

uncoupled from the remaining body of decision processes. Intuitively

it would seem that this is not true in general but that groups of

highly coupled decisions could possibly be isolated so that this

assumption is approximately satisfied.

As an example for the preceding discussion consider the subject

to be explored here, namely the design of multistory steel building

frames. A general schematic of the design of buildings is given in

Figure 3. The process has been divided into distinct phases. The

first phase, design concept formulation, in all likelihood involves

decisions with subjective motivators and thus is not particularly
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susceptible to automation. If this is the case, very little if any

coupling exists between the decisions involved in this phase and those

of the remaining phases. If the sponsor's overriding concern is cost,

however, this situation changes drastically with the design concept

becoming heavily dependent on the decisions of subsequent phases.

The outcome of the first phase i.s almost always structural

geometry. Frequently a primary material preference also results as

well as a rough exterior wall design~ Assuming a primary material is

not selected, this becomes the second phase.

If the main concerns in primary material selection involve con­

signable motivators then automation of this decision is possible. The

option set is discrete and may contain as few as three members, namely,

the best concrete, steel and composite designs. Clearly a discrete

option search mechanism is called for. Some work has been done on

automating the design process from this level [5]. Assume here, how­

ever, that material selection results from the design concept

formulation.

The next phase involves detailed design. From decisions made

previously the frame material and geometry have been chosen so that

frame design has been reduced to sizing. In addition the exterior wall

design has been roughly specified. The coupling among decisions within

this phase is fairly straightforward. The decisions involved in flooring,

walls, lighting etc. in general do not depend on the frame and founda­

tion size, however, the frame and foundation size depend directly on

the remaining body of decisions in this phase. This decision coupling

is accomodated by the imposition of dead weight on the frame and

foundation, the amount of dead weight being a reflection of the choices
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made in the other decisions. Admittedly, this coupling model involves

assumption, it does represent a very good approximation of reality,

however. The framing and foundation decisions are typically uncoupled

by a similar approach, again with a relatively accurate coupling model

the result.

What is left of the design process after applying the previous

developments has been roughly referred to as "frame sizing". It is

important te nete here that while some care has been taken to accom­

modate the coupling between "frame sizing" and the remaining body of

decisions in th~ design process, what has resulted is nonetheless a

suboptimization problem. While "frame sizing" constitutes an important

part, it represents only a small portion of the overall design process.

An enormous number of decisions still remain, however. Further problem

confinements are, thus, necessary and are discussed in the following

section.

1.2 Program Scope

The subject being examined here has been classified as the

design of multistory steel building frames. As noted at the close of

the previous subsection this portion of the overall design process

encompasses a formidable number of decisions. For example still to be

considered are such. questions as: (i) should the frame be braced or

unbraced, (ii) if the frame is to be braced, what kind of bracing

should be used and where, (iii) what type of connection is to be used,

rigid, semirigid or flexible and should they be bolted or welded,

(iv) should fabricated members be employed, or available rolled shapes,

(v) what type of steel should be used, etc. Note that all of these
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questions are to be answered in addition to deciding what size members,

connections, welds, etc. are to be specified.

Clearly further problem restrictions are required in order to

yield a project of manageable scope. To this end the class of

problems to be considered is restricted to welded, unbraced moment

resistant frames with members composed of standard rolled steel wide

flange shapes of A36 steel. With this reduction the decisions which

remain involve the selection of wide flange shapes for the beams and

columns and the selection of connection rigidity.

As mentioned in the preceding subsection the coupling from the

remaining body of "sizing" decisions is reflected through the applica­

tion of dead load to the structure. The only additional loads on the

structure which will be considered are live load and earthquake­

generated horizontal ground motion.

Most of the concepts used in this work do not depend on frame

geometry. In those instances where this is not true the discussion

will be limited to single bay frames. A schematic of such a structure

with impressed loads is given in Figure 4. Note that the dead/live

load is uniformly distributed along the beams with torsional springs

at the ends of the beams representing beam-column connections.

In reducing the structural system to that given above a con­

certed effort was made to develop a problem of tractable proportions

and yet retain as much as possible the salient features of larger and

more general structures of this type. Obviously only future studies

will indicate the measure of success achieved in this regard.

At this point it is appropriate to introduce the concept of a

design vector. In order to systematize the selection of wide flange
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members and connection rigidities it is necessary to associate

descriptive variables with the option sets composed of these items.

These variables must be sufficient in number to uniquely identify each

member 6f all the option sets. Typically, once these variables are

established they are arranged into a column matrix and referred to as

the design vector. The design is thus complete when a design vector

is specified. More will be said on this later, the concept being all

that is necessary for the moment.

1.3 Report Outline

The basic philosophy which will be followed in the development

of a design model for steel building frames is presented in Section 2.

In Section 3 the option set description for wide flange members is

developed, including the selection of descriptive variables for

inclusion in the design vector. A similar development for connection

option sets is given in Section 4. The motivator for·the various

decisions as well as the overall design process is presented in

Section 5. Constraints which the public typically imposes on building

designs are illustrated in Section 6. The culmination of the preceding

six sections is given in Section 7 where a complete examination of the

resultant design space is presented along with important imElications

about the design model. An option search mechanism is reviewed in

Section 8 with examples therefrom discussed in Section 9. Section 10

presents an examination of the sensitivity of the design choice to

various parameters involved in the system development. Some comments

regarding the results of the effort are given in Section 11. All

figures have been conveniently located in one place for quick reference

and can be found following the main text.
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2. DESIGN PHILOSOPHY

The first question to be confronted when embarking on an effort

such as this is to which audience should it be addressed. For the

author, a practical individual, the decision was easy - the design

office. Not the present-day design office - some allowance for

development time is essential - rather the "next generation" of design

office is in mind. In attempting to provide automated procedures to

the design community it is important to assess what the community will

accept. To this end a look at present and expected future practices

is necessary. Some very important consequences of the choice of pro­

gram direction result, the first being the selection of a decision

motivator.

There is a variety of potential decision motivators available

for multistory building design. Reliability, for example, has been

used extensively in this regard [6]. Serviceability safety and cost

are further possibilities. Historically, however, with the major

exception of cost, society has for its own protection chosen to

legislate minimally acceptable levels for most of these quantities.

Designers have, thus, been left to minimizing costs within legislated

design restrictions. Considerable evidence exists at present to

indicate that this practice will continue. Hence, historical precedence

will be followed and cost chosen as the decision motivator for this

effort. Note that legislated design limitations are usually packaged

under the name of building codes and will be referred to here as

system constraints.
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The next major consequence of program direction deals with the

loading conditions, in particular the earthquake loading. There are

two avenues of approach in dealing with earthquake loads, the pro­

babilistic and the deterministic. The design community has in general

shied away from using the probabilistic approach for two reasons.

First, the probabilistic format is considerably more complex, defying

intuition. Second, the techniques for probabilistic assessment of

structural adequacy with regard to earthquake loading are not yet

developed enough for standard design office use. It is fair to say

that these procedures are still years away from design-level application.

Hence, the design community by and large relies on deterministic

techniques, as will be done here.

The last major implication of the design office emphasis of this

effort lies in the assumed availability of analytical tools. Design

practitioners generally utilize linear procedures for structural

analysis because of their ease of application and relatively low cost.

Nonlinear techniques are typically quite expensive. Expecting this

situation to prevail for some time to come, the analytical tools used

in the sequel are restricted to linear procedures.

With these developments in hand a closer look at the major

components of building frame design is now undertaken with the intent

of developing a complete outline of the design philosophy to be

employed here.

The following discussion is divided into three parts, dealing

in further detail with the decision motivator, the system constraints

and the assumed analytical tools.
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2.1 Decision Motivator

The costs associated with a multistory building quite naturally

fall into two categories: (i) the cost of designing and erecting the

building, referred to as construction costs, and (ii) the cost of

maintaining a building including the repair of damage due to structural

overload. To date, project sponsors and design firms have been content

to develop building systems with construction cost minimization the

primary concern. It has been frequently suggested, however, that a

more rational approach is to design with the minimization of lifetime

cost (LC) the principal consideration. Here LC represents the con­

struction cost plus the maintenance cost. When automated design

procedures become feasible for large structural systems, it seems very

likely that the LC approach will be adopted as the most logical one to

utilize. For this reason LC is employed as the decision motivator for

this effort.

There are two ways of approaching the formulation of the above

decision motivator. The first is to develop a complete estimate

including all construction and maintenance costs. This approach while

quite valid is far from expedient. Many construction and maintenance

costs are independent of the design vector introduced in Section 1.

That is, changes in the design vector have little or no effect on these

costs. Costs which are independent of the design vector do not

participate in the design process. They are constant and retain the

same value regardless of the choices made. Independent costs, thus,

have no effect on the ultimate design selection. Hence, independent

costs do not need to be taken into account in the formulation of the

decision motivator. Ignoring independent costs constitutes the second
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approach to decision motivator formulation. It is clearly the more

expedient and consequently will be employed here.

It is important to keep in mind that the set of independent

costs depends directly on the contents of the design vector. Different

types of design vectors foster different sets of independent costs. If

the complete (global) design problem is being confronted then very few,

if any, costs are independent, in which case the above approach is of

little use.

Reviewing the costs related to construction [7] and eliminating

independent and mildly dependent costs results in a list of construc­

tion costs strongly related to the chosen design vector. They are

(i) the cost of the structural steel shapes from which the

beams and columns are selected

(ii) the cost of the beam-column connections including structural

steel and welding

(iii) the cost of transporting the structural steel from the

supplier or fabricator to the site

(iv) the cost of field painting the assembled structural frame

(v) the cost of overhead and profit.

Models of these costs based on the components of the design vector

will be developed in subsequent sections. In the meantime this

assembled list will provide guidance in option set development.

Note that erection costs are not included in the above list of

construction expenses. It is assumed herein that moderate variations

in individual member weight have little effect on the erection process.
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Thus, erection costs are independent of the design vector. While this

dppears to be a good assumption with regard to steel structures it is

obviously not applicable in all situations, such as in the case of

concrete frames for example.

A review of maintenance costs for multistory buildings quickly

reveals that the only design vector dependent cost is that of building

repair due to structural overload. For buildings located in seismically

active regions the major contributor is earthquake overload. For this

effort this is assumed to be the only contributor. In order to

develop these costs two items require further attention:

(i) it will be necessary to construct building damage models

which are based on structural response parameters

(ii) an expected earthquake profile for the life of the building

will have to be identified.

With these in hand an estimated LC due to earthquake damage can be

constructed. The details of this development are presented in the

subsequent sections.

Observe here that the inflationary aspects of the economy,

alternative investment possibilities, prevailing interest rates (cost

of money), etc., will not be included in damage estimation. Such an

accommodation is obviously necessary for a complete model. A constant

dollar, unencumbered by the numerous economic considerations regarding

its availability and expenditure, is assumed here, however, to avoid

becoming embroiled in a subject somewhat remote from the main trust of

this effort.
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2.2 System Constraints

As noted earlier the loading conditions which are to be con­

sidered are constant distributed dead/live load on the beams and

earthquake-generated horizontal ground motion.

As far as the above static loading is concerned the more

prominent of the numerous building code restrictions, and the only

ones to be considered here are:

(i) internal member forces are to be limited to a value less

than yield level for the member

(ii) midspan beam displacements must be less than a specified

amount

(iii) axial forces imposed on the columns must not exceed a

specified fraction of the load that would produce buckling

of the column.

These constraints will be developed more fully in a later section.

For the moment, however, they will serve to guide the option set

modeling which follows this section.

With regard to the dynamic (i.e., earthquake) loading present

practice is very simple. In order to simulate the action of an

earthquake, static lateral forces are imposed over the height of a

structure. These forces are imposed in addition to the beam dead/live

loading, with a reduction in live load frequently allowed. The struc­

ture is required to satisfy roughly the same constraints imposed for

the static loading but normally with an increase in the allowable

stresses. There are two major objections to this approach [8, 9, 12].

First it is felt that the lateral forces presently specified represent

only small earthquakes and fall substantially short of the actual
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earthquake forces a structure in a seismically active region would

likely be subjected to at some point in its lifetime. Second, present

design requirements do not call for specified levels of ductility

within a structure even though inelastic response is certain for

moderate and strong earthquakes.

An alternative to the above approach which has been frequently

suggested [9, la, 11, 12, 13] is based on a dual design criterion. It

can be roughly stated as follows 19]:

(i) the structure should respond elastically to a moderate

earthquake of an intensity reasonably anticipated within

its lifetime

(ii) the structure may yield significantly but must avoid

collapse during a maximum credible earthquake.

This criterion has gained considerable acceptance and thus will be

adopted here. The necessary details of the criterion will be developed

in a later section. What is important to note here in the application

of this design guide is the necessity of avoiding collapse. There are

several procedures presently available which purport to do this. The

most popular of these is the so-called strong column-weak girder

design philosophy. Under this procedure a structure is designed so

that during a strong earthquake inelastic activity is confined as much

as possible to the beams rather than the columns. The basic belief is

that if the columns remain elastic or nearly so then collapse is very

unlikely.

It is generally accepted that complete avoidance of inelastic

activity in the columns is not possible. Plastic deformation sometimes

occurs in first story columns, due in part .to the large loads and in



17

part to the relative fixity of the column bases. In addition plastic

deformation frequently takes place in the upper story columns due to

stress wave reflection ("whiplash"). Inelastic activity in the upper

story columns does not carry the gravity of similar activity in lower

stories, however, since the axial loads are much less, leaving con­

siderable ductile capacity in these members.

Inelastic activity in structures is typically cited in terms of

ductility ratios. For this study the ductility ratio is defined as

the maximum total end rotation of a member divided by its elastic limit

end rotation [14]. To determine if a building satisfies the strong

column-weak girder design philosophy some procedure for computing the

ductility ratios throughout the structure will be necessary.

In addition to the above developments it should be noted that

the present trend in the design community is away from static force

simulation of earthquakes and towards the use of simple dynamic

analysis [10, 11, 13]. In keeping with this trend simple dynamic

analysis procedures are employed in this effort.

2.3 Analytical Tools

No discussion of design philosophy would be complete without an

assessment of available analytical tools. As noted earlier only linear

procedures will be employed here. In addition dynamic rather than

static analysis will be used for earthquake loading. Thus, this dis­

cussion logically falls into two categories, linear static and linear

dynamic techniques.

For the assessment of structural adequacy in the presence of

static loads standard matrix analysis procedures are employed. In the

case of distributed loading the structural problem is separated into
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two subproblems. First, the structure is subjected to the distributed

loading and sufficient joint forces to rigidly fix all of the external

degrees of freedom. The first subproblem thus amounts to solving a

set of fixed-end, distributed loading problems for the beams. Second,

the structure is loaded with only the negative of the fixing forces

which were used in the first subproblem. This second subproblem is

solved using matrix analysis techniques. The results of the two sub­

problems must be added to obtain the complete solution. In this effort

axial and shear displacements are not taken into account, nor are p-~

and beam-column effects.

For the dynamic analysis the mass of the system is assumed to

be collected at the story levels (lumped-mass). In addition Caughy

damping [15J is utilized. This along with the assumption of linearity

allows mode superposition techniques to be employed. For earthquake

loading an estimate of the maximum modal responses can be obtained

through the use of earthquake response spectra. To estimate the

response of the structure itself the modal results are combined using

the familiar root-sum-square (rss) method.

For this study a variant of the Newmark-Hall response spectra

[16J is adopted. The Newmark-Hall procedure for elastic response will

be followed explicitly with. the exception of the "acceleration

transition" region. This region of the spectra represents the high

frequency (low period) response of structures and is seldom significant

in practice. In this portion of the design spectra it will be assumed

that the response acceleration remains constant and does not undergo

a transition to the ground acceleration as specified in [16].

The important thing to note about the Newmark-Hall procedure is

that if necessary the ground motion can be completely characterized by
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the specification of a single parameter. In this effort peak ground

acceleration is employed in this capacity. In addition the selection

of one more parameter, damping ratio, facilitates the construction of

a complete response spectrum for an elastic structure. These char-

acteristics will be used to good advantage in the sequel.

As noted in the preceding subsection it will be necessary to

compute the ductility demands of a structure in order to assess its

ability to withstand collapse. The only technique presently available

for doing this on the basis of a linear analysis is the so called

"ductility factor" method. Using this procedure an approximate

ductility ratio, called the ductility factor, can be computed by

dividing the maximum member moment by the member moment capacity

(plastic moment). This procedure.' while approximate, appears to have

some merit [14] and since it is the only one available will be

employed herein. To facilitate its use a moment-rotation relationship

is assumed for wide flange members and is given in Figure 5. This is

a fairly standard representation with the plateau corresponding to

the member plastic moment M. In the absence of axial load the plastic
p

moment is equal to the yield stress of the member material times the

member plastic section modulus.

Before moving on to option set modeling it should be noted that

almost all of the above material on dynamic analysis can be found in

considerable detail in [12].



20

3. BEAM AND COLUMN OPTION SETS

Beam and column option sets are assumed to be composed of the

collection of all Regular Series wide flange rolled steel shapes as

identified by the American Institute of Steel Construction (AISC) [17].

This set is clearly discrete. A sufficient number of members exist

within this set, however, to warrant continuous modeling. As noted

in the introduction, continuous option search mechanisms are more

generally applicable and typically more efficient than discrete

approaches, hence, continuous modeling is attempted here.

The primary difficulty 'in modeling discrete sets using continuous

functions is making the selection of an appropriate set of descriptive

variables. The essential task of these variables is'to uniquely label

each individual member of the option set. Quite clearly it would be

beneficial to select as few variables as possible in order to keep the

magnitUde of the eventual design problem to a minimum. In addition to

this the physical boundaries of the option .set and the various pro­

perties of the members within the set have to be developed in terms of

the chosen descriptive variables. Thus, these variables should be

selected so as to facilitate a reasonably accurate and smooth func­

tional description of the option set boundaries and member properties.

Descriptive variables are typically selected from member physical

dimensions and/or derived properties. For wide flange sections the

physical dimensions consist of the member depth d, width w, flange

thickness t
f

and web thickness two The derived properties are the

strong axis moment of inertia I, elastic section modulus S, plastic

section modulus z, cross sectional area A and strong axis radius of

gyration r. Weak axis properties may also be included but are not
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particularly useful in planar frame design. Obviously the maximum

number of descriptive variables necessary is four: d, w, t f , two If

nothing else, selection of these variables leads to very accurate

representations of the other properties of the member. Reduction of

the number of variables is possible, however. This reduction is

effected in two ways. First, through the development of empirical

relationships between the available variables and second, through the

use of suboptimization. A price is paid for this reduction, of course.

Use of empirical relationships sacrifices accuracy in member property

representations and suboptimization results in a smaller option set.

As an example of an empirical reduction consider the approximate

relationship t w ~ 0.61 t
f

• This equation represents the mean for all

compact wide flange sections. It is very accurate for some members

and not so accurate for a few. It does facilitate a reduction of the

descriptive variable set to three, however.

Are further empirical reductions possible? In terms of uniquely

specifying members of the option set the answer is yes. AISC for

example labels wide flange shapes by member depth versus weight per

unit foot, i.e. area times a constant. Thus, d and A form a potential

descriptive variable pair. Since d and A constitute a viable pair, it

is fairly obvious that any two independent quantities from the set d,

w, t
w

' t
f

, I, S, Z, A and r are potential descriptive variables. Note

that t
w

and t
f

can not serve in this capacity since as shown earlier

they are not independent (in an average sense). Likewise, as will be

seen later, Sand Z or d and r can not function in this manner.

Of those pairs which can serVe as descriptive variables it

remains to be seen if any admit the formulation of smooth, accurate
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functional representations of the option set boundaries and member

properties. In order to answer this question such representations

must be developed. To this end I and d are selected as a test descrip­

tive variable pair. The moment of inertia is used because wide flange

sections are rolled specifically to produce a continuous selection of .

I, a very desirable characteristic when attempting to develop empirical

relationships. This continuous array of I is obtained by rolling the

members on several different plateaus of member depth. Thus, in con­

junction with I, d would seem to be a logical choice if an even dis­

persion of members throughout the option set is to be obtained.

In order to facilitate the development of accurate modeling

the collection of wide flange sections is split into two option sets,

one for columns and one for beams. In addition the range of moment of

inertia included with these sets is restricted to include only those

members which are likely to be of use for the structures considered

here. For columns appropriate moment of inertia limits are 200 in
4

<

I < 1500 in4 and for beams 180 in4 < I < 2500 in
4

• The resultant

option sets are plotted in Figures 6 and 7. The dashed lines in these

figures represent the above modeling bounds whereas the solid lines

represent the bounds on availability within the modeling limits. Each

of the dots signifies a Regular Series wide flange section. The

circled dots indicate economy sections and the triangled dots the

antithesis,. with the bounds on availability being least square power

curve fits to these two sets of points. The long-short dashed lines

are extrapolations of the availability bounds beyond the modeling

limits. As can be seen, in general, the extrapolations are not very

good. This is particularly true in the case of the column bounds
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wherein the extrapolations cross and, hence, become quite meaningless.

The empirical equations for the availability bounds are

2.94 1°·220 < d < 2.66 1°·287

for the beams and

\

0.91 1°·447 for I < 429 in4

2.22 rO. 253 < d <- -
10.5 1°.

0436 for I > 429 in
4

for the columns.

(3.1)

(3.2)

As part of a complete model empirical relationships are needed

for all other required member properties. For example, with beams, A

and Z may be needed and for columns A, Z and r. To develop these

relations a few observations are in order. First, note that r represents

the location of a lumped cross sectional mass for an equivalent I:

J
2 2

I = Y dA = A r , where y is the distance from the neutral axis.

Since most of the bending stiffness in wide flange sections is supplied

by the flanges and the flange radius of gyration is roughly d/2, a

fairly strong correlation between r and d/2 is expected. A plot of r

versus d/2 for column sections of interest is presented in Figure 8.

The solid line is the least squares curve fit given by r - 0.39 d
l

.
04

•

A similar relationship exists for beams and is given by r ; 0.52 do.
92

•

2Since A = l/r the above equations ~lso yield relationships for A. For

Z note that Z ~ S ~ lid. A mean value computation results in

-Z = 2.25 lid.

From Figures 6, 7 and 8 it is clear that smooth, accurate

functional representations of the option set bounds and member
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properties have been obtained on the basis of the descriptive variable

pair I and d. A viable option set for use with continuous option

search procedures is thus available.

To reduce the number of independent variables to one, additional

parameterizations are possible. If done on the basis of the physical

dimensions and derived properties for wide flange sections listed

earlier these developments result in models which are very inaccurate

and represent only mean values rather than estimates of actual value.

An alternative approach is through the use of contrived parameters. A

definite improvement in accuracy ensues; however, the resultant

modeling functions are extremely irregular and relativly incompatible

with conventional option search procedures. Instead, what most

researchers do is resort to suboptimization in order to obtain single

variable representations of option sets.

As far as wide flange sections are concerned the usual sub­

optimization ploy is to restrict the option set to those members which

result from minimizing weight for constant elastic section modulus.

The resultant member set is composed of the AISC economy sections.

These are the circled points in Figures 6 and 7. Clearly a single

variable representation is now possible in terms of I. The primary

sacrifice is a rather sizable reduction in the option set. Using this

reduced option set involves a significant assumption. Namely, it is

assumed that an option search without suboptimization results in a

choice which lies within the reduced option set. Thus, the same choice

would result from an option search with suboptimization. The best way

to examine the validity of this assumption is not to employ it initially.

Hence, suboptimization is not utilized. Instead a two variable

representation of the option sets is incorporated.
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The member properties of primary interest herein are I and Z,

I because it is the principal measure of member stiffness and Z because

it indicates the limit of this stiffness, i.e. the moment capacity.

Hence, I and Z are selected as the descriptive variables. Using the

equation d = 2.25 I/Z, option set bounds on Z are established via

equations (3.1) and (3.2). They are

0.85 IO. 713 < Z < 0.77 IO. 78

for beams and

/

2.47 IO.553 for I < 429

1.01 rO. 747 > Z >- -
0.21 rO. 956 for I > 429

(3.3)

(3.4)

for columns. For member area a fairly good relationship for both beams

and columns is A = 1.1 z2/I . As noted previously r = II/A. The

remaining property which is required in the sequel is member width.

The width is needed to compute the member surface area for painting

cost estimates. The development of an empirical equation for this

parameter is not exactly straightforward. It can be obtained through

an iterative application of improving approximations to I using the

equation

along with

A = 2 wt + 0.6 td - 1.2 t
2

where t = t
f

and t
w

= 0.6t. Retaining only the significant terms,

after two iterations the above process results in
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2.35 Ilzw = --------'---:--::-
4 3

2.09 - 0.812 Z II
(3.5)

This equation is not extremely accurate. It is to be used only in

computing painting costs, however, and is probably sufficiently

accurate for this purpose. Painting costs represent only a very small

part of the overall LC of a building structure so that significant

errors in this quantity are tolerable. More will be said on this in

a later section.

This completes the specification of the option sets for beams

and colunms composed of wide flange members. The modeling developed

for these sets is valid only over the limited selections which are

specifically being modeled. Extrapolation of these models beyond these

sets is not advisable and should be done only with considerable caution.
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4. CONNECTION OPTION SET

Beam-column connections used in steel construction are

generally classified according to their rotational characteristics as

rigid, semirigid and flexible (simple) [18, 19, 20]. The degree of

rigidity of a connection is defined as the ratio of the beam end

moment developed with the connection in place, to the beam end moment

developed with a fully rigid connection under the same conditions

[21, 22, 23]. In terms of this definition of rigidity the above

connection classifications are frequently defined as follows [21, 22,

23]: rigid connection are those which develop 90% rigidity or more,

flexible connections produce 20% rigidity or less and semirigid con­

nections constitute everything in-between.

Present design practice calls for rigid connections in most

multistory building frames in seismically active regions. This has

not always been the case, however. At the turn of the century most

steel buildings employed semirigid connections, which as noted in [24]

were found to perform quite satisfactorily during the San Francisco

earthquake of 1906. Choice of connections would thus seem to offer a

viable avenue of design modification and additional components for the

design vector. A complete examination of the role of connection

rigidity in earthquake design is of course not possible in light of

the limited class of frames being considered here. Only a preliminary

assessment of the role of connection rigidity in unbraced, lateral

force resistant frames can be made. Nonetheless the connection
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modeling which follows in this and subsequent sections is generally

applicable and transcends the limited question to which it is being

addressed.

Use of the strong column-weak girder design philosophy imposes

a major restriction on the selection of a beam-column connection. In

order to tap the available ductility of beams as is required by this

approach it is necessary that the chosen connections be able to develop

the full moment capacity of these beams. There appears to be only one

connection capable of accomplishing this while still offering some

degree of flexibility and that is the welded top and bottom plate

connection shown in Figure 9. This connection has been tested

extensively and is accepted by AISC for semirigid framing. Even this

connection is limited, however.

To facilitate a discussion of the welded plate connection some

definitions are in order. An overhead view of a top plate is shown in

Figure 10. Note that this top plate is detailed differently from that

shown in Figure 9. The unwelded length of the plate is labeled L' and

I. ,
the welded length L w1th A signifying the plate cross-sectional area.

w

The moment-rotation behavior of this connection can be represented as

shown in Figure 11 [18, 25]. As given in the figure, k is the initial

stiffness of the connection and M is the connection plastic moment.
pc

An analysis of this connection reveals that [18, 23, 25]

and

A' = M / (0' d)
pc yc

,2 ,
k = A Ed / (2L )

(4.1)

(4.2)
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where E and a are the modulus of elasticity and yield stress of the
yc

connection steel with d the beam depth. Note that the connection

center of rotation is assumed here to be located midway between the

top and bottom plates. Since the welded plate connection must be

capable of developing the plastic moment of the beam to which it is

attached, it is necessary that M > M where M
pb

is the beam plastic
pc - pb

moment. Assuming for simplicity M = M b then equation (4.1) becomes
pc p

AI = M b/(a d).
p yc

(4.3)

The rigidity of the welded plate connection is given by [25]

I
R = (4ILI/A'd2L) + 1

where L is the beam length and I its moment of inertia.

(4.4)

Using equation

(4.3) and the associated beam property models from Section 3 in (4.4)

yields

R
1

(1.78 a LIla bL) + I
yc Y

(4.5)

where a
yb

is the yield stress of the beam material. Only a and L
I

yc

are available for adjusting the connection rigidity since, normally,

aybL is fixed through other considerations. Full rigidity, that is

R = 1, is easily obtained by taking L' = 0; it is semirigidity which

is difficult to provide.

in the right direction.

Selecting a as large as possible is a step
yc

For example, of the structural steels A5l4

appears to be a good choice for connection plates since it offers a

high yield strength, is weldable and relatively available. Having
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selected a , L' becomes the sole device for adjusting connection
yc

rigidity. There are limitations on L', however. Through earthquake

activity the connections will likely be subjected to load reversals.

Thus, both the top and bottom plates can expect to see compressive

stresses and should probably be protected against buckling. Unless

some means of preventing buckling is provided, a buckling constraint

must be placed on the connection plates. For this purpose the limita-

tion L'lt ~ 30 is suggested [18], where t is the plate thickness.

To gain a rough idea of the minimum rigidities obtainable using

the welded plate connection the preceding analysis is completed with

the help of several simplifying assumptions. Let the plates be made

from square stock A5l4 steel, the beams from A36 steel with a length

of 300 in., then equation (4.5) becomes

R = 1/(0.187/A + 1) (4.6)

where A is the beam area. A table of rigidity versus beam area is

given in Figure 12. The areas listed in this table cover most commonly

used beams. As can be seen the minimum rigidities range from about 50

to 65%. If a connection rigidity less than these values is required

then clearly it must come at the expense of the connection moment

capacity since according to equation (4.4) the only alternative is to

reduce A', For earthquake resistant structures, however, this range of

connection rigidity is probably more than adequate.

The development of an option set model for the welded plate

connection is quite straightforward. The set is continuous and in the

general case requires two descriptive variables. Candidates for this

assignment are A', L " k and M
pc

Since M is specified through strong
pc
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column - weak girder design requirements only a single descriptive

variable is needed. As far as option set constraints are concerned,

L' is probably the best choice. For analysis purposes, however, k is

a better choice and is used in the sequel for this reason. From the

above developments it is apparent that only a lower bound on k exists.

Practically speaking, of course, this is not true. No "real world"

connection is infinitely stiff, hence, an upper bound also exists.

Rigid joints are frequently assumed in analysis, however, so no upper

bound on k is imposed herein. In addition no lower bound is imposed

since it seems highly unlikely that the minimum connection rigidities

stated above will be breached by earthquake resistant structures.

This completes the specification of the option sets. The next

item to be addressed is the decision motivator.
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5. DECISION MOTIVATOR

As noted previously the decision motivator used in this study

is lifetime cost (LC) including both the construction and maintenance

cycles of the building structure. The costs which are to be modeled

for inclusion in this motivator are restricted to those which are

strongly dependent on the design vector. This vector, which has been

referred to only figuratively up to this point, can now be clearly

identified. It is composed of the moments of inertia and plastic

section moduli· of each of the beams and columns in the building frame

along with the beam-column connection stiffnesses of this frame. The

cost models developed in this section are constructed on the basis of

the components within this design vector so that with each vector

there is associated a unique LC.

The discussion of this section has been broken into two parts,

one dealing with construction costs and the other with maintenance

costs.

5.1 Construction Costs

The design vector dependent construction costs were identified

in section 2.1. The following development is subdivided according to

the categories given in that section: (i) structural member costs,

(ii) connection costs, (iii) the cost of field painting, and (iv) the

cost of overhead and profit.

S.1.l Structural Members

There are generally three types of charges assessed on wide

flange sections as purchased from a rolling mill [7]: (i) a base price

which is levied on the weight of steel purchased, (ii) a size extra
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charge based on the shape of the. purchased members, and (iii) a quantity

extra charge assessed on the amount of material procured. Since each of

these charges is based on a different aspect of the sections purchased,

separate cost models are needed. Thus, in the subsequent discussion each

charge is dealt with individually wi.th cost models developed accordingly.

The. first item listed above is the base charge which as noted is

assessed on the basis of the weight of steel purchased. If CSM is the

price of the steel of which the members are composed then the cost of a

single member is CSM AL Y where A and L are member area and length with

y the. density of steel. The total cost of steel for all the wide flange

members in a frame would, thus, be

Total Cost = CSM y L A.t.
1 1

where the summation is over all the members in the frame with the sub-

script i signifying individual member properties. Note CSM is typically

quoted in dollars per cwt (loa Ibs).

The. size. extra charge is assessed on the basis of the cross sec­

tional configuration (size) of a member and is also cited in dollars per

cwt. 1\ representative list [7] of size extra charges 'for wide. flange

sections is given in Fig. 13.. In order to model this charge a relation­

ship between the costs quoted in Fig. 13 and the descriptive variables

of the associated members must be developed. Of the various combinations

available the correlation between member area and size extra charge

appears to be as good as any. A plot of this combination for the

sections of interest is given in Fig. 14. As can be seen the correla-

tion is not outstanding. However, a rough trend in size extra charge

as a function of member area is clearly perceivable. It is equally

clear that a model of this trend is all that is possible here since
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it is obvious that a continuous function cannot capture an accurate

representation of the points plotted in Fig. 14. The curve in the

figure represents a least squares fitted power function given by

0.916 A-
0

• 2l • Thus, the size extra charge for a single member is

0.916 A-
0

•
2l

AL Y = 0.916 AO•79 L y. The total amount for an entire

frame is therefore

Total Cost = 0.916 Y L A~·79 L .•
~ ~

(5.2)

The final assessment on wide flange members is the quantity extra

charge. This levy is determined by the weight of the total amount of

an individual section type procured at one time for one mode of ship-

ment to one destination. A sample quantity extra charge schedule (7]

is given in Fig. 15. As can be seen ~his charge is inversely pro-

portional to the weight of steel purchased. For wide flange members

used in multistory buildings this charge is generally avoided since

a significant amount of member duplication is typical in these types

of structures. Hence, this charge is not accounted for in this study.

While transportation costs are not strictly a part of the

member cost, because they are generally based on member weight they

will be accommodated here. Let CTS be the cost of transporting steel

in dollars per cwt. Then this charge is best accounted for by simply

adding it on to the cost of steel. Thus, C~M = CSM + CTS where C~M

is a modified price of steel for the members.

5.1.2 Connections

There are two costs associated with the installation of welded

plate beam-column connections. First, there is the cost of the steel

in the plates and, second, there is the cost of welding the plates.

There are numerous qualifications which must be made in order to
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develop these costs; hence, the resultant models are of limited

applicability. Connection costs are small in comparison to the price

of the overall frame however; thus, the models developed here are

probably adequate for the purposes of this study.

Let CSC represent the cost of the steel from which the connec-

tion plates have been fashioned. Then the cost for each connection

is given by CSC A~y C2L~ + ~ + L~) where ~ and L~ are the lengths

of top plate and bottom plate which are welded to the beam. Since A~

and L~ have already been developed in section 4, it remains to specify

L~ and L~. To this end assume that the four primary legs of the

fillet weld shown on the top plate in Fig. 10 are equal in length and

that the short weld sections on the end of the plate are negligible,

then ~ = ~/4 where tw is the length of weld required to develop

the plastic moment of the connection. From Fig. 9 it can be seen that

the bottom plate is welded only along the outside edges of the bottom

flange of the beam, hence, ~ = 2w/2.

To compute ~w the electrode used to form the weld and the

fillet weld size must be specified. Since A514 steel is anticipated

as a plate material the luxury of EIIO electrode is assumed along

with a 3/8 in. fillet. This produces a fillet weld strength of

4.04 Z/d since A36 steel isThus, t w = Mpb/8.9

being used for the beams. Using this and the equations developed

8.9 kips/in [20J.

in sections 3 and 4 results in a cost estimate of 0.36 CSC Y z2

[(10800/k) + 0.6 CZ/I)2] for plate steel per connection where a

modulus of elasticity of 30Cl0
3

} ksi is assumed for structural steel.

This cost has to be doubled, since there are two connections with

each beam, and summed over all beam members to obtain a total cost
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for the connection plate steel of

2 2
Total Cost = 0.72 CSC Y ~ Zi [(10800/k

i
) + 0.6 (Zi/Ii) ].

beams
(5.3)

Transportation costs are treated as they were for structural

members and simply added into the cost of steel with C~C = CSC + CTS •

Welding costs originate from a variety of sources including

labor, overhead, electricity and down time in addition to the cost of

electrodes. Rather than model each of these sources individually it is

more expedient to lump them together and quote welding charges in terms

of dollars per pound of metal deposited. A welding cost schedule

constructed on this basis is given in [7] with charges estimated in

terms of electrode size. Thus, to compute the welding cost for a

particular connection the amount of weld metal which must be deposited

to complete the weld has to be established. This computation logically

falls into two parts, one for the butt weld at the plate-column inter-

face and one for the fillet weld along the plate-beam interface.

For the butt welds assume there is a 3/16 in. root gap

between the end of the plates and the column and that the plates have

been leveled to 450 • For the top plate assume square stock so that

the plate thickness is~. Then the volume of metal contained in

the butt weld for the top plate is A~(3/16 + ~/2). For the bottom

plate assume a 10 in. width to insure overhang beyond the beam flange,

then the volume of metal in the butt weld for the bottom plate is

A~(3/16 + A~/20). The cost of the butt welds for the two connections

per beam is thus C
SW

y A~(0.75 + 0.1 A~ + ~) where Csw is the

cost per pound of weld metal in place.

To compute the cost of the fillet welds assume they are built

up 10% over specification for safety [23]. Then the cost of the
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fillet welds per beam is 2.42 C
SW

Y t
2

2w where t is the specified

weld size.

Summing up the welding costs over the entire structure and

substituting in the appropriate equations from this and previous

-sections results in a total welding cost estimate of

Total Cost
z~
~

= Csw y r I
ibeams

2
Z.

(0.73 + 0.0026 I~ +
~

0.064
z.
~

-0 5) •
I ..
~

(5.4)

5.1.3 Structural Painting

Structural paint is typically applied in two coats using a

spray gun. Sometimes paint is applied by hand if local codes prohibit

the use of spray. Obviously the painting costs depend strongly on

which method is utilized. Spray gun application is assumed here.

The cost of painting depends on two items, the cost of labor

and the cost of paint. A labor cost is obtained by dividing the pre-

vailing labor rate ($/hr) by the rate at which the paint can be spread

(in2/hr) to obtain labor cost, CpL ' in dollars per square inch. An

estimate of the cost of paint is arrived at by dividing the price of

paint ($/gal) by the spread rate (in2/gal) and multiplying by the

number of coats to obtain a cost of paint, Cp ' in dollars per square

inch. The complete cost of painting is thus given by CpT = Cp + CpL

and has the dimensions of dollars per square inch.

To compute the area which must be covered assume that the

surface area of wide flange members is given by (4w + 2d)L. The total

painting cost for the structure is therefore

Total Cost = CpT L (4w. + 2d.)L .•
~ ~ ~

(5.5)
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5.1.4 Miscellaneous

If equations (5.1) through (5.5) are added together then what is

obtained is essentially an estimate of the construction cost of the

structural frame. The frame typically represents about 10-15% of the

overall project cost. Assessed on top of this are overhead and profit

rates. These are usually charged as a percentage of the overall pro­

ject cost and thus can be represented as multiplicative constants.

Overhead and profit each run somewhere in the neighborhood of 5-15%

of the project cost.

5.2 Damage Costs

The modeling of damage costs due to earthquake overload is a

particularly difficult task. The principal source of difficulty lies

in the stochastic nature of earthquake loading. Two different earth­

quakes of equal magnitude can produce strikingly different results in

terms of building damage. Loading is not the only source of diffi­

culty, however. At present there exists an enormous diversity in

construction materials, design practices and erection procedures utilized

by the building industry. All of these industrial variations cannot be

assimilated into a damage model of usable proportions. Hence, a

significant amount of aggregating of somewhat dissimilar situations

must be tolerated. The unavoidable outcome is additional uncertainty.

The difficulty of the damage modeling problem is further

aggravated by an absence of data upon which to base any development.

That data which does exist is not particularly reliable nor is it

sufficiently detailed. It is unreliable because uniform procedures

for assessing damage were not used in obtaining it. Available informa­

tion is generally based on building owner reports on the cost of
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restoration. There is, however, a variety of repair options available

to every owner. Thus, identical damage undoubtedly results in com­

pletely different repair costs. In addition, building owners are

reluctant to divulge detailed information on damage repair for fear

of adverse public reaction. Frequently, of course, detailed information

does not even exist. Regardless of the source, however, data scatter

is the end result.

Clearly the most expedient means of representing and modeling

earthquake damage is via a probabilistic format. Several attempts at

developing a statistical representation of earthquake damage have been

made [26, 27, 28]. These procedures are very useful in making overall

assessments of the damage potential for a particular geographical

region or general structural type. They are, thus, helpful in site

and structural type selection and for insurance assessments. As far

as discerning moderately fine shades of difference between similar

structures, however, they are not so helpful. For this purpose a

deterministic approach is necessary wherein the cost of damage is

modeled on the basis of specific structural response quantities rather

than general structural properties and site conditions.

The difficulties in modeling damage costs noted above become

especially acute when a deterministic format is adopted. Some accommo­

dations are possible, however. For example, with regard to the

earthquake loading, a detailed examination of the site geology and its

fault system could produce likely locations, intensities, durations,

etc. of any potential ground shaking and thus substantially reduce the

uncertainty involved in this aspect of damage assessment. In

addition, if local soil conditions are incorporated [13] in the design
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process a further reduction of uncertainty is achievable. As far as

the variability in materials, design and construction practice is

concerned some reduction seems possible via the development of a

stable of damage models to accommodate the different possibilities.

This requires the availability of a substantial body of detailed infor­

mation on damage costs in actual structures. As noted above this

information simply does not exist in the requisite quantity, quality

or detail. Nevertheless, some effort has been directed towards this

approach [29]. The developed damage models are understandably

speculative in nature and largely unsubstantiated; they do appear to

represent the best that is presently available, however.

Since a deterministic approach is used herein it is assumed

that the earthquake loading is handled in a fashion somewhat similar

to that given in the preceding paragraph with the building site com­

posed of bedrock (or very firm soil). Rather than adopt the damage

models of [29], however, simpler relationships which are more in keeping

with existing data are utilized in the sequel.

The following discussion is subdivided according to the nature

of the cost which is to be modeled, including structural and non­

structural damage and down-time costs. In the final subsection the

procedures involved in incorporating these models into an estimated

LC due to earthquake overload are examined.

5.2.1 Structural Damage

One of the main difficulties encountered in modeling structural

damage is defining it. Aside from [30] there appears to be little

industrial guidance in this regard. Nor is there much indication on

how structural damage has been assessed in the past. Logically there
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would seem to be two possible approaches to this important question.

In the first approach structural damage would be defined as the amount

of repair required for minimal restoration of a structure in order to

insure its future adequacy. The second approach would be to define

structural damage on the basis of a return of the structure to its

original condition. What is actually done in reality, however, appears

to be cosmetic in approach and a cross between the above two definitions

of damage. Cosmetic repair is based on physical appearance (if it looks

alright forget it) and location. Thus, if a damaged member is open to

public display it is returned to its original condition, whereas if

it is unseen it is repaired only if the assurance of structural

adequacy requires it and then repaired only to the extent necessary.

Note also that damaged structures in general have not been analyzed

to determine which repairs are necessary or if contemplated repairs are

adequate.

Clearly if present practice in structural damage repair is to

be modeled, a very complex formulation is necessary. For steel

framed buildings, however, structural damage is typically very light,

to the point of being negligible, and probably does not warrant

complex modeling. This conclusion is reinforced by the fact that

supporting data is scant. Hence, for this effort simple modeling is

embraced, based on the assumption that the structure is to be returned

to its original condition.

The next aspect of damage modeling which requires attention is

the selection of an appropriate measure for assessing structural

damage. Inelastic energy absorption has been suggested as a possi­

bility [29]. For wide flange members in moment resistant frames,
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however, the primary consequence of overloading is a loss in ductility.

Hence, repair would involve restoration of the ductility of the

structural members. The cost of damage would thus be proportional to

the ductility demands made on the structure for a particular loading.

Adopting this approach a simple damage model is developed in the

following discussion.

Let ~ be the ductility ratio for a member, which as noted in

section 2.2 is given by

= { <P/cfJ , for cfJ > <I>p - p

1 , for cfJ < cfJp

where <p is the member end rotation and cfJ is the rotation at the
p

attainment of the plastic moment (see Fig. 5). Then the amount of

ductility which must be restored is~-l. If it is assumed that the cost

of repair is directly proportional to the restored ductility, then

this cost is represented as c (~-l) where c is a constant of pro-
o 0

portionality. Let p signify the cost of repair should the entire

ductile capacity have to be restored, i.e., p = c (~-l), whereo c

~ = <I> /<1>. Define now the structural damage ratio, DS ' as the cost
cup

of repair divided by p, then

c (~-l)
o

p
=

c (~-l)
o

c (~-l)
o c

= ~-l

~ -1
c

(5.6)

In terms of the damage ratio the cost of repair is given by p Os' If

it is assumed that there exist two potential plastic hinge points per

member then the member damage cost is given by

Member Damage Cost (5.7)
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where the superscripts specify the associated hinge point. This relation-

ship holds for both beams and columns and must be summed over all

members to obtain a complete estimate of structural damage.

Loss of ductility is not the only type of damage which a

structure can suffer. A significant amount of detailing damage also

occurs [29]. As a first order approximation this type of damage can be

assumed proportional to ductility loss and thus simply incorporated

into p.

It should be noted that the above development corresponds roughly

to the inelastic energy absorption approach. To see this, observe that

the inelastic energy dissipated at a hinge point can be computed

approximately by [31]

where u is the energy dissipated. Thus, the dissipative energy

capacity is u = M ¢ (~-l). If the cost of damage is assumed to be
c p p c

directly proportional to the inelastic energy dissipated then the

damage ratio is computed as

=
]1-1
]1 -1

c

where c
l

is a proportionality constant. This result is seen to be

identical to that obtained using ductility loss as the damage measure.

The ensuing development would thus be the same and result in a member

damage cost as given above.

According to equations (5.6) and (5.7) the ductility demands

and ductile capacity must be known in order to compute structural

damage costs. As noted in section 2.3 the ductility demands can be
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computed from linear analysis using the ductility factor method. As far

as the ductile capacity is concerned references [24, 3lJ contain

excellent discussions of this important quantity.

5.2.2 Non-Structural Damage

Included in this category is damage to items such as interior

and exterior walls, partitions, glazing, ceilings, plumbing, lighting

fixtures, HVAC, stairs and elevator equipment. Taken collectively

the cost of damage for these items is much more significant than

structural damage in steel framed buildings. From the above list the

principal contributions are from interior drywalls, glazing and

masonry if present.

As was the case for structural damage there appears to be no

consistent procedure presently available for the assessment of non­

structural damage. Here again the cosmetic approach seems to be in

vogue as far as owner assessment is concerned. This approach is, of

course, quite acceptable for non-structural damage, albeit hard to

model.

The selection of an appropriate measure for non-structural

damage is simple. There is a clear consensus among investigators that

story drift is the best indicator of this type of damage. Story drift

represents the difference between the translational displacements of

adjacent stories.

The simplest approach to modeling non-structural damage is to

lump all the various contributions together and attempt to represent

them collectively as a function of story drift. Not only is this the

simplest approach it is also the only one for which sufficient data are

available to aid in the development.



45

One attempt at such a development is given in [29]. The data

used there are plotted in Fig. 16. As can be seen no clear correlation

is present. Two things should be noted here: (i) the data are plotted

on the basis of percent of construction cost rather th~ by damage

ratio, and (ii) the collection of points located at the top of the

figure represents only motels, whereas the lower group of data repre­

sents other types of structures. Presentation of this information in

terms of damage ratio could thus result in a significant realignment.

In order to readjust the data in this manner the percent total damage

at each point must be divided by the percent of construction cost of

the damaged items involved. The most significant contributions to the

damage costs given in Fig. 16 are from drywall partitions and glass

[32]. Hence, for each data point the percent of construction cost that

these two items represent must be ascertained. Since this information

is not available [29, 32] it must be determined indirectly.

To obtain approximate values for these quantities a survey of

construction costs for recently completed buildings was conducted [33].

Only buildings of four stories or greater were included. The buildings

were separated into two types: (i) buildings for which a high interior

wall density would normally be expected, e.g., hotels, motels, hospitals,

apartments, etc., and (ii) buildings in which a moderate interior wall

density would be most likely, which in this survey ended up being com­

posed almost completely of office buildings. Low interior wall density

structures such as retail stores, manufacturing plants and industrial

buildings were not included in the compilation. The results of the

survey indicate that for the high wall density buildings the combined

cost of drywalls and glass amounts to 10.24% of the total construction
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cost whereas in the office buildings this value is 6.29%.

Using the above values along with the data of Fig. 16, the

revised non-structural damage chart of Fig. 17 is obtained. The

damage ratio here is the cost of damage divided by the cost of con­

struction of the items in question. As can be seen a fairly clear

correlation emerges. A least squares fit which is forced through the

origin results in the solid line given in Fig. 17.

Using the relationship given in Fig. 17 to compute the non­

structural damage ratio, ON' the cost of damage per story can be

developed. Let f represent the value of glass and drywall partitions

for a particular floor and d
f

represent the estimated maximum non­

structural damage costs for the same floor, then d
f

= f D
N

• The

complete estimate of non-structural damage is obtained by adding

together all the floor values.

5.2.3 Down-Time Costs

Damage repairs frequently require closing off sizable portions

of a building to normal use. The functions performed in these parts

of the building are either relocated or shut down temporarily. In

either case what results is a loss of revenue, referred to here as down­

time or inconvenience costs. Modeling this type of cost is made diffi­

cult by the fact that, as in the case of non-structural damage, what is

done in this regard is highly dependent on the building owner and what

he is willing to do. Again little data are available to aid in model

development. This being the case, simple modeling is all that is

warranted. As a first order approximation it is assumed here that

revenue losses are directly proportional to damage costs.
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To get a rough idea of what range of inconvenience costs can

result, the data of [34] were examined in terms of the ratio of incon-

venience cost to total damage cost. This examination revealed considerable

scatter with reported down-time costs ranging from 0% to 300% of the total

damage costs. The main body of data, however, varied only between 0% and

30% with a preponderance of 0% data points. Obviously in order to make

an estimate of this type of cost some assessment of the susceptibility

of a building to inconvenience costs must be made along with a review

of the previous practices of the building owner.

5.2.4 Lifetime Cost Estimate

The damage cost models developed in the preceding subsections are

deterministic in format and apply only to individual earthquakes. Hence,

to develop a lifetime cost an expected earthquake profile must be

identified, the damage cost for each earthquake in the profile computed

and the resultant costs summed over all expected earthquakes. The

next item of business then is the establishment of an expected earth-

quake profile for the particular site and planned service life of the

building being designed.

The frequency of occurrence of earthquakes is reasonably well

described by an equation of the form [35]

A N
o

n =-B-
-M/Be (5.8)

where ndM is the number of shocks with magnitudes between M and M + dM

in area A, N is a measure of the average seismicity of a region and
o

represents the annual number of shocks per unit area, B is a distri-

bution parameter describing seismic severity and M is the Richter

magnitude. For the highly seismic region of southern California these
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parameters assume the values N = 1.7/mi
2

and B = 0.48 based on the
o

29-year period, 1934-1963. It is generally assumed that the number of

earthquakes drops off from that predicted by equation (5.8) at the

higher magnitudes and eventually goes to zero. For southern California

the zero value, i.e., the upper bound, is typically taken as M =8.5,

[35] •

To develop a similar equation in terms of ground acceleration,

assume an earthquake intensity attenuation profile as given in Fig. 18.

Using this profile affected area curves in terms of ground acceleration

can be developed and are given in Fig. 19 [36, 37]. From the curves

of Fig. 19 a table of covered area versus ground acceleration is

developed as shown in Fig. 20. The values in this table represent the

estimated amount of area over which the specified ranges of ground

acceleration will exist during earthquakes of the given magnitude.

Assuming a fixed fault direction, substitution of these areas into

equation (5.8) yields an estimate of the number of ground motions which

can be expected within the specified range of ground acceleration due

to earthquakes of the given Richter magnitude. A table of such numbers

based on the southern California values for Nand B is given in Fig.
o

21. Note that the table is given in terms of gravitational accelera-

tion, g. Thus, the mean values in this table represent the expected

number of earthquakes per one hundreth of g, times one hundred. A

least squares curve fit to these mean values results in

n = 3.44 e-15.25a (5.9)

where a is the ground acceleration divided by g and nda is the number

of earthquakes with ground acceleration between a and a + da. These
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values are per annum and thus must be multiplied by the structure's

life expectancy in order to obtain a life estimate. The curve of

equation (5.9) is assumed to drop off at the higher ground accelera­

tions in a manner similar to that assumed for equation (5.8). The

exact shape of the drop-off is not important; it is sufficient to

recognize that the drop-off is sharp and goes to zero at a = 0.5.

Equation (5.9) in conjunction with a service life estimate represents

the required earthquake profile.

To obtain an estimate of the damage costs for a building the

expected damage versus ground acceleration must first be computed

using the damage models developed in the previous subsections. These

quantities are then multiplied by the expected number of earthquakes

at each value of ground acceleration to obtain a curve which represents

the lifetime damage costs versus ground acceleration. The area under

this curve yields the estimated total lifetime damage costs for a

particular building.

As an example of such a computation consider the one story

optimal frame of [38J. This frame is 150 inches tall and 300 inches

wide with beam and column moments of inertia of 223 in4 and 235 in4

respectively. The beams carries 40 kips of distributed dead/live load.

From [39J the lateral stiffness of this frame is 28200 kips per inch

with a natural frequency of 2.62 Hertz. Assuming 5% of critical

damping in the Newmark-Hall procedure results in a story drift of

o = 3.7a where 0 is in inches. Using this in the non-structural damage

model of section 5.2.2 with an assumed glass and drywall cost of 10%

of the construction cost and employing equation (5.9) with a 50-year

service life yields an expected lifetime damage profile of
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d
t

= 4540 a e-15.25a (5.10)

wher~ dt is the total expected damage versus ground acceleration.

Structural damage costs can also be computed but for this case were

found to be negligible. A plot of equation (5.10) is presented in

Fig. 22. As can be seen most of the structural damage results from

ground accelerations of less than 25% g with the peak in the curve

occurring at 6.56% g. The area under this curve is easily computed

from equation (5.10), in the general case, however, numerical inte-

gration is necessary. Using the trapezoidal rule exact integration

points for the curve of Fig. 22 are a. = Or 0.065, 0.294, 0.5. While
1

these values are exact only for the one story structure discussed here

they should yield reasonably good results for mUltistory buildings as

well since, roughly speaking, a multistory frame is simply several

one story frames placed on top of one another. More will be said

on this later.

This completes the specification of the decision motivator.

The motivator is composed of the expected damage costs for a building,

as represented in Fig. 22, plus the construction cost as developed in

section 5.1. This motivator is a function only of the descriptive

variables for the option sets, i.e., the design vector. It remains

now to develop an option search mechanism. To guide the development

of such a mechanism a close examination of the problem at hand is

appropriate. This is the subject of the next two sections.
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6. SYSTEM CONSTRAINTS

In order to conduct a detailed examination of the design problem

at hand an explicit formulation of the system constraints discussed in

section 2 0 2 must be presented. For the purpose of this exposition it is

not necessary that these constraints be formulated exactly as they appear

in standard practice but rather that they represent only good approxima­

tions. To this end all of the internal force constraints are constructed

in terms of moments rather than stresses as typically done in practice.

Thus, internal force limits are based on member plastic moment rather than

yield stress. In the case of beam members the constraint functions which

result from the moment and stress approaches are virtually identical, as

will be shown; differences occur only when dealing with columns. The

important advantage of using the moment approach is that it facilitates

construction of the constraints on a unified basis resulting in a reduc­

tion in handling complexity. It should be noted that this approach is

not without precedent and corresponds to the ultimate-strength design

procedure used for reinforced-concrete frames [20).

The discussion which follows is broken into two subsections, the

first dealing with static load constraints and the second with dynamic

load constraints. In both sections an attempt is made to prioritize

constraints according to their importance in the design process. Those

design limitations, which could possibly playa major role in design

selection, are referred to as primary constraints and those which are

not expected to participate are labeled as secondary constraints. The

intent here is to accomodate only primary constraints in the actual

design process with a check of secondary constraints made only upon
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final design se1ectiono This approach appears to have promising poten-

tial in making a significant reduction in the cost of completing a

design selection effort [38]0

6.1 static Loading Constraints

Static loads are placed on the structure in order to simulate nor-

mal operating conditions. The design limitations imposed under these

circumstances are to insure adequate performance of the system in its

day-to-day use. The essential limitations in this regard are member

force restrictions, beam deflection constraints and sidesway stability

requirements. Each of these items is discussed in turn in the following.

Internal member force constraints are imposed to insure that yield

stress limits are not exceeded, so that permanent distortion of the

building frame is avoided. These constraints are thus imposed on the

maximum stresses or moments within each member.

For beam members there are three possible locations where the maxi-

mum moment could occur, at either end of the beam or in the middle.

Since the structures considered here are symmetric and the loading is

symmetric the beam end values are identical, hence, only one end, the

left end herein and the middle need be monitored.

Recalling from section 2.3 that the static analysis is to be done

in two parts, the moment constraint for the left end of the beams is

where M is the left end-moment from the matrix structural analysis,

- WL2/l2 is the left end-moment from the fixed-end analysis, w is the

distributed loading, L is the beam length, and c is a reduction co-

efficient. The absolute value in this expression produces a discontin-

uous derivative which frequently leads to difficulties in many automated
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design schemes. In order to eliminate the absolute value two constraints

are adopted in place of the one above:

M -

- M +

or

2
w L /12 < c M

- P
2w L /12 < c M

- P
For the middle of the beams the moment constraint is

(6~1)

(6.2)

and

2
- M - w L /24

< C M
P

< c M
P

(6.3)

2
where again M is the matrix moment at the left end and wL /24 the value

of the moment at the middle of the beam corresponding to the fixed-end

solution.

With regard to the order of these constraints it is expected that

o < M
2

< wL /12 where the bounds on M represent rigid joint and pinned

joint conditions respectively. If this is the case then (6.2) and (6.3)

represent primary constraints and (6.1) and (6.4) secondary. Because of

earthquake requirements it is further expected that M < WL
2/48 (ie., nearly

fully rig~d joints). Under this condition (6.2) is the only primary

constraint with (6.3) joining the ranks of secondary constraints.

In order to develop a feel for what the reduction coefficient c should

be, let ~ represent the sum of the matrix and fixed-end solutions, then

the above constraints can be represented in the form ~_ < eM. Now recall.T-p

from section 3 that Z = 1013S, so that

M < C M = 1013 c cr S,
T - P Y

where cr is the yield stress. Thus
y
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M Is < 1.13 c a
T - Y

which is the usual yield stress condition. For properly braced compact

sections AISC allows 0.66 a as the upper bound in (6.5), hence
y

1.13 c = 0.66
...

or c 0.6

For columns there are two potential sites for occurrence of

maximum moment, at either the top or bottom of the column. Since the

structure and loading are symmetric, only one column per story need be

monitored. At the top of the column

M < c M
P

and

- M < c M
P

the moment constraint is IMl < cM
p

(6.6)

(6.7)

or

where M is the top-moment. An identical set of limitations prevail at

the bottom end of the column, where M is the bottom end-moment.

As far as order is concerned both the top and bottom end-moments

are expected to be positive under the standard matrix displacement

method of moment labeling (see [38]). Hence, only the two constraints

resulting from (6.6) are primary with the two constraints from (6.7)

secondary.

For columns the plastic moment must be modified to reflect any

axial loading. AISC suggests

M
P

=
, for

, for

PIP < 0.15y-

PIP > 0.15
y

(6.8)

where P is the axial load and P = a A is the yield load. Because of
y ¥

this modification the moment constraints (6.6) and (6.7) do not coincide

with the usual stress constraints. They are close, however.

To insure that human discomfort does not result through

"soft-floors" or that damage does not occur because of excessive sagging,
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limitations are generally placed on the vertical displacement of the

center of beams. AISC recommends an allowable displacement of 1/360 of

the beam length for live loading. The displacement constraint is thus

given by

L2 WL2 M L
( +) <

EI 384 8 - 360
(6.9)

where w is the distributed live load and M is the matrix solution for

this load at the left end of the beam. For typical values of the various

parameters it seems very likely that this constraint is secondary

to (6.3).

The final item to consider under static loading is the lateral

stability of each of the stories, commonly referred to as sidesway

stability. It has been shown that sidesway stability can be treated with

reasonable accuracy using standard column buckling equations [20]. Hence,

sidesway constraints can be expressed as

p < c p
cr

(6.10)

where P is the column buckling load. This load is usually computed
cr

from the Column Research Council formula:

P =
cr

1T
2

E A

KL/r )2

cr
P [1 - Y

Y 4 '11"2 E

, for KL/r ~ 128.25

K L )2 ], for KL/r < 128.25
r

where K is an effective length coefficient. The effective length

coefficient is normally found via a nomographic representation of the

solution of the equation

G
A

G
B

( 'II"/K )2 - 36

6 ( GA + GB )
=

1T/K

tan (1T/K)
(6.11)
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The subscripts A and B in this equation refer to the joints at the two

ends of the column being considered. For fully rigid joints G is defined

as
I/L )C

G = -----...;;.

L: I/L)B
(6.12)

where the subscript C signifies summation over all the columns entering

a joint and the subscript B indicates summation over all the beams

entering the joint. For joints with semirigid beam-column connections

an effective beam stiffness must be used in (6.12), it is given by [19]

where

I )
L Beff

I 3
L [ 4( LA /L ) - ( L/L

A
) ]

LA = L + 3 ( EI/k )

and k is the connection stiffness.

Computer implementation of equation (6.11) is probably best

accomplished via a root finding procedure. For example use of Newton's

method on the equation

where

f (TI"/K) =
G

A
G

B
( ~/K )2 - 36

6 ( G
A

+ G
B

)

~/K

tan (~/K)

o

G
A

G
B

( ~/K )
f" (~/K) = ~--..;;;~--- +

3 ( G
A

+ G
B

)

( ~/K ) sec2(~/K) - tan(~/K)

tan2 (~/K)

results in the iterative relationship

(~/K). 1 = (~/K). - f(~/K). / f"(~/K).
~+ ~ ~ ~

In most practical situations neither G
A

nor G
B

will be less than one,

in which case (~/K)O = 2.42 makes an excellant initial point.

To establish a value for c in equation (6.10) note that AISC

suggests a factor of safety of approximately 1.67 for very short



57

columns, corresponding to a c of 0.6, whereas for slender columns AISC

calls for a factor of safety of 1.92, which gives c = 0.52.

Because of the lateral strength requirements of earthquake resis­

tant frames it is strongly expected that the above sidesway stability

requirements constitute secondary constraints [38] and will thus not play

a prominent role in the design process.

6.2 Dynamic Loading Constrain~s

Recall from section 2.2 that the dynamic characteristics of a

structure are to be constrained on the basis of dual design criteria.

These criteria are stated as:

(i) the structure should respond elasticallY to a moderate earth­

quake of an intensity reasonably anticipated within its lifetime

(ii}·during a maximum credible earthquake the structure may yield

significantly but must avoid collapse.

The first item of business then is the selection of two ground motions,

referred to herein as design earthquakes, which are representative of the

above conditions. Design earthquakes are typically chosen on the basis

of their probability of occurrence [11, 13]. A sample probability of

occurrence curve is shown in Figure 23. This curve was generated on the

basis of a 50 year life expectancy for a southern California site using

the affected area curves of Figure· 19. ·__Theprocedw::e~for::;cQnstructiJ:3:g such

curves is outlined in [36]. The plot in Figure 23 represents the proba­

bility that an earthquake of given ground acceleration or greater will

occur at least once during a 50 year period. Moderate earthquakes

(criterion (i» are typically selected on the basis of a 50-80% proba­

bility of occurrence whereas strong earthquakes (criterion (ii» are

picked to have a 5-10% probability of occurrence, both for a life
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expectancy of roughly 50~70 years.

Use of the above procedure results in the selection of two peak

ground acceleration values reflecting moderate and strong earthquakes.

As noted in section 2.3 specification of peak ground acceleration is suf-

ficient to completely characterize a particular ground motion for the

purposes of linear elastic analysis. Selection of a structural damping

value facilitates the construction of structural response spectra for

use in a mode superposition approach to dynamic analysis. Hence, the

peak ground acceleration values chosen via the probability of occurrence

curves represent the required design earthquakes.

Normally in the specification of dynamic system constraints dead/

live load effects on the beams are accomodated in addition to the earth-

quake loading results. This is the format followed here. Since the

analysis is done in three parts, namely a dynamic analysis and a two-

part static analysis, the constraints are written in similar fashion.

Frequently a reduction of the live load from that specified for the static

operating constraints is allowed in the earthquake analysis. such will

not be the case here. The dead/live load stipulated for the operating

constraints is employed for the dynamic constraints as well.

For a moderate earthquake the structure is to respond elastically,

hence, the maximum member moments throughout must be less than each cor-

responding member yield moment, M. For a beam there are three potential
y

locations where the maximum moment could occur: at either end of the

beam or some point in the middle [38]. Since the dynamic loading is anti-

SYmmetric and the structure SYmmetric the dynamic moments are equal in

magnitude but opposite in application on the two sides of the structure.

Recall now from section 6.1 that the static moments are equal on the
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two sides of the structure. From these results it is easily shown that

the moment constraints for the two ends of the beams are redundant. Hence,

only the left end is monitored here. One additional point should be men-

tioned. Because the rss procedure is used in generating the dynamic

moments these moments are positive everywhere in the analytical solution.

In reality negative moments are equally likely however, hence, both pos-

sibilities must be accounted for. With this in mind the left end beam

constraints for the moderate earthquake are

1M + Md - WL
2
/l21 < M = c M

s - Y P

and

or

2M + M - wL /12 < c M
s d - P

2
- M - Md + wL /12 .:: c M

s P
2M - M - wL /12 .:: c M

s d P
2

- M + M
d + wL /12 .:: c M

s P

(6.13)

(6.14)

(6.15)

(6.16)

(6.17)

(6.18)

where M has been written in terms of M as shown in (6.13). The
y p

subscript s signifies the static moment matrix solution and the subscript

d the dynamic moment. The possibility of a positive or negative dynamic

moment is handled by specifying the two sets of constraints (6.13) and

(6.14). The first item to note with regard to constraints (6.15) - (6 0 18)

is that because M
d
~ 0 , (6.18) supersedes (6.16) and (6.15) supersedes

(6.17), so that of the four constraints only (6 e 15) and (6.18) are

necessary. In addition, as noted in section 6.1, since 0 < M < WL
2
/12- s-

it can be concluded that (6.18) is a primary constraint and (6.15) is

secondary.

The mid-beam constraint for the moderate earthquake is [38]
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I( WL
2
/24 ) + M + ( 2M~ /WL

2 )I < c M
s p

or

( WL2/24 ) + M + 2M~ /WL
2 < c Ms p

and

2
( 2M~ /WL

2
) < c M- ( wL /24 ) - M -s - p

(6.19)

(6.20)

where the given moments are from the left end of the bearn. Quite clearly

-Md need not be considered here. Since it is expected that M > 0 ,s-

(6.19) is a primary constraint and (6.20) is a secondary constraint.

Indeed, it would appear that (6.20) may not need to be considered at all.

As was shown in [38], (6.19) can be combined with (6.15) to form

the single constraint

c M >
p- (6.21)

Essentially then, only two constraints are needed for each bearn.

The maximum moments in the columns occur at the top end and the

bottom end. Because of the symmetries mentioned previously only one

column per story need be considered. For either end of the column the

moment constraint is

< c M
P

and

< c M
P

or

M
d

+M < c M (6.22)
s- P

- M - M < c M (6.23)
d s- p

- M + M < c M (6.24)
d s- p

Md - M < c M (6.25)
s- p
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where the moments come ~rom the a~propriate column end. Since M
d
~ 0 ,

(6.22) supersedes (6.24) and (6.25) supersedes (6.23). It is expected

that Ms ~ 0 hence (6.22) is primary and (6.25) is secondary. Thus,

there are two primary and two secondary constraints per column.

An appropriate value for the constant c in all of the above

moderate earthquake constraints can be found by noting from equation

(6.13) that c = l/f where f is the member shape factor. For wide

flange sections the largest shape factor is [20] 1.18, hence, a good

value for c is 0.85 •

For the strong earthquake design requirements strong column-weak

girder provisions are invoked. According to the strong column-weak girder

philosophy, inelastic activity should be confined to the beams as much

as possible. In terms of ductility ratio this means that the ductility

demands of each member must be less than some specified allowable,

which for the columns is one or close to one. For this discussion let ~

represent the total maximum moment (i.e., the sum of the static and

dynamic moments) in a particular member. Then by the ductility factor

method discussed in 203 the general form of the major earthquake con-

straints is M
T

/ M < ~ where ~is the allowable ductility. This
p - a a

constraint can be stated alternatively as M < ~ M • As can be seen
-~ - a p

this equation is identical in form to (6.13) - (6.25) with c = ~ •
a

Hence, all of the constraint developments for the moderate earthquake

apply to the strong earthquake with c equal to the allowable ductility

in each member.

With reference to ordering it is clear that the similarity in

the form of the moderate and strong earthquake. constraints will facilitate

categorization of these limitations. It does not appear however that such



62

an ordering is possible a priori. Instead, at least one design analysis

is necessary to assist in establishing such order. Ranking the moderate

and strong earthquake constraints could be made part of the initial

design assessment.
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7. DESIGN SPACE EXAM!NATION

The point has now been reached where an indepth examination of

the design problem outlined in the preceding sections is possible. This

examination will be conducted in the space whose elements are the com-

ponents of the design vector, referred to as the design space. The

intent of this examination is to develop an intuitive feeling for what

the design space looks like in terms of its mathematical description.

It is hoped that a qualitative assessment of the design problem will

provide some insight as to how to best approach the formulation of an

option search procedure.

To facilitate the investigation a four-story structure, illus-

trated in Fig. 24, is selected for detailed analysis. As indicated in

the figure, it is assumed that the frame is repeated at 24 foot intervals

into the plane of the illustration. The particular frame being examined

2 2is the end-frame. For the roof a 100 Ib/ft dead load and a 25 lb/ft

live load is applied, resulting in a 45 kip distributed loading on the

roof beam. The floors sustain a 125 Ib/ft2 dead load and a 75 Ib/ft
2

live load which yields a 72 kip distributed load on each floor beam.

The moderate design earthquake is chosen to have an 80% probability of

occurrence, which Fig. 23 shows to be a 0.12 g peak ground acceleration.

The strong earthquake is selected on the basis of a 5% probability of

occurrence, which through Fig. 23 equates to a 0.35 g peak ground

acceleration. The reduction coefficient for the static loading moment

constraints (see equations (6.1) - (6.7» is 0.6 and for the dynamic

loading (moderate earthquake) moment constraints (see equations (6.13) -

(6.25» is 0.85. The column buckling reduction coefficient (see
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equation (6.10)) is 0.6. A deflection of approximately one inch is

allowed at the center of each beam under live load. Ductility allow­

ables are 6 for the beams, 2 for the first- and fourth-story columns

and 1 for the second- and third-story columns. In an attempt to main­

tain some consistency among prices most construction cost rates are

taken from [7]. The cost of A36 steel is $13/cwt, A514 steel $26/cwt,

and the transportation of steel $0.21/cwt. The cost of welding is

$449.80/cwt of weld metal deposited and the cost of painting $0.lO/ft2 •

The rate of job overhead and profit are each assumed to be 10% of the

construction cost. For the purpose of a damage cost estimate the top

floor is assumed to have a value of $310.82 for the glass and drywall

partitions supported by the end-frame. The other floors are each

assumed to have a value of $233.11 (see appendix for how floor values

are estimated). The down-time cost is computed at 10% of the total

damage cost. Structural damage is not accounted for.

The arrangement of the components of the design vector X is

given in Fig. 24. The moments of inertia of the members are listed

first, followed by the connection stiffnesses with the member plastic

section moduli listed last (in parenthesis).

Clearly, direct graphical illustration of the design space is

not possible due to the large number of components in the design

vector. Hence, a series of two-dimensional design problems is

examined instead. These problems are arranged by selecting two com­

ponents at a time from the design vector and varying them relative to

each other while all other components in the design vector remain fixed.

It is hoped that with a judicious selection of component pairs a

reasonably accurate description of the design space can be presented.
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There are numerous pairs of components of interest. In the following

discussion each pair is taken up in turn and examined in terms of what

is revealed about the design problem in general. The basic design

vector about which the various design variations will revolve is given

by

x = (655, 645, 2322, 627, 1893, 709, 1944, 1020,
9(109), 9(109), 9(109), 9(109), 87, 102, 213,
99, 184, 112, 188, 158)T.

(7.1)

This vector represents the optimal (i.e., minimum LC)design for the

structure of Fig. 24 with system parameters as given above. It repre-

sents an optimal design only with the connection stiffnesses fixed as

given in (7.1). The reason for this will be explained subsequently •

. As mentioned above, the design spaces in the sequel are generated

by varying the members of a component pair in conjunction with one

another while all other components of the design vector remain fixed.

This format will be modified only in the case where one of the components

of a pair is a moment of inertia. Then, in order to keep the design

space within the structural member option set, the associated plastic

section modulus, if it is not the other component of the pair, will be

varied in accordance with the lower bounds in equations (3.3) and (3.4).

The reason design vector (7.1) is optimal only for fixed

connection stiffnesses is best seen by examining the moment of inertia

versus connection stiffness for a representative beam and column.

The first variable pair isolated for examination then is the fourth-

story beam moment of inertia and the fourth-story beam-column connec-

tion stiffness, i.e., Xl and X9• This two-dimensional design space is

shown in Fig. 25. The hatched lines denote system constraints with

the unhatched side of the curves representing usable designs and the
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hatched side unusable designs. Constraint number 2 corresponds to

equation (6.2) for the fourth-story beam, 3 to equation (6.3) and 42

with the moderate earthquake constraint (6.18). As can be seen in the

illustration 42 parallels 2 and thus never participates in the design

process. It is clearly a secondary ,constraint. The cost lines in the

figure portray the decision motivator in terms of the construction cost

of the member (or members) being examined as follows:

Cost =
100 [LC(X) - LC(Xo )]
Member Construction Cost at Optimal

where LC(X) is the lifetime cost as a function of the present design

vector X and XC is the starting design vector (7.1).

As can be seen in the f~gure the decision motivator (cost) is

unbounded with regards to the connection stiffness so that an

infinitely stiff (i.e., fully rigid) connection is called for. Hence,

k = 9(109) is chosen as being close enough for the purpose of this

study. The implication of this result is that semirigid connections

have no place in lateral force resistant frames where the lateral

force is provided by earthquakes in highly seismically active regions:

Note, however, that if earthquake loading is not present then the

motivator is essentially one of least weight with cost lines roughly

parallel to the X9 axis. In this case the optimal design occurs at

the junction of constraint 2 and 3. This solution represents a semi-

rigid connection with an 86% rigidity. Hence, there clearly exists

some range of earthquakes, possibly very small, for which semirigid

connections could prove useful. What values of seismicity would

prevail among these earthquakes is the next logical question, but its

answer is beyond the scope of this investigation.
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To develop further support for the above conclusions the second

story moment of inertia X
6

versus the second story connection stiffness

XII is now examined. This design space is shown in Fig. 26. The

system constraints shown are for the second story column with 57 and

59 corresponding to moderate earthquake inequality (6.22) for the top

and bottom moments of the column. Constraints Sl through S4 correspond

to the strong earthquake inequalities (6.22) and (6.25) for both the

top and bottom ends of the column. Constraints Sl and S3 are clearly

primary with the remainder secondary. Again it can be seen that the

decision motivator is unbounded in the connection stiffness. A similar

examination of all the connections of the structure of Fig. 24 reveals

an identical situation to exist at each. At this point it is clear

that the conclusions of the preceding paragraph are indeed correct and

that only fully rigid connections should be considered in conjunction

with the class of problems being explored here.

Note in passing that the optimal design of Fig. 25 is uncon­

strained whereas in Fig. 26 it is partially constrained. In the design

space of Fig. 26 the optimal lies on the surface of constraint Sl which

is the strong earthquake limitation on ductility demand. More wilL be

said about this later.

In order to determine if suboptimization as discussed in section

3 is feasible the moment of inertia and plastic section modulus of a

representative column and beam should be studied. Thus, the next design

variable pair isolated for examination is the second story column

mcrnent of inertia X6 and plastic section modulus XIS. Fig. 27

illustrates the resultant design space. The unlabeled constraints in

this figure are the option set limits for column sections.
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From the illustration it is clear that the optimal design for this

two-dimensional problem is located at the juncture between system con­

straint 81 and the option set lower bound. Even if 81 were not present

the optimal design would still lie on the lower option set bound. Recall

that this lower bound corresponds to the economy sections as described

in section 3 and represents the reduced option set which results from

suboptimization. Since the optimal solution for the general problem

lies within the sUboptimized option set it would appear that suboptimi­

zation does offer a viable approach to simplifying the class of design

problems addressed here.

To further explore this possibility consider the design space

formed by the fourth story beam moment of inertia and the associated

plastic section modulus. This design space is depicted in Fig. 28.

As before the unlabeled constraints represent the option set bounds,

this time for beams. Here again the optimal design lies on the lower

option set bound, i.e., within the set of economy sections. A check

of all the other members shows that a similar result exists in each.

It is clear from Figs. 27 and 28 that the optimal will always lie on

the lower option set bound regardless of whether the depicted system

constraint functions intervene or not. Hence, suboptimization does

work for the type of problems examined here and should be used to reduce

the design problem complexity. Caution should be used in extending this

conclusion to other situations, however, since it is basically only

applicable in the face of the moment-type constraints which dominate

the problems herein. Should the buckling constraints become prominent

or beam depth restrictions be imposed, this conclusion would not hold

in all cases.
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All of the cost lines in Figs. 27 and 28 which extend beyond the

option set bounds represent extrapolations since the cost models were

developed on the basis of information for points only within these

bounds. As might be expected some interesting results occur in extra­

polation. For example, the cost goes to plus infinity and minus

infinity on either side of a curve running roughly parallel to the

option sets in the upper left-hand portion of both figures (not depicted) •

This strange result occurs as a consequence of the cost of painting

model which is based in part on equation (3.5) and is the cause of the

difficulty. The interesting cost line in the lower right hand portion

of Fig. 28 (Cost = -109) is also a result of the cost of painting

model. It is very apparent that extrapolation is not a good idea and

conclusions based on the extrapolated cost lines of Figs. 27 and 28

should not be made.

In (38] it is shown that an important consideration in developing

an option search procedure is member interdependence. For minimum

weight structures such as those examined in (38] member interdependence

manifests itself through the constraint functions. When employing

a lifetime cost decision motivator, however, the motivator itself also

enters the picture.

To examine member interdependence consider the two-dimensional

design space formed by the third-story column moment of inertia X4

and the second-story beam moment of inertia x5 • The prominent con­

straint functions in this design space are shown in Fig. 29. Con­

straints 10 and 11 correspond to inequalities (6.2) and (6.3); 45, 46,

and 53 to moderate earthquake limits (6.20), (6.18), and (6.22) for

the top end of the column and constraints 77 and 79 to strong earth-
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quake restriction (6.22) for the top and bottom end moments. The

important point to observe in this figure is the general lack of member

interdependence, i.e., the constraint curves are roughly parallel to

their respective member axes. This is in direct contrast to the obser­

vations made in [38] where considerable member interdependence was

found. This conflict is clearly attributable to the fact that in [38]

relatively flexible minimum weight structures were being dealt with

while herein a fairly rigid structure is being examined. Thus, it

appears that member interdependence recedes as frame rigidity increases.

This observation is certainly born out by the appearance of the con­

straint curves in Figs. 25 and 26.

Isoplots of the decision motivator for the preceding design

variable pair are given in Fig. 30. The major feature of these plots

is that the principal directions in the cost surface (eigenvectors of

the Hessian of the cost function) appear to be parallel to the axes.

Hence, very little, if any, member interdependence is manifested via

the decision motivator.

To further pursue this theme the moment of inertia for the fourth

story column X2 ' verus the moment of inertia for the third story

column X4 ' is examined. This comparison is plotted in Fig. 31. Again

it is clear that little member interdependence is introduced via the

system constraints. Also, as before, the principal directions of the

cost surface appear to be parallel to the axes. Note that this result

is also present in Figs. 25 and 26. It is quite apparent then that very

little member interdependence exists at the optimal solution for the

four story problem of Fig. 24. The principal implication of this con­

clusion is that the sizing of the various members can take place nearly
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independently of one another, i.e., the member sizing decisions are

uncoupled. This has major ramifications in selection of an option

search procedure as will be seen in the following section.

Several important results have been developed in this section.

First, fully rigid connections are desirable for structures of the

class considered here. Second, suboptimization is a viable approach to

reducing the number of required design variables. Third, member sizing

decisions are nearly uncoupled. One additional observation should also

be made. Note that the optimal design vector given by (7.1) represents

only a partially constrained solution. That is, only one constraint,

81, is active for 8 design variables (where the plastic section moduli

are regarded as dependent variables and the connection stiffnesses are

fixed). Note further that the completely unconstrained optimal design

lies only slightly below the constraint surface•. This can be clearly

seen in Fig. 26. These facts would suggest that the constrained and

unconstrained optimals may in general lie quite close to one another

within the design space. If true, knowledge of the location of one

optimal could be used to quickly ascertain the location of the other.

This is an interesting idea which could be put to good use if one of

the optimals were easier to find.

As a result of the above conclusions. two refinements are

imposed in the sequel. First, only fully rigid frames are considered.

Second, member option sets are restricted to include only economy

sections. Thus, the design problem originally addressed in section 1

is reduced to one of member sizing using the moments of inertia as

the design variables. The other results of this section are effectively

utilized in establishing the methodology developed in the following section.
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8. OPTION SEARCH ALGORITHM

The primary purpose of the algorithm to be developed in this section

is to complete the member sizing operation in accordance with the restric­

tions and objectives of the design process as presented in the preceding

sections. In its most general setting this design operation would start

with the formulation of an initial design and conclude with the specifi­

cation of the best or optimal design. within this general setting there

are two secondary operations which are frequently of use by themselves

in actual design development. In the first an initial design is avail­

able but is not usable, that is it does not satisfy all the design

requirements. What is necessary in this case is a procedure for developing

a usable design starting from the initial design. The second useful

suboperation assumes an initial design which is usable, but is weak in

terms of material utilization. In this situation a design improvement

procedure is required.

In order to accomplish the objective of the general design problem

as will as provide apparatus to conduct the two suboperations a three

phase algorithm seems most appropriate. In the first phase an initial

design is formulated. The second phase develops usable designs from

unusable designs and the third phase provides for design improvement.

An algorithm based on this three phase approach is given in the appendix o

The techniques used in accomplishing each phase are discussed in turn

in the sequel.

The procedures used for developing an initial design depend primar­

ily upon the purpose for which the initial design is formulated. Insofar

as serving as the initial point in a search for an optimal is concerned
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it would seem that the initial design is best typified as a good, inexpen-

sive estimate of the location of the optimal. The unconstrained optimal

presented in the previous section would seem to be a good candidate for

an initial design. As noted, it appears to be in close proximity to the

constrained optimal. In addition, because the sizing decisions are un-

coupled it should prove to be inexpensive to find. Hence, it is adopted

for this purpose.

The problem of formulating an initial design has thus been reduced

to that of finding an unconstrained optimal design. In problems where

the decision variables are uncoupled from one another, coordinate descent

algorithms can prove to be very effective [40, 42] in this endeavor. Thus,

a variant of such procedures is adopted hereo

Let f represent the cost function, then the essence of the coordi-

nate descent approach is contained in the expression

min f(x)
x.
~

for all i (8.1)

As this expression indicates the unconstrained optimal is sought by

searching in turn in each coordinate direction x. • If there are n com­
~ .

ponents in the design vector, then for an uncoupled cost function, n line

searches are required to find the optimal.

An efficient method for conducting the above line searches is via

curve fittingo For example if the value of the cost function and its

derivative are available at two points along a line then a cubic equation

can be fitted through these points and the minimum of the cubic taken as

an estimate of the solution to equation (8.1). At the very least, this pro-

cedure requires, in addition to the initial design analysis, one new analysis

for each line search. Hence, to find the optimal, n + 1 analyses are
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required. For large structural systems this represents an enormous number

of expensive analyses and is clearly unacceptable.

In order to improve upon this situation a simultaneous coordinate

search procedure is adopted insteado Using this approach searches in all

coordinate directions are still conducted independently of one another.

The only difference is that every new point in each coordinate search is

analysed simultaneously with each new point in all the other coordinate

searches. Thus, instead of the new structure being (x x······l' 2' ,

x. + 11x., ••••••• , x
~ ~ n

as would result from a pure coordinate search it

+ t1x , ••••• ,
2

x + t::.x).
n n

The obvious benefit of

this approach is that coordinate search analyses can be conducted simul-

taneously, thus, hopefully reducing the required numbe~. The primary

detriment is that curve fitting procedures can no longer be used since

the search is no longer taking place along a unique curve.

In the simultaneous search procedure the sign of the directional

derivative is the only useful piece of information available with each

new analysis. Hence, instead of using curve fitting the method of bisec-

tion is employed in each coordinate search. In these directional searches

the method of bisection starts with an interval which contains the minimum.

This interval is then bisected and the directional derivative of f at

this point determinedo The sign of the directional derivative of f indi-

cates in which half of the original interval the minimum is contained.

This half becomes the new interval and the process is repeated. The

procedure is stopped when a sufficiently small interval is obtained. The

number of analyses in this approach is not determined by the size of the

design problem but rather by the size of the initial and final intervals.

Thinking in terms of moment of inertia, if the starting interval is
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new analyses would be required in the search. Since each of these analyses

simultaneously serves all the coordinate searches, approximately five anal-

yses are all that is required to complete the process. This should be com-

pared to a minimum of n + I analyses for a pure coordinate descent method

which, in the example of the four-story building of Figure 24 would amount

to a minimum of nine analyses.

The next portion of the algorithm to be discussed, phase 2, deals

with the generation of usable designs from unusable ones. A design is

unusable when one or more of the system constraints is violatedo Thus,

the task of phase 2 is to adjust the initial design so as to satisfy the

violated constraints. Since the initial design may be the unconstrained

optimal, minimal satisfaction of these violated constraints is desirable.

What phase 2 amounts to then is a search for the surfaces of violated

constraints (as shown in Figures 25-31). Since the constraint functions

display little member interdependence, that is, each is essentially depend-

ent on only one component of the design vector, a coordinate search proce-

dure seems appropriate for phase 2 also. In this case, however, the

searches can be conducted along fixed lines so that curve fitting is feasi-

ble.

Let g represent the vector of constraint functions with components

g. where g. (x) = 0 for each constraint. Then the constraint surfaces are
~ 1

given by g. (x)
1

nonlinear equations. Initially in the search for these roots information

is available at only one point, the initial design. Assuming only func-

tion value and gradient data are supplied at this point, Newton's method

must be employed to obtain the first e~timate of an x which satisfies
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() 0 If Xk ;s k+lg. x =. • the present design and x is the estimated root
~

then Newton's iteration formula is given by

k+l k k ~ k
x

J
' = x. - g.(x )/g.(x)

J ~ ~

where a coordinate search along x. is assumed and g~(xk) = ago (xk)/ax .•
J ~ ~ J

When the constraint function is evaluated at xk+l information at

two points is available. At this juncture the derivative estimated

iteration formula [41] given by

where

k+l
X.

J

k
= x~ __g.;;;;i_(_x_)

J ~ kg. (x )
~

k 2
[g. (x )] k

~ . -~~ ( )
k 3

g. x
2 [g~ (x )]. ~

~

-~~(. k)g.x
~

k k-l k k-l 26[g.(x)-g.(x )]/(x.-x. )
~ ~ J )

~ k ~ k-l k
+ 2 [2g. (x ) + g. (x ) ] / (x. -

~ ~ )

k-l
x. )

J

can be employed. This formula can be re-used on the last two points of

the sequence {x
k

} until a satisfactory estimate of the root is obtained.

This apparatus is essentially what is used as phase 2 in the algorithm in

the appendix with a few additional devices for special situations.

In the case where the initial design is given by the unconstrained

optimal further refinement is called for. Intuitively, it would seem

that the constrained optimal should lie close to the projection of the

unconstrained optimal onto the violated constraint surface. Hence, for

this case several additional steps have been added to the end of phase 2

which adjust the phase 2-determined usable design to the usable design

given by the above projection.

Phase 3 is the design improvement portion of the automated design

algorithm. A relatively simple and seemingly appropriate approach to

this phase is provided by the gradient projection method [40, 42J. In

this procedure the gradient of the cost function, Vf, at the present
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k .
design, x , ~s projected onto the surface of active constraints (a

t . t " kcons ra~n ~s act~ve when g. (x ) = 0). This projected gradient then
~

serves as a direction vector for one iteration in the search for the

optimal.

Let A be a matrix whose columns are composed of the gradients

f h · . k h .o t e act~ve constra~nts at x , t at ~s

k kA = [ 'Vg. (x ) •••••• 'Vg. (x )
~ J

where g. through g. are active constraints and 'Vg. is a column vector.
~ J ~

Then the gradient projection algorithm proceeds roughly as follows:

Assume k is usable, thenx

Step 1. Find the set of active constraints at k and form A.x

2. ( AT A ) -1 AT kStep Compute P = I - A and d = - P'Vf(x ).

Step 3. If d = 0 go to step 5, otherwise find a such that

f(xk + ad) = min { f(x + ad) I a > 0 and x + ad is usable }.

Step 4. Set k+l k + ad; k = k + 1 and go step 10x = x to

Step 5. Compute 8 = - ( AT A )-1 AT'Vf(xk).

8. > 0 for all 8. in 8 then stop, xk is the optimal,
J - J

otherwise go to step 7.

Step 7. Delete the column from A corresponding to the constraint with

the most negative component of 8 and go to step 2.

Refinements are obviously necessary in order to make this algorithm

implementable. For example the "E procedure" of [42] is employed for

computational reasons [38] and to insure convergence [42]. In addition

a means of establishing a in step 3 is required. To this end a cubic

is fit [40] through two points on the line x + ad with the minimum

of this cubic being used to define a . In order to procure an x + ad
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which is usable the constraint location apparatus of phase 2 is employed

as necessary. The stop criterion in the above algorithm is that d = 0 •

In actual implementation this condition is impossible to satisfy and

must be replaced with the more appropriate requirement that d ~ n where

n is a small number.

The foregoing three phases establish the essential body of the

automated design algorithm used herein. A phase 4 is present at the

close of the above design process in order to facilitate use of the

constraint ordering idea discussed in section 6. Throughout the above

three phases only primary constraints are accornodated. Hence, at the

close of the design process a check must be run of all the other system

constraints. This check is conducted in phase 4. If any secondary

constraints are found to be violated then they are added to the primary

constraint list and the algorithm returns to the start of phase 2.

This concludes the discussion of the automated design algorithm

as developed and used herein. Clearly many of the operating details of

this algorithm have been left out of the discussion. More information

is available in the appendix as well as a program listing which is the

ultimate source of programming detail.

Before closing it should be noted that derivative information

for the lifetime cost and system constraints has been assumed through­

out this section. While specific derivative information has not been

developed herein it is quite straightforward to obtain. A fairly

complete discussion of similar derivative computations can be found

in [38].
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9. EXAMPLES

To further explore the automated design modeling developed

herein as well as generate some operating experience with the algorithm

of the preceding section two example problems are investigated in this

section. The first example simply represents a continuation of the

investigation into the four-story frame of section 7. The second

example is an eight-story, sing~e bay frame.

9.1 Four StOry Frame

It was speculated in section 5.2.4 that the expected damage

profile for a one story frame (see Fig. 22) should resemble in shape

the damage profiles for multistory frames. It would be interesting

to examine this possibility in light of the four story optimal

frame of Fig. 24 and equation (7.1). Hence, the damage profile curve

for this structure is produced and shown in Fig. 32. The discontinuity

in this curve at 0.25 g results from employing 5% of critical damping

for earthquakes of less than 0.25 g and 10% of critical damping for

earthquakes larger than 0.25 g. Recall that 5% of critical damping

was assumed for all earthquakes for the one-story frame.

Aside from the discontinuity, the curve of Fig. 32 is strikingly

similar to that of Fig. 22. To determine how similar, equation (5.10)

can be scaled to yield the same peak value as the four-story curve of

Fig. 32. Plotting the resultant equation over the four-story curve

it is found that the two coincide identically up to the discontinuity.

Alternatively, scaling equation (5.10) to yield the four story damage

value at 0.3 g shows this equation to match the curve of Fig. 32

identically beyond 0.25 g. It is clear then that the single-story and

the multistory frames have damage profiles identical in form and
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differing only in magnitude. The ramifications of this result are

significant. They imply that integration of multistory damage profiles

can be accomplished using a single integration point and a "universal"

single story damage curve. Since it does not matter which earthquake

is chosen as the integration point the design earthquakes of section

6.2 could be used so that no additional analyses would be needed. Thus,

what could have amounted to a very expensive numerical integration may

be reducible to an almost "something for nothing" situation.

Acceptance of this conclusion obviously awaits additional

verification, either numerical, such as used here, or analytical. In

addition, it would be interesting to see if the principle can be

generalized to include a broader category of frames than just those with

a single bay.

Because of the discontinuity in the curve of Fig. 32, the exact

integration points determined from equation (5.10) are no longer appli­

cable. Exact integration points for the trapezoidal approach to the

four story damage curve are (0, 0.065, 0.309, 0.5). Using these

values the four-story optimal is recomputed to be

T
X = (670, 660, 2377, 641, 1894, 710, 2003, 1039) (9.1)

where compact sections and fully rigid connections are assumed. The

change from the previous optimal (equation (7.1» is not large but it

is significant, indicating the importance of reasonably accurate

integration. As far as the nature of the optimal solution is con-

cerned the second story column strong earthquake ductility demand limit

remains the only active constraint in the new optimal, with all other

constraints far from active. Most significantly the beam deflection

and column buckling constraints are essentially of no concern.
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Neither are the strong earthquake beam ductility restrictions. Other-

wise, as groups, the remainder of the constraints seem to be reasonably

competitive depending upon the chosen allowables. The ductility

demands on the optimal structure for the strong earthquake are (top

story down)

Beams

0.69

0.66

0.99

1.12

Columns

0.58

0.88

1.00

0.98

Note that the first story column ductility demand is only 0.98 even

though the allowable is 2. This is a good indication of the strong

influence of the cost function on the columns. The computed lifetime

cost for the optimal frame is $4465.75 with a construction cost of

$2158.33.

A comparison between the above minimum LC frame and the minimum

construction cost frame could prove to be of interest. Hence, the

minimum construction cost frame is computed and found to be

T
X = (318, 245, 818, 480, 1079, 587, 1204, 516) . (9.2)

This structure is substantially more flexible than that of equation

(9.1). This increased flexibility is clearly reflected in the strong

earthquake ductility demands which are now

Beams

1.10

1.20

1.27

1.33

Columns

1.10

1.00

1.00

1.59
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and show a significant increase over the minimum LC frame demands.

As is typical for minimum construction cost (weight) frames the

design of equation (9.2) is fully constrained (i.e., one constraint is

active for each component of the design vector). The roof beam is

confined by the static moment constraint (6.2) with the remaining beams

limited by the moderate earthquake moment constraint (6.18). The first

story column is constrained by the moderate earthquake moment in­

equality (6.22) for the bottom end moment. The second and third story

columns are confined by the strong earthquake ductility limit (6.22) for

the top of the column. The fourth story column is limited by the static

moment inequality (6.6) for the top of the column. The beam deflection,­

column buckling and strong earthquake beam ductility limits still remain

of little concern even for this relatively flexible frame. The con­

struction cost for this frame is $1554.71 which represents a 28%

reduction from the limimum LC frame construction cost. The LC is now

$4905.46, however, which represents a 10% increase in LC over that of

equation (9.1).

The designs of (9.1) and (9.2) both represent acceptable design

practice, they are strikingly different, however, and reflect a very

real difference in design philosophy. This choice of design philosophy

is clearly one which should be addressed by every prospective building

sponsor prior to design formulation.

9.2 Eight-Story Frame

To see what effect frame height has, if any, on the results

ascertained to this point an eight-story frame is now examined. This

frame is identical to the four-story structure introduced in section 7

as far as bay width, story heights, loading, costs, etc. are concerned.
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The only difference is that eight stories are involved instead of four.

The floor values are also changed somewhat with a top floor value of

$237.78 and all other floors valued at $211.36.

The optimal design determined via the algorithm of section 8 is

x = (448, 513, 1739, 583, 1805, 631, 1986, 672, 2105,
739, 2021, 847, 1733, 916, 1775, 1007)T

Four constraints are active at the optimal. They are the strong earth-

quake ductility limit (6.22) for the top ends of the second, third and

fourth story columns and the bottom end of the second story column.

Once again the beam deflection, column buckling and beam ductility con-

straints are far from active. The strong earthquake ductility demands

are (top story down)

Beams Columns

0.81 0.65

0.68 0.75

0.81 0.84

0.89 0.93

0.97 1.00

1.10 1.00

1.29 1.00

1.31 1.27

Note that while a ductility allowable of 2 is specified for the first

story column the ductility demand is only 1.27. This situation is

.
similar to the four-story result and would suggest that while several

strong earthquake column ductility allowables are reached these con-

straints do not represent strong limits on the design process. Indeed,

if the column ductility allowables are relaxed to 2 then it seems quite

likely that a completely unconstrained optimal would result. This
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conclusion is supported by the illustration in Fig. 26 wherein it can

be clearly seen that the unconstrained optimal lies just below the surface

of column ductility limit 81. If column ductilities of 2 are allowed,

and there appears to be clear evidence that they could be [24, 31],

then only the relatively simple procedures of phase 1 of the automated

design algorithm would be required to develop a structural design from

scratch. This is a very interesting and potentially money-saving

prospect which deserves further investigation.

This concludes the structural design portion of the examples

section. While brief, these examples have lent some support to a few of

the major conclusions which have been drawn thus far. What is obviously

required, however, is a much broader study of more general frame con­

figurations, loading conditions and system constraints. The need for

such an investigation hinges of course on the acceptability of the

basic premise of this effort, namely the usefulness of the lifetime cost

approach to design.

9.3 Algorithm Performance

A few words about the design algorithms performance probably are

in order. Not because the algorithm performed outstandingly but simply

because it worked and thus can serve as a baseline for future algorithm

developments. This discussion must be taken in light of the fact that

the computer code whIch was built around the design approach outlined

in section 8 does not represent a npmerical masterpiece. Rather it

is composed essentially of off-the~shelf items, usually in their most

rudimentary forms. Virtually no effort was put into trying to speed

up convergence or improve efficiency. with these comments in mind

the performance of the automated design algorithm as it developed the
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eight story optimal is presented in the following.

The starting vector for the algorithm was X = 1000 u where u is

the unit vector (vector of ones). The performance of the algorithm

in terms of LC versus the number of analyses completed is given in

Fig. 33. As shown, the plot is divided into the three phases outlined

in section 8. There are several interesting items in this illustration

worth noting.

First, only nine analyses were required to complete phase 1

despite a poor initial design. Included in these nine analyses is not

only the interval bisection apparatus but also an interval establishment

procedure as well. Thus, it would appear that the simultaneous coordin­

ate search procedure does indeed work quite well.

The next item to note is the relatively small difference between

the phase I and phase 3 results. This is a clear indication of the

relatively close proximity of the constrained and unconstrained optimals.

Equally as important to observe is the very small difference between

the phase 2 and phase 3 results. The intuitive feeling that projection

of the unconstrained optimal onto the violated constraint surface would

result in a good estimate of the constrained optimal appears to be well­

founded. Very little modification of phase 2 results was necessary in

phase 3. This raises the question of why so many analyses were required

to complete phase 3. The answer to this is two-fold. First, it is a

reflection on the poor convergence rate of the method of steepest

descent, which is the technique used in the active constraint space

(projected gradient space) to pursue the optimal (see step 3 in the

gradient projection algorithm of section 8). As can be seen in Figs.

30 and 31, the design space is somewhat ill-conditioned. This situation
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carries over into the active constraint space. The method of steepest

descent is a poor choice under these conditions. Better use of the

projected gradient in the active constraint space would most certainly

shorten phase 3.

Another probable cause for the longevity of phase 3 is what

appears to be an unrealistically small stop criterion (the n in d ~ n) •

The criterion used herein was chosen with investigation in mind, rather

than design, and thus is probably smaller than what would be employed

in a design office.

One item of note which is only implicitly reflected in Fig. 33

is the superb performance of the constraint function search apparatus

presented in the phase 2 discussion in section 8. Despite repeated

tests of these procedures at sometimes considerable distances from

violated constraint surfaces, more than two iterations were never

required and in actual operation one iteration usually proved to be

sufficient. This is in direct contrast to the difficulties encountered

in [38] using alternative procedures and it is hard to imagine how

this performance could be improved upon.

Before closing it should be noted that the overall number of

required analyses depended greatly on the numerical tolerances which

were specified for the algorithm. These tolerances are given as

recommended values in the appendix and should be accommodated in any

future algorithmic comparisons •.
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10. SENSITIVITY

The sensitivity of a problem solution to the various system para­

meters involved is always an interesting and useful exercise to perform.

Not only does it provide an indication of how the system parameters

interplay in determining a solution but it also provides an estimate

of where and how much error can be tolerated in these values. Both

aspects of solution sensitivity will be addressed in the following.

with the exception of the single active constraint, all of the

quoted sensitivities are developed numerically on the basis of the

optimal four story structure presented in the previous section. Thus,

the numerical tolerances used in the automated design algorithm must be

accounted for in any given sensitivity.

The discussion is divided according to the origin of the system

parameter to be explored and includes parameters related to construction

cost, damage estimates and structural loading.

10.1 Construction Cost

Relative to construction the most important cost is that of steel

for the structural members. To investigate the sensitivity of the

optimal design to the cost of steel a 10% increase in this cost is

imposed and a new optimal obtained. The result is a significant shift

in the location of the optima~ with a mean change (absolute) in the

moment of inertia of the beams of 81 in4 and in the columns of 48 in
4

(excluding the second story column, x6 ' which is constrained). The

LC for the optimal design increases 3.92%. This equates to an

approximate sensitivity of the LC to the cost of steel of 135 ($LC/$

per cwt of steel) •
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As far as design error is concerned the LC at the original

optimal increases 3.97% so that the error in LC at the former optimal

as compared to the new optimal is only 0.051%. Thus, while the LC is

quite sensitive to changes in the price of steel the construction of a

building which costs only 0.051% of the LC more than the optimal is

hardly a serious matter. Hence, if an accurate determination of the LC

is important then the price of steel had best be accurate. However, if

determination of the optimal design is important.a 10% error in the price

of steel seems quite tolerable.

The next item of interest relative to construction cost is the

size-extra charge. It is expected that the optimal design will be

relatively insensitive to this charge. Hence, the primary interest

here is in examining the model itself rather than its effects.

Since the sensitivity of the optimal to a change in size-extra

charge is likely to be lost in the numerical tolerances of the automated

design algorithm this sensitivity is examined in light of the cost of

steel results. The mean size-extra charge assessed for the four story

optimal is 0.49 ($/cwt of member steel). Hence, a 10% increase in this

rate represents a 0.05 ($/cwt of member steel) increase in construction

cost. Using the sensitivity computed for the cost of steel this increase

results in a change in LC of $6.73 and a mean change in member sizes of

3.1 in4 for beams and 1.8 in4 for columns. These values are clearly

insignificant.

Despite the insensitivity of the optimal design to the size-extra

charge this model should not be dropped entirely, however, since in

total cost (about $0.50/cwt of member steel) it is significant. What is

indicated by the above results is that the power curve approach to this
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cost as discussed in section 5.1.1 is probably not warranted. Rather,

a mean value model seems more in keeping with the sensitivity of the

solution to this cost. Thus, for the four story design problem a size

extra charge of 0.49 ($/cwt of member steel) would represent a good model.

Clearly with mean value modeling the size-extra charge could be added

directly into the cost of steel for the members.

Consider now the connection cost model of section 5.1.2. Imposing

a 10% increase in this cost and recomputing the four story optimal

results in virtually no change. This is another case where the solution

sensitivity is lost in numerical tolerance. To determine the signifi­

cance of this model it is dropped and the optimal again computed. The

result is a mean change in beam size of 282 in4 and in column size of

12 in
4

(excluding X6). These values represent significant readjustment

of the optimal design and rule out disposing of the connection cost

models. The insensitivity of the optimal design to large changes (10%)

in connection cost indicate that sophisticated modeling is not necessary.

What has been developed herein is probably sufficient and could possibly

even be simplified.

The last item to consider with respect to construction is the

cost of painting. Again numerical investigation reveals a solution

sensitivity less than the numerical tolerances being employed. Dropping

the cost of painting model results in a mean change in the optimal

design of 79 in4 in the beams and 4 in4 in the columns (excluding X6) •

This alteration is significant but only marginally so and suggests that

only rudimentary modeling of the cost of painting is required. The

modeling developed herein appears to be much more than is necessary.



90

10.2 Damage Estimate

There are several damage estimation parameters of interest with

regard to sensitivity. They include the slope of the damage curve, the

nonstructural value of the floors, the design life and the building site

seismicity. Fortunately because of the form of the damage modeling the

effect of changes in each of these parameters can be investigated

simultaneously. A 10% increase in any of these parameters produces

exactly the same result in terms of the optimal design. Hence, the most

convenient parameter is selected for evaluation.

Instigating a 10% increase in the design life of the four story

structure of section 7 results in a 5.03% increase in the LC for the

optimal design. The shift in the location of the optimal design vector

is reflected by a mean change in the beams of 170 in
4

and in the columns

of 53 in4 (excluding X6). The sensitivity of the LC to design life is

45 ($LC/year design life).

At the original optimal the LC increases by 5.17%. This is 014%

higher than the LC at the new optimal. In terms of LC then the design

error which results from a 10% error in design life is not significant.

On the other hand if the actual value of LC is important then a 10% error

in design life is quite significant.

As far as the other damage estimation parameters mentioned above

are concerned, with the exception of the quoted sensitivity value, all

of the preceding results are directly applicable. The general sensi­

tivity for these remaining parameters is 22.4 ($LC/percent increase).

One difficulty with the damage estimation parameters which was

not significant with respect to construction costs is the possibility

of combined errors. Since the damage parameters combine in the damage
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model through multiplication a 10% error in each of two parameters

could possibly result in a 21% overall error in the damage estimates.

Thus, when assigning values to the various parameters care should be

exercised to insure that potential errors cancel as much as possible.

10.3 Loading

In this category the principal parameter of interest is the dis-

tributed loading on the beams. This beam loading supplies not only the

static loads but, via the mass matrix, the dynamic loads as well.

To investigate the effects of this system parameter a 10% increase

in the distributed loads on the beams is initiated. As expected the

optimal design shifts its location in the design space. The mean change

in the beam moments of inertia is 91 in4 and in the columns 26 in4

(excluding X
6
). The LC of the optimal increases 2.64%. The sensitivity

of the LC to the beam loading is thus 11.8 ($LC/percent increase in

beam loading) •

Note that in the face of a 10% increase in beam loading the

original optimal no longer represents a usable design. In fact X6 must

be increased by 64 in4 in order to satisfy the associated strong earth-

quake ductility limit.

The final item of concern with respect to solution sensitivity is

the single active constraint at the optimal design for the four-story

frame. According to the Sensitivity Theorem (see section 10.6 in [40])

the sensitivity of the LC to any active constraint at the optimal design

is equal to the negative of the associated Lagrange multiplier. The

Lagrange multipliers at the optimal are the components of 8 in the

gradient projection algorithm of section 8. Hence, the LC sensitivity

to the strong earthquake ductility allowable of X6 is -0.00994
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($LC/kip-in) •

For comparative purposes a complete tabulation of the results of

this section can be found in Fig. 34.



93

11. CONCLUSION

There have been numerous deductions drawn throughout the preceding

text. In an effort to present a concise overview of the work the major

results are collected here along with some additional conclusions.

• The primary emphasis in this work has been on defining

and exploring the problem rather than on the complete

solution. This emphasis is clearly reflected in the

amount of attention given to developing an option search

procedure versus that given to option set and decision

motivator modeling. From the results it is very clear

that this approach is not only warranted but preferable to

the reverse method (i.e., develop a solution method, then

find a problem). As is the case here, very frequently a

problem will yield to one mode of solution much more

readily than to another. If advantage is to be taken of

this, thorough formulation and explo~ation of the problem

prior to selecting a plan of attack is essential.

• The basic format used in exploring the automated

design problem has been through use of a very rudimentary

design theory (section 1.1). While this theory is

essentially clerical, it has proven to be very helpful in

evaluating the total design problem rather than just

focusing on the part which can be readily solved. If

additional structure can be added to this theory, it

could prove to be even more helpful to execution of a

rational design process.
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• The underlying design philosophy employed has been

to minimize lifetime costs rather than just initial costs.

This effort has shown in a limited fashion the potential

viability of this design philosophy. It has also been

shown that the lifetime cost approach does indeed result

in a distinctly different design alternative to standard

minimum construction cost (weight) procedures. Hence,

a definite choice is available with the DC approach,

deserving serious consideration in this context.

• The connection models used herein are somewhat

limited. Based on these models, however, it would appear

that fully rigid connections represent the most economical

approach to frame design in seismically active regions.

• Suboptimization over member option sets can be

employed successfully to reduce the number of required

design variables while still retaining the global optimum

within the reduced sets. Caution must be observed when

utilizing this procedure, however, since it is possible

to exclude the global optimum from the reduced option

sets in some cases.

• For the class of design problems considered, member

sizing decisions are nearly uncoupled. This fact is

reflected by both the decision motivator and system con­

straints. Thus, very simple coordinate search procedures

can be used to find approximate locations for both the

unconstrained and constrained optimals. In this regard

the simultaneous coordinate search technique employed
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here to find the unconstrained optimal is found to work

very well and appears to hold promise for possible

improvement. Note also that the approximate constrained

optimal (the result of phase 2) requires very little

alteration in phase 3. Thus, in light of the sensitivity

results of the previous section it appears very likely

that for design office purposes this approximate optimal

could be utilized as a final design.

• At the start of this program it appeared that the most

prohibitive part of the lifetime cost approach would be

the expense of computing the damage cost estimate. The

discovery, however, of the very promising possibility that

expected damage profiles are invariant in form with respect

to a structures size has potentially reduced this com­

putation to an almost insignificant level. Further

exploration of this prospect is most assuredly warranted.

• In section 6 a preliminary categorization of con­

straints is established with constraints labeled as either

primary or secondary according to their importance in the

design process. In all of the numerical computations

completed in this work the constraint order established

in section 6 was never violated and thus appears to be

very reliable. In addition, further refinement of the

constraint order is possible. Indeed it seems that the only

constraints that warrant primary status are the strong

column-weak girder requirements in which column ductility

demands are limited to one. In lieu of this, at the very
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least, beam deflection, column buckling, and beam ductility

limits should be placed in secondary status.

• Regarding system sensitivity it is clear that the most

crucial system parameters are those associated with damage

estimation. Not only is the lifetime cost at the optimal

most sensitive to these values but there are several para­

meters in this category which act collectively. Further

compounding the problem is the fact that among all the

system parameters those associated with damage estimation

are the most uncertain. Hence, caution should be used in

establishing these values for structural design problems.

Before closing it is appropriate that some comment on future re­

search be made. From the preceding comments it is obvious that the area

requiring the most attention is lifetime damage estimation. As far as

deterministic assessment is concerned there is essentially nothing

available. In light of the apparent viability of the lifetime cost

approach it would appear that this area is wide open for research.

With reference to the design problem only a very small portion

of the overall design process has been addressed here or elsewhere.

There are many more decisions within this process which could be auto­

mated and many more options which should be considered. A substantial

amount of work thus remains in the problem description area. The con­

clusions reached herein indicate that this area should be thoroughly

investigated before any substantial effort is mounted to develop

additional design automation algorithms.

As far as application is concerned one item is of note. The

refurbishing of existing buildings to meet present earthquake standards
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is a frequent, major and expensive undertaking. In the way of analyti­

cal tools, little appears to be available to assist in the retrofitting

of older structures, however. Some of the methodology developed herein

would seem to be applicable to this task, particularly optimal retro­

fitting (refurbishment at minimum cost), and thus could provide a

beginning for a developmental effort in this area.
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FIGURE 4. STRUCTURE WITH LOADS
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FILLET WELD

FIGURE 9. WELDED TOP AND BOTTOM PLATE CONNECT ION
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SIZE (IN) WEIGHT (LB/FT) EXTRA CHARGE ($/cwt)

W36 230 - 300 0.55

W36 135 - 194 0.50

W30 172 - 210 0.50

W30 99 - 132 0.45

W24 68 - 160 0.45

W24 55 - 61 0.60

W21 55 - 142 0.45

W18 64 - 114 0.45

W18 35 - 40 0.65

W16 58 - 96 0.45

W16 36 - 50 0.55

W14 142 - 426 0.45

W14 61 - 136 0.45

W12 65 - 190 0.45

W12 40 - 58 0.50

W12 27 - 36 0.60

WI0 49 - 112 0.50

WI0 21 - 29 0.75

WI0 15 - 19 1.10

W8 31 - 67 0.55

W8 17 - 20 0.90

W6 12 - 16 1.60

FIGURE 13. SIZE EXTRA CHARGES FOR WIDE FLANGE SECTIONS [7]
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QUANTITY EXTRA CHARGE (PER CWT)

4000 LB AND OVER NONE

2000 LB TO 3999 LB $0.25

1000 LB TO 1999 LB 0.75

UNDER 1000 LB 2.25

FIGURE 15. QUANTITY EXTRA CHARGE FOR STEEL [7]
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LO 0.9 0.3 0.15 0.1

FIGURE 18. INTENSITY ATTENUATION PROFILES [37]
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APPENDIX

AUTOMATED DESIGN CODE

In this appendix an automated design algorithm, developed on

the basis of the preceding text, is presented. This algorithm is

essentially a research tool. While some user orientation has been

incorporated, the code is far from foolproof. Hence, some familiarity

with the theoretical and operational details is necessary for success-

ful operation. with this in mind a general discussion of the algo-

rithm, its input and output follows.

The code is composed of two parts: (i) an automated design

portion and (ii) a structural analysis portion. The routines associa-

ted with each are as follows:

Automated Design

DESIGN
AM
PROJ
EXTP
INTP

Structural Analysis

NERD

F
ROOT
ANAL
EIGEND
MATMUL
NORMV
FDRIV
DERIV
HQRW

In the automated design portion of the code, DESIGN is the main

routine and embodies the four-phase algorithm given in section 8.

Subroutine AM stores the A matrix; PROJ generates the projection

operator; EXTP computes a Newton step and INTP a derivative estimated

formula step for DESIGN as needed.

For the structural analysis part of the computer program,

NERD serves as the driver routine and assimilates all necessary
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structural data. Subroutine F is a function generator wherein the

cost function and all constraint functions are computed. The essential

raw data for F is generated in ROOT, which is a coded solver for

(6.11), and in ANAL which is the primary structural analysis routine.

In ANAL the mass and stiffness matrices are formulated and the static

and dynamic problems solved. Subroutines EIGEND, MATMUL, NORMV and

HQRW are service routines for ANAL. Subroutine FDRIV is the function

gradient generator for the cost and constraint functions with DERIV

providing raw data to FDRIV.

The primary program direction comes from DESIGN with F and

FDRIV called upon as needed in the design process. Most of the

computational time is spent in F and FDRIV, however. Thus, some

attempt at making these routines efficient has been made (see [38J).

To a considerable degree the design and the analysis portions of the

code are autonomous. Hence, it would be fairly easy to attach new

automated design apparatus to the present analysis portion and vice

versa. Thus, the two parts of this code have use beyond their present

setting.

At present the design part of the code is capable of formulating

only single bay mUltistory frames with fixed connection stiffnesses,

any value of connection stiffness may be used, however. In addition

member option sets are restricted to AISC economy sections. The

analysis portion of the computer program is somewhat more general

than as presently utilized by the design algorithm. It is capable

of handling any set of connection stiffness values and any combination

of moment of inertia and plastic section modulus quantities. It could

thus be used in a more general design automation scheme.
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The algorithm is written in Fortran IV. It operates completely

within core and requires 46362 words of central core storage to load

and execute. The program was written for and has been operated on

the CDC 6400 located at the University of California at Berkeley.

With this background then the input for the code is as follows:

Card 1. NSTR [IS]

NSTR is the number of stories. Present dimension statements limit
the number of stories to eight or less.

Card 2. EL(NSTR) [8FIO.O]

EL(.) are the story heights (column lengths) in inches, starting
from the top story and listed down to the first story.

Card 3. ELB [FIO.O]

ELB is the bay width (beam length) in inches.

Card 4. B(5 x NSTR) [8FIO.0]

B(·) are the components of the initial design vector. Member
moments of inertia (in4 ) are listed first starting with the top
member in the structure (roof beam) and working down to the
bottom member (first story column). The connection stiffnesses
(kip-in) are listed second, again from the top down. For fully
rigid connections stiffnesses of 9 x 109 or 1010 have been used
herein. Listed last are the member plastic section moduli (in3)
arranged in the same fashion as the moments of inertia. For an
example listing see figure 24 wherein the plastic section moduli
are in parentheses. Once the program starts, appropriate plastic
section moduli are automatically computed for the changing design
vector (see card 13). For the initial design however they must
be specified according to the lower bounds (3.3) and (3.4). Note
that more than one card and as many as five may be required to
specify the initial design vector.

Card 5. W(NSTR) [8FIO.O]

W(.) are the distributed dead/live load on the beams. These values
represent the total distributed load in kips on each beam and are
to be listed starting with the roof beam and proceeding on down
to the first story beam.

Card 6. DEQ(2) [2F10.0]

DEQ(·) are the design earthquakes. The moderate earthquake is
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listed first and the strong earthquake second. The values are to
be specified in peak ground acceleration divided by g.

Card 7. CSM, CSC, CTS, CSW, CPT, COH, PFT [7FIO.0]

CSM represents the cost of steel for the structural members in
dollars per cwt.

CSC signifies the cost of steel for the connection plates in
dollars per cwt.

CTS is the cost of transporting steel in dollars per cwt.

CSW specifies the cost of welding in dollars per ewt of weld
metal deposited.

CPT is the cost of painting in dollars per square inch.

COH represents the cost of overhead divided by construction cost.

PFT specifies profit divided by construction cost.

Card 8. DTCM, DL, NAG [2FIO.0,I5]

DTCM signifies the down time cost divided by total damage cost.
This input variable can also be used to enter an estimated building
construction cost if desired. In this case the negative of the
building construction cost times one plus DTCM is input here
instead of DTCM. If a design automation sequence is being re­
started this option must be employed in order to avoid solving
a different problem (see card 10).

DL is the design life in years.

NAG specifies the number of integration points to be used in the
trapezoidal estimation of the area under the lifetime damage
profile (lifetime damage estimate). The maximum number allowed
is 10.

Card 9. AG (NAG) [8FIO.0]

AG(·) are the integration points (peak ground acceleration divided
by g) to be used in the trapezoidal estimation of the lifetime
damage. This list must begin with 0, terminate with 0.5 and
progress sequentially through the desired integration points.

Card 10. FP(NSTR) [8FIO.O]

FP(·) specify the floor participation values which are to be input
from the top floor down to the first floor. These quantities
represent the cost of glass and drywall partitions for a particular
floor divided by the building construction cost. In order to use
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these values to compute nonstructural damage an estimated building
construction cost is needed. This value can either be input
through DTCM as noted above or the program can be allowed to
compute one. In the latter situation this estimate is based
on the initial design vector (card 4); the costs of card 7 and
the assumption that the steel frame constitutes 12.5% of the
building construction cost [33]. This building cost estimate
is retained throughout the design process in order to keep the
floor values constant. Thus, if this set of data represents a
design sequence restart, the original building cost must be input
through DTCM in order to be solving the same problem.

Card 11. NCC, NSC [2I5]

NCC is the number of components in the design vector which are to
be constrained to their original (or internally determined) value.
Up to 38 components may be fixed. The way DESIGN is presently
set up NCC must include all the connection stiffnesses and member
plastic section moduli. Thus, NCC must at the minimum equal
3 x NSTR.

NSC is the number of components of the design vector which are to
be internally computed. NSC must be included in NCC, hence,
NCC~NSC. The only components of the design vector eligible for
internal computation are the member plastic section moduli. If
this option is used, then the selected plastic section moduli
will be computed on the basis of the lower bounds of equations
(3.3) and (3.4) (economy sections). As DESIGN is presently set
up all the member plastic section moduli must be included here,
thus, NSC = 2 x NSTR.

Card 12. MC(NCC) [16I5]

MC(·) signify the components of the design vector which are to be
constrained. These must be listed in increasing numeric order.
For example if x2' x3 and Xg are to be confined then 2, 3 and
9 should be entered here in that order. These cards are necessary
only if NCC > 0, otherwise there is no card 12.

Card 13. MS(NSC) [16I5]

MS(') are the members for which the plastic section moduli are to
be determined internally. The member label to use here is the
moment of inertia. For example in figure 24 if x16 is to be
computed according to the lower bound of (3.4) then the number
4 should be entered here since it corresponds to the associated
moment of inertia. These numbers should be listed in increasing
numeric order. These cards are required only if NSC > O.

Card 14. COP, CC(2), CE(2) [5FIO.0]

This card is used to input the mathematical description of the
economy sections for the columns in terms of power functions. At
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present this description is given by (3.4) so that COP = 429,
CC(l) = 2.47, CC(2) = 0.21, CE(l) = 0.553 and CE(2) = 0.956.
If a more appropriate description is needed for a more limited
or perhaps enlarged option set, then this new model can be input
here. This card is necessary only if NSC> o.

Card 15. RCS, RCD, BFS [3FIO.ol

RCS is the reduction coefficient for the static moment constraints
(c in equations (6.1) - (6.7».

ReD is the reduction coefficient for the moderate earthquake
moment constraints (c in equations (6.13) - (6.25».

BFS is the buckling safety coefficient (c in equation (6.10».

Card 16. DA(NSTR) [SFIO.O]

DA(.) are the mid-beam displacement allowables listed from the
top story (roof beam) down. These allowables are for the dead/
live loads given in card 5. If allowables for only live loads
are desired, then the live load allowable should be scaled up
according to

. (Dead load) + (Live load)
DA(') = (L1ve load allowable) x (Live load)

This is admittedly approximate, but it is good enough for this
application.

Card 17. DUCA(2 x NSTR) [SFIO.O]

DUCA(.) represent the ductility demand allowables for the strong
earthquake design limits (see section 6.2). These values must
be entered for each member from the roof beam down to the first
story column. (Listed in identical order to the moments of
inertia. )

Card IS. BSUL, BSLL, BSM, CSUL, CSLL, CSM [6EIO.0]

In order to use the method of bisection, in each coordinate (design
vector component) direction an interval which contains the minimum
must first be established. This is done automatically within the
code on the basis of the information submitted on this card. It
is accomplished by searching along each coordinate direction in
constant steps until the requisite intervals are constructed.
The step size used in each coordinate search is directly propor­
tional to the associated directional derivative. The constant
of proportionality for the beams is BSM and for the columnsCSM.
In order to insure step sizes which are neither too large nor too
small, bounds are imposed on them. The upper bounds are BSUL and
CSUL for the beam and column step sizes respectively and the lower
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bounds are BSLL and CSLL. Suggested values for these parameters
are BSM = 5(103), CSM = 3(103), BSUL = 500, BSLL = 2, CSUL = 300,
and CSLL = 2. These are simply suggested values. Experimentation
is warranted with each new problem type, particularly with regard
to BSM and CSM.

Card 19. BAC, EPSM, EPSD, BHL, CHL, RHO [6ElO.0]

BAC represents the interval length for the termination of the
method of bisection. The suggested value is 20.

EPSM is the numerical tolerance allowed in moment constraint
function location determination. The suggested value is 50.
This value is divided by 10 for the final optimal design speci­
fication.

EPSD is the numerical tolerance allowed in beam displacement con­
straint function location finding. This value is divided by 10
for the final optimal design search. The suggested value is 0.5.

BHL specifies the optimal design search termination value for the
directional derivative of beam-related components. This value is
an indirect specification of ~ in the gradient projection algorithm
of section 8. The value used herein was 1(10-3).

CHL specifies the optimal design search termination value for the
directional derivative of column-related components. This value
is an indirect specification of ~ in the gradient projection
algorithm of section 8. The value used herein was 3(10-3).

RHO represents the initial step size for the gradient projection
algorithm of section 8. This value is adjusted internally accor­
ding to how the problem is progressing and thus does not remain
constant. A suggested value is 20.

Card 20. KCL, KNL, KL, NGL [4I5]

KCL signifies the maximum number of iterations allowed in the
search for the unconstrained minimum. This number includes both
the interval establishment apparatus mentioned above and the
bisection procedure. The suggested limit is 20.

KNL specifies the number of phase 1 restarts desired. Since the
cost function is not truly uncoupled it may be beneficial in some
cases to pass through phase 1 more than once. If so, the desired
number of passes is specified by KNL. In this study mpre than one
pass was rarely found to be beneficial. Indeed, because the phase
1 apparatus is relatively crude additional passes sometimes made
the situation worse rather than better. The suggested value is 1.

KL is the maximum number of iterations allowed in searching for
constraint functions. The suggested value is 5.
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NGL represents the maximum number of gradient projection iterations
allowed in phase 3. This value obviously depends on the termina­
tion levels specified by BHL and CHL and thus a hard rule is not
possible in this regard. This parameter is specified only to
protect against a runaway code as is KCL and KL, hence, some
judgement is necessary. The limit used herein was 30.

Card 21. KPC ( • ) [16IS]

KPC (.) represent the primary constraints. A maximum of 37 primary
constraints may be specified. These values must be listed in
increasing numeric order and be terminated by a blank input field
(KPC(') = 0). For an outline of how constraints are labeled see
the output discussion which immediately follows the input dis­
cussion.

Card 22. K [IS]

The algorithm can be started at phase 1 or phase 2 and can be
instructed to skip part of phase 2 for essentially what amounts
to a phase 3 start. For a regular (phase 1) start a blank card
(K = 0) or K = 1 should be specified. A phase 2 start is initiated
by stipulating K = 2. With a phase 2 start all the phase I appara­
tus is skipped. Note, when a phase 2 start is called for the
usable design which results from phase 2 is adjusted to approximate
the projection of the unconstrained optimal (specified via BU(.)
in the following card) onto the surface of active constraints.
If simply a usable design is desired from phase 2 without this
adjustment then K = 3 should be input, the adjustment apparatus
at the close of phase 2 will then be skipped as well as the phase
1 procedures. When the initial design vector submitted via card
4 is usable, inputting a K of 3 amounts to a phase 3 start. The
algorithm will not proceed to phase 3, however, regardless of
what is called for without first checking for and generating, if
necessary, a usable design. With K and the parameters of cards
19, 20 and 21 the algorithm can be used to do almost anything the
user may desire, a little ingenuity being all that is necessary.

Card 23. BU((5 x NSTR) - NCC) [BElO.O]

When K> 1, phase 1 of the algorithm is skipped. In this case the
unconstrained optimal must be supplied by the user. Only those
components of the design vector which are not confined have to be
supplied. They must be submitted in the same order as specified
in card 4 with the constrained components eliminated. These cards
are not necessary for a normal (phase 1) start.

The output from the algorithm is well-labeled and fairly self-

explanatory. It begins with a print out of the input data to facilitate

checking. Periodically throughout the proceedings the total number of
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structural analyses which have been conducted is printed out. The

presiding value of the cost function is also frequently noted. At

the close of the algorithm the complete optimal design vector is

printed and all active constraints at the optimal are listed. In

addition the values of all the constraint functions at the optimal

are produced. In this listing the constraints are labeled consecutively

from 1 to 22 x NSTR. The listing begins with the static load beam

moment-constraints (6.1), (6.2), (6.3) and (6.4), in that order for

each beam from the roof beam down to the first-story beam. This

complete set is followed in the listing by the static load column

moment-constraints (6.6) and (6.7), first for the top end-moment and

then the bottom end-moment, beginning with the top-story column and

proceeding on down to the first-story column. After this set the

beam displacement constraints (6.9) follow, again from the roof beam

down. The sidesway stability lLmits (6.10) are next from the top-story

down. The static loading constraints are followed by the moderate

earthquake moment restrictions beginning with the beam constraints

(6.21) and (6.18) in that order for each beam top down and concluding

with the column constraints (6.22) and (6.25) for the top end-moment

and the bottom end-moment for each column from the top-story down.

The strong earthquake constraints are listed last and involve the

same inequalities and follow the same order as the moderate earthquake

restrictions.

(6.1)
(6.2)
(6.3)
(6.4)

First

In summary then the constraints are labeled as follows:

}

repeated for each beam from the top-story down
to the first-story.
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This complete set is followed by

(6.6) }
(6.7)

(6.6) }
(6.7)

top end-moment

bottom end-moment }
repeated for
top down,

each column

followed by (6.9) for each beam top down,

followed by (6.10) for each column top down,

followed by (6.21) } for moderate earthquake loading for each beam
(6.18) top down,

and (6.22) }
(6.25)
(6.22) }
(6.25)

top end-moment }

bottom end-moment

for moderate earthquake loading
for each column top down.

The set of moderate earthquake constraints is then repeated identi-

cally for the strong earthquake loading.

A complete listing of the design algorithm follows, including

an example two-story structure which illustrates much of the preceding

discussion.
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The following computer program listing is available upon request from

Professor K. Pister, Structural Engineering and Structural Mechanics,

Davis Hall, University of California, Berkeley, California.





• ...... '" ..... * .. * * .. * .... * • * * *
4U1'O~IT<:O Ol"<;IGN P~OG"lA'" Ll')TING •

............ * ...... * * ... * .. * .. * "

P'l'1G"I,'4 N""" .... ( INPU1'.OUTPUTI
<":1~"'ON 1';1' .... 4 ... l"l ;TP. W' 8 t .FLA, t=L I ~l .0 .Nes;>. NC S3 ,NCS4 ,NCSS .NCS6. NCSL,

~"1r:""

'" 1 ......n" Icn <;T IC s",p.C SCI" ,C 5W .cP'" .COti ,C I .FP(~) • N...G .... <i( I 0). OL
'" )"'1C'~ IrN')Tt"fF/C'CS .OA.H'I.AF<:; .RCO.DEOI ;».Ol/CA.I 161
DI"'""l"I'1N "I14Cl
r>Ql'!T <:;

'" F'''~41' (111'<)(," N"'"lO INPUT 0"'1'1, ----·*1
",,"'",,1) I~, '\lSTq

1(' F")lHI4T Cl~f!'jl

P"""l'" 12.",<:;TR
12 F')" ........ (II?lf,*"I"""IE'P '11=" ST~PIFS··--*.131

""'"0 ?') .'L ,"'LB
2'~ "''''14 T ("F I C. ~ I

p"I1 ...... ?~,(~LIT),I=l.'1~TO)

22 F1-"A.T {/?W."~T'PY H':tGHTS {T('P OOwNI---•• FJFIO~21
O?I"'T 24."'LC'
"''1'''''IT (/2W.*fl4V wtr'TH--~.,FIC:.;>1

N~"2="l~TP""lSTD

W:: c.J=Nco-2+N<;TI;
"': So:;=NC <;2"~'CC;'1

"'=40 ~r:' tfA( 1),1: 1,"10';";'; I

P"'''J~ ?~.( "II! I. I=t , "KS2 I
F'l'HHT II?X, ... =....P"'P '1')"'f"lT,> {-'F I"'E,OTI. (TOP 00WNI---••8Fll.2/40X.'I

~'" t t .? I
! <;"Nr::~?1 I
"'''l !"IT ;>~,l R{ I). t= I "'.~C$31

2" F ..... " ... .o\T{/2x ...r:nN~FCTI"~ <;TIFI="NI;SSE5 (TOP DOlllN)---*.8Flt.OI
'''='''(<:;'Itl
P~ IN'" .l~ .I'll l ). I~ IS."H·S~1

l\' '1<:,,~T (/;>~."""~"FP nL"'~TfC !-EeTl1)N ~CDULI (TOP nOWNI---*,8F9.2/45
~x. Po"'CJ.? I

r"AI' ;>".0<

P~ '''~ 1<:'.1 \\I ( !) .'" I .N<;T~ I
1<' "''"'''''IT{/2X.te''F.o\'l L ..... 40ING (TOP DOlO~I)~--".8FIO.21

":;A .... 2(\.nFD
t>.'''l''' lA.OF ()

l~ IO"''''''~~ (/?X.'"nF,IG" FU1THQUAI(FS---".2FIC •.ll
"-AD :>0.C-;".(5'" .CTS.C5111.CPT .Cn.... PlOT
0'" !,-:t y- ,(50.1. esc. (''!"s .CS.... r:OT .COIi.OFT

'1~ ""''' ... ~ T (I I ~X.j< ("'1\5 T ~IICT ION ("0"'T5: >1<1 /C; X..... EMRER 5TF.FL- ~- *. Fa.;,Y' /'5X.
$ *CIl"l"l,"'(""'1 0"1 :; T.?';"L -_.j(, r R. 211~X. *STEE L TR"'NSPORT ... T IlJN---*, Fa.. 2/ /5 It.
~1Il".L,) "'FT IL --_"'. Fe .211"5'1., *ST;>UCTUr>.I,L P.li'\IT l ....r,--- *.F 8. 6/ /!SII( •• OVERHE
'40--·" ,Fa.?115X.IIlPPOI="I T • ,FfO.21

PF .... " 3"1,OTC... OL.N .... G
lQ F')Pfol.T (,;1FIC.(.I.151

l,,"(nTr"4.L T.'.C) C'" TO 41
P~T"'''' 4:; .OTC .... OL

tr: "'1 .... "'1' (II2X.*D"''''''"f. COST'3:.'I~X.'"ODWN TI"'E COST "'ULTIPLIER---*.
)"'"'.?/I"X •• f}Io"jr,..., LIF('~--",FI;l.. 2'
Cf'_'I.'-(I.tI)T,"",)
';1 ~-. 4.l

'l-' Cl: nTC"
"'~TNT to?i 1 ."lL.

6.:> '="11':"4"'T (11;>>< • • I) A,.. "GF cnST~: .,/'3'1.. "1~ITI"L COST Tl .... S (ONE PLUS DO.
S~ T< '1'0 (aST '~UL 1'1 PL If'RI---* .F10 .. 2/15X.*0(:5 IGN L IFf---*.F6.'H

"'l "1"''''0 ?('Iof .1,(;( r ). 1 ~ t .NA.G'
P"!'\lT 44,1 AC(Il,!::t."lAGl

4~ 1="I)r. ... T (/<;X.""~nST r'ST1M4TTON EAfHHaUAI<FS--_IIl,lOF8.3)
"'''AI) 2"1.FP
P"!I~T 4.:.(FF'( 1) IT =I,NSTRI

45 "'''0''41' (/~X."Fl "10R P ....PTICtp .... TlaN F'ACTCRS (TOP nO-'NI---*t8FJO.4)
';!:"., 1 0 .NC~ .I<JSC
I'" (~lCC .""1).1) 1 r.f' T') 52
PEAr} 1'. I"''" { I). 1=I.NCC I

PilI"!'" ","'.NiC.''''C(II.I::l.NCCI
$1< !"')R .... r (II?'X.*"'Hf.RIC 4RE"'.13." CC'N<;TRAINfO CO,",PON'::NT5 IN THE DES[GN

, 1,1". ";"'0 .. :*.1 '114/0;911( .11'I14/'39X. ;>14)
I"'{ "'SC .1'0. ~ I C" "'0 52
Q"' ...." to. ("'SIT) t l"t.N')CI
PQINT 4q."j5C.("'!;(I),'''1.NSCI

Aq rC'lp'HT (/;>Y."'H.."l;E "''Ie*.13,* IIIefoll'lERS .'TH .SSIGN"'O PLASTIC SECTION

\ "'''''UL' :.,1 .... 41
"'". ... 0 2~.inPtCC.C'"

P'l~NT ";0 .C<"1P, CC. CF

~C ~1ct\lA,T f//2.II( •• ASQGN"':D COLUMN PLASTIC SECTIC1N ",OOULUS:*//511,
'"'0 IV I 0 I.,G PT. Ill. F8.?/ I'~X••C('1eFI=" IC I e'NT---*, 2F7. 2/,I'3X .*EXPONENT---
~* ,2F 8.]1

52 "l1';"'0 20,RCS.RCO.AF~

D!)INf "4.PC~.PC"'tFlI="S

!!4 ~'1R"'.T (/I2X •• STATIC LO"'OING RF.DUeTION COI:FFICIENT-__•• F7.2//2I1,
~.!}YNA'41C LO ....DI~G ,OEOUeTI0N eOFFFICIf'NT---*,F"'.21/2X.*AUCKLING AEDU
~,:"TION C:OEFFI':IF"lT *.F7.2)

~",If'l 2".04
PPltfT ";6,IOA(I),t"I."lSTR)

56 FORM.T (/2x.*FLOOP !:lISDLACEMENT A.LLOWA6LES (TOP 00.... I--- •• 6F8.3)
1'1€"'0 10.10LJC.tll,I"I,NCS21
PRINf '5'!'.(IJU<':A(Il.IIlI,NCS2)

58 I="I')P"'.T (/2X,"'.LLOIllABLJ: DLJCTILITY (TOP 00111"'11---*.161"6.11
<::<;"'P=~S"'+CTS

C'iCP"CSC+C"S
COH:{ I."C']HI*( 1.+PFT)
"'t;N~T"4.NCS5+NCS2
C"LL OESIGN{I~.Nr::N~n

~T"'D

':'''f0

J

SUIJRDU .. tNE OF.SIGN(8,NCNSTI

C()"""'Otl /STO"'T INSTR. \Il{ 8) ,FLB. f"L (8 l.a ,NCS2,NCS3, NCS4 ,NCS5.NCS(hNCSL.
SNCO

eO,","'ON IDF.S 1'>1F/"'CC. MC (:JB) .... UC (39) .N5C .14S( 16) ,cop ,CC (2) ,CEI 21. Xl4CI
n, IolFNS ION Aq) .I(PC I 361 .OELO(40).G 140 I • DELe (40), BIJlI6), i'lL 116 I,1I",CI6

~ I, GF( 4C) ,H(I~ ).FJ"l1 161, GN! 40 I.C( I 7 '!I , ,KVCII 01
EOUI v.U:NCF (Iole.KPC: I, 1 flSUL, K$IO I. (flSLL ,KEI. (aSM.III), (CSUI.. NY I,

~ (C ~LL t Fn.1( 2).1 C 5"1 .t:PS, T .K3) • (A4C, N.D8N,lIia ). I 8MAX .FN .K!S) ,( F!JMli'\I.FOO.
\K" 1,1 CMAX, FNO I, IC ... INtK .... C.KYC I. (KCL,K4C( 2' I, I SU,K4C I 3)).1 SL ,K"'C( 41)
S. I 3"l.K"'C(SI), (K"lL,K"'C ll'i 11.1 "It. .HI. (OEL8,GF,CI, (G.C(41) 1.IGN,C(81)),
\lnFLC.CI 121'1. ("IN.C( Hil) 1

FQ=F{A .nEL6,0 .11

"'1"""1
Rc.O 1100. flSllL ,BSLL.IJSIII.CSUL .CSLL.CS""
DRI NT 1200. fl5uL ,ASLL .PlSM,CSUL .CSLL.C';M
pE",l) 1100. BAC, EPSIoII. F;P')O. BHL ,CHL, PHO

P~lNT 1201.eAC.'ODS"',E"PSD.8HL.CHL
P~l"'1T 1202. Q HO
READ 1110.I(CL.K"fL.KL,NGL
D'H"'IT 1203.I(CL.KNL.KL,"IGL
RE.D 1110.(KPC( n,J:l,1t'i)
1)1'} 2 .1'" .11;
TFIKPCCJI.F.O.OI GO TD 6

2 (()NTTNUF
PEII) IltO.(KPCIJI.J=17,32J
N'l "J J=17,.1;>
11="(I(PC(J).FO.O) GO Tn 6

) CONTINllE"
R!OIO 1110,(KPC{JI,J=33.3FJI
on 4 J=33,3~

[FIKPCI J).FO. 01 r,n TO 6
4 CONTINUI;"

" KPC(JI ::200
KN" '·,1
PFH'>IT 12C",,(I(PCIKI,K=I.KNI
'1",,,X"3000.

6""N::l~t:'.

('IoIAX=2::100.
("11"'1=150.
PQINT t2C':'l,Pl"'''X.f1'''IN.CM''X.CM!N
~=c .c
on 7 J=I.NCO
f'JFl.~( .11 .. 0.0
I(="'I/CI J)
IF( ...nOIK.211 70,71,70

"'0 ~= ~+FlHL .A"'L
GO Tn ..,

71 ';=';+CHL*CHL
.. C;)NTINUE

!-iLl ~"SQRTIS)
PIO.') 1110.K
IFIK.LF.l1 t;(1 T':'I 90
C4LL "DPIV(G"".O.C'.)
Q~""O 1100. {IJU( n.J.t.NCOI
'(C=I)

PRINT 1002,KC.(RUIJ).J.t,NCOI

"0
IF(K.FO .. 21
KSW=2
K"::I
Gn T('l 10l

90 PRI"', 1000
><N,,'
(;1) fO Q

"\ FO"""IB,I)ELR,O .tl
'1F"NF+1

q PRINT tOOt .FO
CI,LL F')RIVCG.O.Cl.,
1)0 15 J=t .NCO
IJL( Jl =').0
!lUI J)=o;OOO.
K""'~'UC1 J)
II="(MOOtK.21) 10.12.t"
'ill=!3!;UL
SL~!lSLL

S"'l=!lS"I
GO TO 14

12 SU=CSUL
SL"CSLL
s ... =e5'"

14 ('H~:-S"'*G{JI

.... O"' ... BS(Ofl)
IF{"'O.GT.SUI 08=SfGN(SU,08)
tF( .... O.LT.SLI Da,.SIGN(SL.08.

15 O!OLB(J .=08
KN~l(N+I

Kt:·O
16 KAsO

no 30 J"'t,Ner}
OELC(J)=O .. o
IF(8UIJI-8LlJI.LE.",.CI GO TO 29
1"-(GIJU 19.20.21

1<;1 8Ll J):z:EH J)
GO TO 22

20 6L(J):A(J)-!5.
F1U( J)"8(J.+5.
GO TO 22

21IWIJ.,."HJ.
22 IF(8L(JI.N".0.0 .....ND.8UI H.i'\IE.5000~)

K,.foll,JC(JI

tF(lIlotHI(.21) 24.25.24
24 SU"'8MAX

SL"'8N(N
GO TO 2 ....

25 SU,.Cfol411
'iL=C"'IN

26 IF(BLl J ).GE.SUt GO TO 900
1J"(8U( J).LE.5L) GO TO 900
It( ,Jlte( ,.I HOELAC J)
TFUHJI.LT.SL) 8(J).SL
IF(B(J).GT~SU) B(J~.SU



GO TO 30
27IHJI"IBU(JI+8LIJI)/2.

IFIAU(J'-BLIJ).LE.8~CI K8"'Ke+l
GO TO 30

2<;1 1(8:111(8+1
30 CONTINUE

KC"KC+I
IFIKe.En."lCDI GO TO 3!5
IF(KC.EO.KCL' GO TO 9Ql
FO==FIR.DELC,O,t)
''IF "'NF + I
C"LL FORIVIG,O ,0.1
GO TO til

l'5 PRINT 1002.KC,(8(JI,J"I,NCQ)
ll=(KN.EO.KNL) GO TO '50
FO"FI8U,OF.LC,O,I'
N"" .. NF+l
C"LL FDRIVIG.O,O.)
DO 31' KzI,NCO

38 DELFI(K'''O.O
DO 4-0 J"I,NCD
IFIGI J).GT.O.)
pq!NT 1003

GO "0 8
40 CONTINUE

f"O"F{ 8L. OELA, 0,11
NI=":NF+l
C'LL FDRlvIG,O,O.1
On 45 J"l,NCD
1l=(G( J).L T.O.) GO TO 4!5
PRINT 1003

on 4;> K=I, NCO
4? DELFI(K ,,,,0. 0

GO TO ~

45 CONTT NUE
On 47 K"I,NCD

47 D<:LCtKI=O.O
50 DO '52 K,,\,NCO
'52 BU(l( 1=~(KI

pOINT 1300,"11"
... =\
NF=NF+l

loe K~""=O

1(':"1
PRINT

1011("1=0
"Iv=/)

KC=O
102 I(N=KN+I

K~;KpC(KN)

IF(I<B.C;T.NCSL' GO TO 110
l=f)"F=I13,nELC,I(~,""

"'=0
EOS"F.P5M
1l=11<~"GT.NCS4-+NCS4) ePs_e:PSO
IF(FO+EPS/IO•• GT.O.I GO TO 104
11l1"(FO"EPS.LT.O.) GO TO 102
KC_KC.l
K"C(KCI"'KB
C"LL FORIV(G,K8,O.)
C'LL ""'(G,Kc,Ncn,
GO TO 102

t04- PRINT lQl1,K'3
!FINV.NE.O' GO TO 102
"1'1;1<8
C"LL FORIV(GF,I(~.O.)

1="'1"FO
"O::rEP$/2.
GO T'J 102

110 tF(KN.EQ. 1 .... NO."l.EQ.I I FO=F{fl,OELC,2.NCS4.+1,1)

""'-1
GO TO 117

11"5 KN"KN+I
KQ::tKPC(KN)

117 IF(KB.GT.NCSL+NC$61 GO TO 121
Fj)_F( 8, OELC. KA .... )
11I=0
IF(FO"EPS"'/IO •• GT.O.I G:O TO 119
IF(FD+EPSM.LT.O.) GO TO 115
KC::rKC+1
I< ..C(KC)""K13
C"LL FDRIV(G,1(8,0.'
C"LL A"'IG,I(C,NCO)
GO TO 11!5

119 PRINT lOti ,KB
IFfNV.N!".O) GO TO 115
~"'K8

C"LL FORfV{GF,K8,0.1
FO::tFO
"0",,'EPSIII/2.
GO TO 115
14""-1
GO TO 125

123 KN_KN+I
K83KPC(KNI

12!!l JFCI(B.GT.2*NCSL+NCS2' GO Tn 150
FO_F( B. nELC,KB, '" I...
IF(FO+EPS",/lO .. GT.O.' GO TO 127
fF(FD+EPS14.LT.O.I GO TO 123
KC_KC+I
K,t,C(I(CI_1(8
CALL FDRJV(G,K8,O.)
CALL .. N(G,KC,NCO)
GO TO 123

lZ7 PRINT 10tt ,KB
1"'(NV.Hf".O) GD TO 123
NV_1(8
CALL FORIV(GF,K!l,O.1
"0."0
"O.EPS"'/2.

GO TO 123
150 IF(NV.EQ.OI GO TO 200

S-O.O
IF(I(Sw.Ea.3) KSW.4
DO 152 J"'I,NCO
G(,I)_O.O
tFIGF(J).GE.S) GO TO 152
NoJ

ssGF(J'
152 CONTINUE

G(NI __ l.

C"LL PROJIKC,H,G,NCO)
CALL EKTP(FO,AO,GF,H,NCO,OB)
K:O

I '54 DO 155 J"'I,NCD
155 BN(JI"'B(JI+08*H(JI..,

NF..NF+I
IF(NV.LE.NCSL) GO TO 1!57
FO..F( f'lN ,OELC ,2.NC S4+ 1.1 )
M=-I

157 FO..F(BN,OELC,NV,NI
IF(FO.LE.- ..O/5 ..... NO.FO.GE.-2....0) GO TO 165
K:K+I
IF(K.eO.KLI GO TO 910
C"LL Fr>Rlv(r.N.Nv,O.1
C "LL I NTP( FO.GN,FO.GF ,H, AD, OB,NCO)
1')"1 I~O Jel,NCO
B(,J)"BN(J)

160 GF(J)"'GNIJ)
F'J .. I="O
GO TO 154

I ~~ "l=0
DO 167 ,J=I.NCO

1678IJ,,,,SN(J)
PRINT 1012.NV,(BN(J'.J-I,NCO)
PRINT 1300,NF"
G'J Tn 101

200 K'CIKC+II:IIO
1l=(I($w.GE.31 GO TO 290
tl=Il(C.EO.OI GO TO 300
IF(KS ..... EO.2) GO TO 300
DD 202 J=I.NCO

2020"OLB(J)=BIJ)-RUlJI
C"'LL pROJ(KC,H,DELB,NCO)
<;=0.0
DO 203 J"l.NCD

2Q"J S=S.H(J) ••2
S=SORT(SI
[l=(S.LE.I0.1

"'=1
NF"NF+I

204- KN"O.. ,
20!5 KN_KN+I

K8",KPC(KN)

H'(KI!l.GT.NCSLI GO TO OliO
IF(KB.Nf'.I("'CCI(JJ GO TO
1(=1(+1
GO TO 205

201' F"O::rF(B,H,KB.14)

"'=0
EPS-EPSIII
IF(K8.GT.NCS4-+NCS4-1 EPS",epSo
IF(FO+EPS/l0 •• GT.O.) GO TO 250
GI) TO 205

21!J IF IKN.F.Q. I. "'NO.IoII.EQ.1, FO",F (8,H,2*NCS4+1, I )
E"'S"'EP5N
"';-1
GO TO 214

212 I<N"'KN+I
Ka",KPC( KNI

214- IF(KB.GT.NCSl.+NCS61 GO TO 218
IF(1(8.",E.K"'C(I(») GO TO 2t6
K"I(+l
GO TO 212

216 FO=F(B,H,KB,III)...
IFCFO+EPS14/10 •• GT.0. )

GO TO 212
21e 14"-1

GO TO 222
220 KN",KN+I

KR=t(PC(KNJ
222 IF(1(8.GT.2.NCSL.NCS2) GO TO 230

!F(I(B.Nf':.K"C(K)) GO TO
1(=1(.1
GO TO 220

224 l="l"F(e.H.KB .... )...
IF(FO+EPSM/lO .. GT.O.) GO TO 2'50
GO TO 220

230 IF(KSW.EO.O) KSW"2
DO 232 J-I.NCO

232IHJ)_eCJIt·H(J,
IF(KSW.LE.21 GO TO 24.0
PRINT 1014,(8(J",J-l,NCOJ
PRINT 1300.NF
GO TO 101

240 PRINT IOI3.(BC,JI,J-"NCOt
PRINT 1300.NF
IF(I(SW.EQ.t) I(SW"'O
GO TO 101

2eO C",LL FDRJV(G.KB,O.)
FO_FO
C~LL EXTp(FO,EPS/2. ,G,H,NCO .DIU.-.

254 DO 25'5 J_l,NCO
2!5!5 H(JI.'I.+OBJ.H(JI..,

NF_NF.t
fFCI(B.LE.NCSL) GO TO 257



FI).F(B,Ht2*NCS4+, t I)

"'·-1
257 FO%FIB,H,K8 t MJ

IF(FD.U:.-r::PS/IO •• ANO.FO.GE._epSt GO TO 2615
K_K+I

TF(K.Ea.KLI GO TO 930
C"'LL FOF:l:IV(G""K~,O.J

OFl .. OB/{ 1.+01))

C"'LL IPIITPI I'D, G"". 1'0 ,G, H,EPS/2. ,OS ,NCO)
00 260 J"I,NCO

:':60 G(JI.r,NIJI
F'1::FD
GO T'j 2~4

?"'I "''''0
f"'IKSW.LE.2) GO TO 267
IFlofllN.F::a.O.1

OI'lN"'I.
K~W.4

GO Tf' "'04
;>67 K~W::I

Gn TO "'C4
2QC 1"'{KSW.FO.4) GO TO 302

Fa",FN

1)0 2q2 J'" 1 ,NCO
2Q2 GIJ)"GNIJI

P'u NT 1021,1'0
GOl TO 304

lOC PQINT 1(\20
NG=O

l02 FO",FIR,OELC,O,OI
PRINT 1('21,1""0
CALL Fl'JP(V(G,O,O.1

JOil. C"'LL PF:l:DJ{KC,H,G,NCOI
s=o.o
no lOS J"\,NCO
nF.LC(J) "0.0
OEL~I J )"'0.0

30'1 c;=S+H{ Jl**2
c;,,~I)QTi 51

IFI<;.GT.H\.-I"", GO Tn 30Q
0') lO~ J .. \ ,NCO
I(="'UCI J I
(F("'OOIK,2}) 30"'.3C7,30(',

306 IF{HIJ,.GT.AI-iLI GO T'1 30<;1
GO TO JOA

307 IF'"lI-HJI.GI.CHLI GO TO 309
'I'){\ CONTINUF

ff'IKF.E'O.21 GO Ie "00
Kf;'=?'
E'PS""=EPS""IO,
EP<;(),,'::PSO/10.
FN::FO

0::1 ""0 J"'I,NCO
l40 G"II J )"Gl JI

KSW_3
RHO_IO..-.
PIUNT 1022
GO TO Hli

'0<) D'l:PI-iO/S

NIi"'''IG+1
I"'I~G."O.NGLI GO Tn 940
on 310 J'"I,NCO

'11~ q"li JI"9( JI+oa*H( J)

F'l"'Fl "'''l,OELe, a , I)

NF=NF+I
C'LL "'~PIVIG.."O,O.1

'; ~O. 0
!")n 'US J"'I,NCO

H5 S"5+C;IJI*H(JI
F'1D"5
5=0.0
0') 320 J"I,NCO

l?O S~S+GN( J)*I-I( JI
FNO ..S
IF(FOO*FNO.GE.O.O} GO TO 322
l'; .. FQO+FNO+3.*1 F~_FO I/D8
T.. SllATt S*S-FOO*F~D)
D8N=-DB*(FNO.T_ S) /IFNO-FOO+2.. *T'
11I=1
K~W_"

NF"NF+I
1"'(OgN.LE.. O.1
NF"NF-I

322 DQN"O.O._0
FN ..FO
K<;W"'3

32!5 RI-iO_2.* I DB+oPlN' .RHO/oB
08 .. 08+08N
DO 327 J.l,NCo

327 HI J )"OE'!*HI J I
GO TO 204.

4.00 PRINT J 030
NV"'O
KN"'O.-,

40!'i KN=KN+I
IF(KN.GT.. NCst..1 GO TO 4.10
IFfKN.NE.KPC(KII GO Tn 4.07
K.. K"I

407 FO"F(8,OELA,KN,OJ
C(KN)_FD

IF(FO.LE.O.) GO TO 4.05
NV"'NV+I
KItCtNV).KN
PRINT 10ll,KN
GO TO 405

410 11II"-1
GO TO &14

412 KN"KN"I
4.1. IFfKN.GT.NCst..+NCS61 GO TO .20

tF(KN.NIE.KPCfK)' GO TO 416
,(>·tc.+1

416 FD.F(8,OELA,KN,lilll
C( KN) ..FO.-.
IF(FO.LE.OI GO to 4.12
NV_NV+.
KVC(NV)_KN
PRINT 10ll,KN
GO TO "'12

4.20 11II"-1
GO TO 42.

422 K"'''KN+I
4.2. IF(KN.GT.2*NCSL+NCS2l GO TO .30

IF(KN.NF.KPC(K). GO TO 426
K_tc.+l

"26 FO"FI8,OEL8,KN,"'1
CIKN)"FD.-,
IF(FD .. LE' .. O) GO TO .22
NV"NV+l
KVC(NV, ..KN
PRINT 101l,KN
GO TO 422

4.30 IFINV.f::O.O) GO TO !SOO
4300; KPC(K+NV)-KPC(K)

K",K-l

".0 fFIKPC(I().GT.KVC(NVIl GO TO 43!S
KPC (K+NV J_KVC( NV J
NV=NV-l
IFINV .. NE.O) GO TO 4&0

E'PS"""IO.*"PS'"
EPS"" , O.*EPSO
RHO"20.
PRINT 1035
1')04150 J_',NCO

,,!so DELe( J''''O.O
G'1 TO 100

"\00 PRINT 1036
PRINT tOQO,(X(J),J",.,NCS21
I(,.NCS2+1
PRINT IOQI,(XIJ),J"K,NCS3J
K"NCS3+1
PRINT 1092,(XIJ),J_K,NCS!S)
PQ'~T 1037,(KAC(JJ,J"I,KCI
PF:l:fNT I03A
KN::1
NV"NCSL,-.

'50!SI(=K+1
IFIK.GT ..NV) GO

K~"K+4.

IFIK2.GT.NV) GO TO 550

K3"K+e
fF(K;J.GT.NV) GO TO 555
1I&_K+12

1"'(K4.GT.NV) GO TO 560
K5.K"16
tFIK5.GT."lVIGO TO 565
116..1(+20
tFIK6.GT.NVI GO TO 570
GO TO 57!'

0;";10 fF("'OO(K,41.Nf:.OI GO TO 505

pqI~T 1050
K=K+20
G'1 TO !!i05

515 PRINT 103Q
KN.. ?
It"NCSL
NV"NCSL+HCS6

-;20 K"K+1
(I'"(K.GT.. NV) GO TO !S30
K2.. K....

tF(K2.GT.NVI GO TO !S50
K3"1(+8
rF(1(3.GT.~VI GO TO 555

K4.K+12
IF(K .... GT.HVI GO TO 560
K!S_K+16
!FIK!5.GT."lV1GO TO ~6'J

K6.K"20
IFIK6.GT.NV) GO TO !S70
GO TO 57!S

~2'5 1(8.K-"lCSL
IFIIIIIOOOc:.8,41.NE.O' GO TO 520
PRINT 1050
I( .. K+20
GO TO '520

530 PIlINT 1040
K"l_'
K"NV
!lfVdN+NCS6

'535 K_K"l
(F(K.GT.NV) GO TI') 600
K2.K....
IFIK2 .. GT.NV) GO TO 5S0
K')_K.. 8
EFIK3.GT.NIt)
K....1I(.12
IF(K4.GT.NVI
K5-.K"16
IF(lC5.GT .NV )GO TO !565
K6 11K"20
IF(K6.GT.NIt) GO TO 5"0
GO TO 5.,5

~40 KA.K-NCSL-NCS6
IF(1III0l')(K8, 4) .NE.O)
PQINT 1050
K_K+20
GO .,0 535

'5'50 PRINT 1041,K t C(K'
GO TO C510,!S25t540J,KN



~-;5 pRI"lT 1042.K,CIICI.1C2.CI1C21
GO TO (5tO.-;2~.-;401,KN

~60 pRI"IT 1043.K.C(KI.K2.C(K2).K3.C(1(31
GO T['l (!'510.525.'5401.KN

565 pQPH 10"4.K.C(I<I,K2.CIK21.K3,C(1<3).K4.C(1<41
G'1 TO (510.525.5401,KN

0;1'0 pq TNT 1045. K, C (I< I, K2. C (1<2 I. I< 3 ,e I 1<31. K4.CC I(4) .K5, C( K51
GO TO 1510.S2!';.'S"01.KN

""'0; pq T""T 1046.1<. C I K I .1<2.C I 1<21 ,K3 ,C I K3) • K4.C( K41 ,1<5. C(1(5) .K6, C I K6.
GO TO (510,S25.'540).I<N

60C pql"lT 10 .. 7
R':TURN

QOO p<tI"lT 1060.(8(JI.J"I.NCO)
RF:TUR"i

QOI oql..,T 1061.(RIJ).J"t.Ncr))
P<:TU"!N

'lID oqTNT 1070.18""(-').-''''I.NCO)
R'::TURN

""30 1)0 Q31 J''1.NC''l
<)31 BI -' 1"8( "I I+HIJ)

P'lINT t07t.181 "II .J.I.NCO)
f'l<::TuqN

~40 ORI"iT loac
Q<:TUR""

1 000 F')f'l"''''T I 1112 X. 8QH•••••••••••••••••••••••••••••••••••••••• PH'" SES···•••••••••••·•.••••••••••·.••••••••••/)
1001 *"OR~ .... T(/2X •• I~ITt .... L Of:SIGN CI15T---•• *"10.21
1')02 FClFhlAT(/2X •• A,FTF:R•• 13 •• ITER .... TIONS THE ST ...TION"'RV POINT IS ESTIN.... T

I.E') Tn AE "T:./( 2X.121=IO.2J,
Fl03 FClR"IATII12X.21' REST RT pH SE 1 ••••• 1
1:l\0 F')P"'lA,TfII12X.a9""•••••••••••••••*•••••••••••••••••••••••• PH.... SE 2 •$···.••·•..•·••.•·.••••·•••••··•.••••.•·11
1111 F:J1HI .... TI/2X.*CO"lSHU,INT MJ"IBFR •• 14 •• IS VIOL TEO.'
1'112 F')<?'UT(/2X.*S"'TfSFACTIO", OF PPEVIOUSLY VfOL TFD CONSTR .... INT•• I ••• '(

~tcLDS THF DESIGN VECTOR:./(?X,12FIC.2IJ
1::l1~ F'lR"'l .... TI/2X •• "N "C'lJlJST~NT STEP FQO~ THE PRECEDING DESIGN VECTOR VI

SELO';: ./I?:<. 12FIO.211
1014 FOR"! .... TII12X.*Gp"OlF.NT PROJECTiON fTER"TION VIF.LDS THE DESIGN VECTO

SR:*/12X. 12F10 .. 211
10lO F')R"'lAT(1112X.89H* ••••**••••••••••••••••••••••••••••••*•• PH .... SE 3.

S.*.*.* *•••••*.**••••••••••••••••••••••• /1
II) 21 FORM T' I?X ••oRF SENT DESIGN CDST---••F 10.2)
1122 F')R"' T(/2X ••I"REVIDUS DESIGN VECTOR IS OPTiM.... L iN APpROXilII ... TE FE .... Sl

SBLf. OOM"'YN - BFTTER ....PPROXt/UTIO .. BF.lhG INITIATED••
1 '130 F']R"'lA,T f III?X. A9f1•••••••••••••••••••••••••••••••••••••••• pH .... SE ••S···.•.............•..•....•••..•.•.••.·/I
10~5 FaR"I"TC/2x ••THf vfOL .... TED CONSTJ:l:"INTS NOTED ...BOVE H .... VE SEEN "ODED T

S0 THE PRIM .... PV Cf)NSTR"INT LIST .... NO PH"'SE 2 IS BEHIG REST ....RTED.)
1:>36 F'1R"'l .. T(/2X."I~H••••••••••••••••••••••*. THE PRE"CEOING DESIGN VECTOR

S IS OPTIiollAL •••••••••••••••••••* ••*.1
t·'ll7 F8R"I TI/2X ...... CTIVF. CONSTR"INTS AT THE OPTIM"'L ARI'::.,10151
10lP FOl'>"'l T(112X •• ST"TTC LOAD CONSTRAINT "' .... LUFS:./J
1')3Q FOp"' T(/12x •• MnOERATe EAQTHQUAKf CONSTRAINT VALUES:./)
1'140 FORMAT(/I?X.*STRONG E .... RTHQlJ ... KF. CONSTRAINT VALUES:./)

10.1 F"!JRIoIl TI ... X••Gf., 13 •• ''' •• 1'"10.21
to .. 21'"()R"I Tf2(4X.*GI •• t3 •• I ••• 1=10 .. 211

1043 FOR"' T(3(.X ••G(., 13•• )".,Fl0.2IJ
104. FOR T(.(4X ••GI.~ 13 •• )"'.~F"10 .2) I
\045 F'lR"I"T($(4X.*G( *. 13.* ."•• F 10.21)
104(', Fm'l~AT«(',(4X••G(*. 13 •• I=*.FIO.211
\1)47 FOP""A T( 112X. 130H••••••••••••••••••* •••••••••*•••••• CONGRATULAT ION

SSt YOU"VE ""ADE IT. NOW P .... y THf.: CO""pUTER BILL •••*•••••••••••••••••
S.*•••••••••*•• I

\OSO FORIoIl .... Tl/)

1060 I=OR~ATC/12X•• "'E"'f'FR SIZE RESTPICTtON5 H ....VE BEEN EXCEEDEO -_ THE PR
SESENT I)E~IGN VECTOR t5:./(2X.12Fl0.211

1061 FI1R"IATII12X ••COOROINATE SE.... R(:H ITER .... TlON LIMIT EXCEEDED __ THE PRE
SS'::NT I'lESIGN VECTOR IS:./(2X,12F10.2H

\070 FOR"I .... T(I/2X •• VIOLATEO CONSTfU,INT se .... RCH ITER.... TION LIMIT EXCEEDED­
S- THE pRESE"IT OEg l("oN VECTOR IS:./I 2X. 12F to. 211

1071 FOR". .... T(112X ••CO"lSTl'> .... INT SEARCH ITER",TICN LIMIT EXCEEDED -_ THE PRl!::
sseNT OF.SIGN VF.CTOR rS:.1I2x.121'"10.2))

\080 FOJ'l"l TII12X.*GR ..OIENT PROJECTION ITER ....TION LrMrT EXCEEDED.)
10QO "''1R''I T(//2X •• TH''O COMPLETE OESIGN VECTOR .... T THE OPTlM"L POINT IS:./

$12X •••EMBI:R IoIlOloll<:,NTS OF INERTIA. (TOP OI')WN'--- •• 8Fll.2/.0X.8Fll.Z)
1091 I" OR"I T ( 2X •• CONNECT ION STIF"FNF.SSES (TC~ DOWN )---•• tpaEll.2 1
10~2 F"OP"I TI/2X ....E"I~ER PLASTIC SHOTtON "'OOULI I TOP OOWN)--- •• eF9.2/4~X

~ .aF 9.2/1
110e I=OR"'''TIAEIO.OI
1110 FORM",TI16t5)
1200 FORM .... T(I/2X •• UNCON5TRAINEI) lIliNIMIZATICN P ....R ..NETEP5:./I!5X,.BE .... N STE

So SIZE UpPER LI"IIT--- •• F6.1//5X ••SEAN STEP SIZE LOWER LIMIT---*,FS
S.l//'5)( ••B" ... '" STEp MULTlpLIER---•• IPE11.2/I!SX ••COLVIIlN STEp SIZE upp
$Eq LIIIlIT---.,ORFA.I/15X ••COLUIllN STEP SIZE LOWER LUClT--•• FA.l'll!5X
1- ••COLU"'N STEP IIIULTlpLIER---•• 1PEII.2)

1201 F')R"l .... T (//2 X•• "'LGOR! THIol "CCUR"'CV SOUNDS:./ '5X ••UNCONSTRAINED NINIMI
$lATION DE'3IG.., "''''RI'''BU: TDLERa,NCE--- •• F7.1//!SX,.MONENT CONSTR"'fNTS
$TOLF:R.......CE---"', F7 .. 11/5X I .OISpLACENENT CONSTR"'INTS TOLER....NCE---••
SF7.3/J'5X ..... LtiORtTHM TERN1N... TI0N V"'LUE FoR SE .... ,.S---*.lPEII.2//'5X.
$."'LGORITHM TERMINATION "' ....LUF FOR COLUMNS---.,lpEII .. 2)

1202 FOR"IATI//2X •• fNITr .... L STe-p SIZ': FeR GR"OlENT PROJECTrON---"'.FI5.1)
1;:>03 FORfIIl ....TI//?X •• ALGORITHIo4 ITER .... TION LINITS:*/ISX,.UNCONSTRAINEO MINIM

SU"l SF."PCH---•• 1 '5115X • • PH....Se ONE REST "'RTS---*. 15/I'5X ••CQNSTRA INT FU
$NCTrON SEARCH---•• I~115X••CONSTRAINEO ",rNIMU'" SEARCH---•• 15)

12'''' F"""M ....T (/12X, .PI:! IM .... RV CONSTR .... INTS: •• 201 '5/22X. 201 '5 t
1205 FOR... ,lI,T(112X .....£"I8eR SIZE RFSTRICT10NS TO INSURE MODELING ....CCURACY

SAR~:.'I~X.*MAXlJolU'" BE .... '" StZE---*.Fl'I.ll/!5J( •• "'INI"'IJ"" 6E ....M SI2E-.,F8
$.1/15X •• Ma,XIMUM COLUMN SIZE---•• Fe.l//!5X,.",INIMUM COLUMN SIZE---.,
$F~.I )

1300 FORM"'T(/2X.*NUM~EPOF COMPLETE "'N"'LYSES .... 14)
E..,

SUBROUTINE "'"(G,ICC.NCOI
DINENS ION GUI
CO.MON / ....MAT/ ... (!S,16)
DO 10 J_I,NCO

to .... CICC, .. '.-( .. I
ltI!TIMN
.NO

SUBROUTINE pROJ(KC,G.Gf".NCOI
COMNON / ....M...T/"(~.16)
OIIllENSION Glll,tiFII •• 1HSt ..... A(5.5)

20 IF(ltC.EO.O I GO Tn Q1
011 30 I:I.I<C
O~ 30 J.l.KC
5"0.0
DO 25 K"I.NCI'>

25 S"S+AII.I<) ... t J.I<)

30 A'n.J) "S
DO 60 N.I.I<C
O .. AAIN.Nl
0035J"I.KC

35 ...... 1"1. J)"-A"'I~.J)/I)
00 55 l"l.KC
11=("1-1) "'0.55._0

40 0'1 '50 -'''l.K("
lFIN-J) _5.~0.45

45 ...... II,J)" ...... IT.J).AAlf.NI ..... A(N.J}
'50 CONTINUE
55 ........ II,N) .......... n.N)/O

"''' ... ,N)=l./D
60 CONTI NUl"

011 7~ I =I.KC
T=O.O
flO 70 -'""t.NCD
5"0.0
no 65 K:l.KC

65 <';"S+AA( I .1()iIlAII(.-')
70 T=T+S.GF(J)
75 ftll )=-T

s"o.o
00 60 -'''1.KC
II=IBI JI.GE.Sl

S"FlIJl
N"J

80 CONTINUE
IF(S .. EQ.C.) GO TO QO
KC=KC-l
IF(N.EO.KC+ll GO TO 20
00 ~s -,_N.KC
I)~ 85 K" I.NCo

8"1 .... IJ.K)" ... CJH.K)
GO TO 20

90 009S J=t.NCO
s ..o.o
DO 93 l<"'l.\(C

93 S"S+"'IK.JI*NK)
95 G(J)_-$-GF{JI

GO TO leO
97 00 ge J_l,NCO
9 ... GIJ) __ GFIJ'

lon RETURN
END

SUBROUTINE E"XTP(F ....D.G.H.NCO.Ofl)
OIMF:NSION GIll.Hlll
5"0.0
00 10 -''''l ....CO

10 SzS-GI-').H( "II
OS"(F+AD)/S
RJ;:TUI'lN

E'O

SUBROUTIN!':: INTp( FN, GN. FO. GO. H .....0, DB, "1(:0)
OIIlllENSION GN(l).GO(II,"'(l)
FNE"'FN+AO
5 .. 0 .. 0
DO 5 ).I."ICO

'5 S"S+GN(JI.HU)

FNO"S
5"0 .. 0
DO 10 J_1.NCO

10 S=S+GOIJI.HIJI
FODzS
FP"-6... ( FN-FO II I 08.0B )+2 •• ( 2 ••FNO.FOO )/Da
Oq=-FNE/FND-FNE .FNE *"P I I 2 ••FNO.FNO *1'''10 J
RETURN
"'NP

FUNCTION F(6.0ELB.I."4'
COM "ION /STO .... T INSTR. W( e) ,ELB.EL( aI, 0, NCS2, NCS3.NCS4.NCS5~NCS6.NCSL~

$NCD
COM.ON /RES/Slo4f4a) ,OMT (4e I, OELT (e,
COlolllIION /COST/C SMP .CSCp .CSW,CPT .COH.CI .FP(eJ .NAG, AG( 10 J.OL
CO"4MON /OES INF INCC. "IC (3e). NUC( 391 ,NSC .NS( 16' .COP .CC (2) .CE( 2) • XC40J
COl,lllollON /CNSH NF IRCS. D.... I S) .BFS.RCO,OEO (2), OUCA( 16 f
DIMENSION BCtl.OELSlt)
O .. T ... KSWT/l/
IFIKSWT) 2.15.2

2 KSWT_O
NCS"•••NSTR
Ncse.e.NsTR
NCO",NCS'5 -Nce



~C$L::I IO*N5TR
1)'1 oil- ..... I.I'IICS5

4 xlJ'sfHJ}
IFII'IICC.EO.O' GO TO.',DO 10 J::Il,NCD

'" L=J+I(
l F IL.Ea.MC(K+I')
AIJI::IlC(LI
"'(JCI .,II aL

G'1 TO 10
!J K::IK+I

Gr'J TO 6
10 CtJNTINUE

GO TO 16
l~ IFI .... I..':::.OI GO T') 1<;1

(<=("ICC.f'O.O I GO TO 16
100 1)11 102 J"I.NCf)

K,,"'IJC(JI
1~2 lC(KI"SIJ)+Of'UHJ)

I<=INSC.f'O.OI Gt' TO
011 lOll J"'I,NSC
K:I'I${ .,II
L .. IC+NC53
IFf ...OO(K.21) 104.IC6,104

104 X(L 1",.A5*XIKI**.TI3
G'J TO lOA

106 KK"I
tF(lIIK ) .. GE' .C')P) KK"'2
xn. I .. CC f KI<I*X 1 K 1**Cf'(KK.

10" C'JNTtlllUE'
G,) TO I~

16 D'::' 17 .,1:1."'(0
171(IJI,,6(J)+I)£LflI1l

1 A (ALL ....~"L'X ,C.O.O I
1<;1 11=( I.GT • ., I G"" TO 4.~

<;1"0.0
5~"0. C'
~ '''0. 0
S4 ~O.O
<;->::10.0
on 27 .,1"'1.1'\1("52
"l .. lCIJI
"1:;>:EI"'1=1
Z",lC(J+NC53)
Z2=Z*Z
t,=1.1*Z2/'!1
IF ''''0''' ,.l.21) 23,21,23
"'l.L ~"'L I J 1"2)
GO TO 2'3

23 "'Ll=F'L9
~ 3: 53+ ZZ*' 10600 .I"XI ( J + 111" 2+NC 52) +.6*Z2I"E 121
S4"S"tZ:?*1.73t. 002"'*Z2I"EI+.064*ZI"SORT(FI III"EI

2~ SI"SIU,*f'"LL
S2_SZtELL*"**.7<J

27 S~.. S~+E t *ELl_(". 71"( 2.09- .61* Z2*Z21" II! 12*e:1 II.z.2!511" Z
s" .002e33*1 cs"'p*s 1 t.916*S2+. 72.C5CP*S3tCSW.S41+2 ••CPT.S5
(I""(Cl.GT.ll.OI G!] TO 28c: 1__ 5.'= ,

PQI"'T 200,Ct
:>O~ "'"fJRltAT 1/I":>lC,*'lIItTIA.L COST TUIES ( ONE PLUS OO'llN TIME MULTIPLIER 1

S---.,F 10.2)
7./\ C;"'S.CtJH

O""""GE f"5Tt'04HF
"'''Gl:'''''G-!
OT=O.O
0" 31 J:2,NAGI
I(';T"''''''
IF(AG( JI .. GT •• 2'S) KSTQ=1
C'LL ANAL( X.'I;( J) ,I<STRI
0"''''0.0
I)' 29 l("'I,NSTR

2'9 ON=ON+I=P(I( ).OEL T( K I
"lIIe.714

OS,.O ASSUMEO
!ONe 3 .. 44,*EXP( -l ~ .25."G( .l II.OL *EN
F."l,.EN*'AGI"'+1 )-'G( J-l I)
OT=ON.e:"l+OT
C'LL F'JRJV(OELB.-l,EI'\II
CONTtNUO:
OT .. I)T.CII"Z.
1= .. 5+0T
RETURN

43 t<=I1.GT.NCSLI GO TO 72
tl""ll.GT.NeS41 GO TO 50
1<"1-1
K"',,"'OO(K.41
MN"'(K-K~11"2+1

2,.X(NNtNCSJI
N:K"4+1
GO TO (415,46,47,481,11I

45 F :5"4( "'NI-lrll (MN+ 11/2) *I'"LBI' 12 .. -RCS *36 ...Z
RETURN

46 !""'-SMI NN)+W (1IIIlN+I lIZ' .aBI" l2 .-ACS.36 ••Z
RF.'TUA""

47 "',,5'" {114N 1•• ""''''.1 11"2' .EL8/24.-RC5.36••Z
RETURN

415 F.-SM( IIIlN I-W( ("'N+. II"ZI.EL81"24.-RC 5.36. *Z
AI!TUAlII

'501I""ct.GT.2*NCS41
Ks I-NC<;4-1
KI4:0"'OOCK ... 1
"'N,,(K-K""1"2+z
Z"XCM"".HCS3'
"""KIIII+I
IIIIN2.1II""/2
p·o.o
00 5Z .,1.1 ....""2

52 P"P.W CJ I/Z.
""1II.' "'N2-1 I *4tNCS2
PR_P.x( MN) I"C t.l *z*z .36.)
P"4.36.·Z

II""(PR .. GE •• I!S' Plo4s1.IS*PM*Cl.-PA)
GO TO C!54.5!'l.56,~7•• N

54 F" SIll( NN.U-RCS.PIII
RETURN

'5~ Fs-SNCNN.IJ-RCS.PN
Pl!TURN

'56 F"'SM'NN+2' -ACS*P",
RETURN

S7 F"-SMINN+21-ACS.P'"
R!::TUAN

59 IFlJ.GT ..NCSt'.i.""C53) GO
"""(-NCS4-NCS4
"'''''_2*''''_1
F.ELB*ELe.l W( N 1."LBI"384.+SIII( MN Il"e. )/(a*x( IIINI )-0" (N'
RETURN
N.. I-NC 54-Nes'S

"'N"2*N
C<:I:"O.O
tFIN.Foa •• ) GO TO 63
ClhXC "'N-2' IELIN-l I

63 (lhCA.X(MN)/EL(NI
eLA.. ELfH3.*0*)( ( ...N-lII"X(NCSZtlllt
6R='" "'N-l 1 1"101..8*3. 1"( 4. *ELAI"EL8-EL8/ELAI
G"sCRI"I!R
GI\=I.
tF(N.ea.NSTAI GO TO 65
C~"X II4N+2 1 I"EL (1'1.1 ).X( "'N )/EL (N I
ELA",EL!H3.*O*XC ...N+ll'XCNCSZ+N+ll
S<h X(14111+ 1 )1"1'.:1..8*3./( 4. *F.L"I"ELS-ELBI"ELA J
GR ..CRI"AR

!o5 SLR"3.14t6I"ROIJTCGA.GB)
Z"XCfllN+NC53)
A=1.1·Z.1:I"X("4I11)
RG"SORTIX(""N)I"AI
SLA"SLR.f"L (NII"RG
IF(SLR.GE.128.2'S1 GO TO 67
PCA"'36 .*A*( 1. -9 .*5LP.SL RI"OI"9.66t;lt'.iJ
GO Tn 69

67 PCR"9. "J696*O.AI"( SLA*SLR)
6<J p:o.o

DO 70 J"'I.N
70 ""P.W{ "')1"2.

F "'1"-8'" S.PCR
RI':'TURN

7.2 K=I-N(SL
c·,
I(STR::zO
D"l"l:ACO
11=IK.LE.NCS6)
KcK-NC<:;6
1..=2
KSTR"'1
1I=CM .. LT.OI CALL ANAL(X.OE"ILI.KSTRl
IF(K w GT.NC$;>1 GO TO 78
K"4"NQO(K,2)
1II"CK+KM'/2
llN_2*,.._1
Z_X( IIIN+NCS31
tFIL.EO.2) 0"'''': I)tJ(A I fllN)
..L2=W("'I)*lEL81"2.
11=(I</III.Ea.o) GO TO 7ti
11=IWLZI"2 •• GT.0"lTOINli GO TO 75
F",,!'IIo1T (''IN) +SIolC "'1II1-WL21"6 .-0"'....36 •• Z
R':TURN

1'"" F"S"'( "'NI+O""T( MNI* O"'T (MN)l"lrlLZHIIL2/12 .-0"1101.36 ... Z
R"'TUR'"

76 F:DMT (""III)-S"'(IoIIN I+WL2/6.-0"'''I.36 .. *z
RF.TURlII

76 I(K",K-N(52-1
K"l"'''lOOIKK,A)
"'N",( KI<-K",) 1"2+2
Z=XIMN+NCS3)
IF(L./:a.21 O"''ol"OUCAI''lN)
N=I<"'+1
1411I2::11041'1I/2
p"'O.O
on 80 .,1"'1,14""2

"JO P:P+WC .,1'1"2.
PR.. P.X (MN Il"ll.l*Z.Z.36.)

0""""36.*Z
II=(PA.GE •• 15) P"l:l.IS.P .... ' I .. -PRI
GO Tel fez, "J3.84.85I,N

82 F:O"'T('(I.SM(KI-I)M",.PM
<:I:ETURlII

83 I""=OWT(K-11-5"'(I<-I'-01llI4.PI4
A';'TURN

8" ,..=0Il4T(K-I'f-S"'(I<-1 I-O...... PIOI
~TURN

85 F:OIo4f( K-ZI-SM( K-2) -O"'N.PIOI
AETURN

"D

FUNCTION AOOT(GA,GBI
"~I

R"'2.42
GG_GA*GfI
GPG ..GA..G8

'5 TR_TA.N(R)
Tf~2-TR*TA

S<:I:Z- •• +TR2
FR"'( GG*R~-36.11"6./GPG-R/TR
OFA_GG*R/3 ./GPG+( R*SRZ-TR)I"TR2
RN"R~FR/OFR

IF(R-RN.LE ...OOII GO TO 1(1
t"'(J.G£.50) GO TO 15
J:sJ.1
RsRN
GO TO 5



1 C ROOT=RN
"F.TU~N

1!5 PRINT 20
<!o FDRIoIIAT (/!5X,"ROIJT tTER. LIM1T EXCEEDEO.)

ST""
I';~O

SUBROUTINE ANAL(B.GOAC,I(STRI
C'J""140'" /STOAT /NSTR .... , ~L~. F.L, 0, NACIoI.NBCC ,NDRF ,NCDO ,NCS6,NCSL ,NCO
C"""IoIION /OF!G/f",V,OE,OV
CO"""'O"" /RES/SM,n""T,OEL T
CO"""ION /F"'ORV/Y ,E"', as ,SR, RO, RXT, 0101I, OEL
nt"""'NS10N Sf I) ,w( 61 ,ELPn .EIIt( 8) ,SRI3:!: ,32) ,SRXI32,lU ,G18,e) ,R( 331,0

1;<;1361 ,"""(4AI , RXT( '32, ':J) .El 8), V( 8, 8J .VIBI ,XI 8, 8I,OEL( 8,BJ ,A( AJ ,C( 8),
$V1 1 81, V2 (91 .V3( 81 ,V4( 8) ,"1l(32,8 1.0"!(.1;l,8I,O"'T (.1"1) ,DEL T(I'H,DEI8. 2.)
to.'W{8.2...... 1

LOGICAL V.
O"TA KSWT/l/
IF(I<$WT) 5,15,5

FOR'" III"S$ MATRIX
'" KSWT"O

1)<"'1 10 I=I,>.JSTR
10 E"( I I"W( II /3Q6. 1

Q=3i'lOOO.
IS TFIGOAC.GT.O.c-I GO TO R2

Fno ... Tt1TAL STIFFNESS ",,t,TPIX
2" 0<"'1· 25 1=1,"InoF

0'1 24 J=I,NORF
24 C:Q(T,JI=C.?

00 2~ J"'I.NSTP
2" $Q)(( 1,1)"0.0

r)Cl Z7 I<=I,"ISTR

"'., 27 J=I.N5TR
<,7 G(I<.J )=0.0

t<;="IBC"'-1
", 30 1"1,1 S, 2

Al =2 •• 0.P{ Il/F.LFl
J=z.t
11=1+1
SD( J. Jl=<;R( J.JI.?.AI
<;Q( JI.JI I=S~( JI.JI )+2.*81
5l'1!J,Jl}=5R(J.JllHH

'3~ SQ( JI, Jl =S<'l( Jl, Jl +A1

ts= IS-I
1"'!"I~TR.EO.l1 GO '!'o 40
DO '35 '''2,J5,2
1<1,,1/2

1(6"KI
K7::1<6+1
1(2=2"'T-3
1<3.. 1<2+3
1<.::K2+.
K5.. 1<2+7
ql",z.*a*SI t I/EL (I< I)
82=3•• aI/FLII<II
<;",,!1<2,KZI=SR{1<2,KZI'2 ••S1
S'l(K3.)(3)=Sl'l(K3.K3)+2.*81
SR{K4.1<4I z SI«1<4,1<41+Z•• £>;1
')~( K!5,K51=$1< (K5.1( -; )'2 ••81
SRI 1<2,0:41 "51«1<2 ,K.) +Al
S1<11<4, I< 21 = $1« 1(4,K 2) 'A I
SQ(1<3,KSI=SRII<3,1(!i l+fll
5Q(K!5,K31=SI<{KS,K3)+BI
SoX IK2 ,I<~ I"'S""x {1(2,1<6 I-R 2
<;QX{K2 ,K71 =SRX( 1<2 ,1<7} +82
SQ)(I I< 3 ,I< til = SR Iff 1<3 .1<6 )-8 2
SRX (1<3,1<71"'<;RX( 1<3,1(7) H'2
SR XIK. ,K6) =SRX( K4 ,K61-82
SRX (K ...K7 )"SDX! K. ,K 7) HI2
SQX( K!5 ,K~} "SRX (1<5 ,K6 )-82
S""XfK!5,1<71"'SRX(KS,K71+fl2
83=4 •• fl2/ELIKII
(i( 1<6,1<61 =G( K6,K61 +83
G(I< 7 ,K 7 )EG( K7,K 7) +fl3
G( K6 ,K71 =G(1<6 ,1<:7)-1''3

3!"i G(1<:7,1<:6)"G(K7,1<:61-83
401:H"2.*a*S(NBCMI/El.(NSTRI

82=3•• 'J! /EL I N5TR)
e 3= ••*A2/EL IN STP: I
KI",NORF-3
$1«1<1.1<1 )"'51«KI .1<11+2 ••81
SQ (NORF. NOR'" )"SR( NORF ,NORF) +2 ••9 1
SRX (I<I ,NSTR) =SRX I 1<1 ,NSTR )-82
SI;lX INORF .N5TI<) "SR XI NORF ,NSTR )-a2
Gt N<;TR, NSTRI", G (NSTR,NSTR) +B3
00 4!5 I"I,NSTP:

J"N"'C'" +I
I<l"'4.1-3
1<2=K 1+1
K'J:Kl+2

1<4"1<1+3
SR(Kl,)(1 )"SI«KI.I< I I+B( J)
SI:I(K2 ,K21 "SFH 1(2 .K2) +B(J)
SRIK3,1<31=5FHK3,1<3J+lH JJ
SR (K., K. ),,$I«K4.K.) +IU J I
SR 1 K 1,1<21 "SR( 1<1 ,1<21-a (J I
SI:I(1I:2,Kl J"SP(K2.K 1 )-81 J 1
51< (1(3,1<.) .SR( 1(3 .K. )-B (,,)

4!5 SI:I(1(4,1<3)"SR(K.,1<3)-8(JI
FOR'" KR INVERSE
DO 6!5 "'=1, NDR"
O"Sq(N,NI
00 SO J"I, NORF

.,0 SR(N,J),,-SR(N,J)/O
0063 I"'),NORt"
IFCN-11 !5S,63,SS

5500 &0 J.I,NDRF
IFCN-J) 58,60,58

58 SR:(I,J~"~(I,JI+SRlt,N).SRIN,H

&0 CONTINue
&1 SR:II ,N).~(J ,"I) ID

SR:(N,N)·).O/O
65 CONTI NUF

CO"'PLETe STATIC ANALVSls

oa 70 I"I,NOR:",.
J=I f+31/.
Rll)"O.O
RI 1+ t J "WC J)*ELB/12.
RC 1+21"-R( 1+1 I

7a R:( 1+3)"0.0
CALL "'A T"'UL (OS ,SR ,R ,NDRF, NORF, 1,36,32,33)
DO 72 1=1,.

72DSINORF+l),,0.0
011 75 t"I,NRC~,2

Bl=2.*O*B( I I/EL~
1'32,.2. *o.a( I +1 ) /F.L( ( I"'I 1/2)
~"'NRCI.H2.1-1

J.2*!
J1:J+l
KI"'J-t
1<2"'Kl+4
K3"KZ-l
1<4,.K3+4
S"4( 11=( 2.*OSI J I +OS( JI) '.al
5"11+11= (OS IJ 1+2 ••0S1 J 11) .at
S"'ll loll =(2.*OS( KII+05(1(2) 1*032
SIoII (101 +1) '" (OS(I< I 1+2 .*OS( K2l ).62
<;"'(M+21" (2 .*05 (1<3) +OS (K. I 1.82

75 <;"'("'+31=IOSI1(3)+2 ••0SIK4) '.82
FO~M LATERAL STIFF"IeSS MATRI x
CALL MATIIIUL I RXT .S~ ,51'1)( ,NORF, NORF ,NSTR ,32.32,321
I)'] ~O t=l.NSTI:l

001'30 J=I.NSTR
DO flO K:..I,NORF

80 GII,J)"G(I,J)-SRXII(,I,.RXTIK,J}
SIlLVE' FIGEN-PPORl.E:'"
(1) 8S l"'I,N5TR
00 A"5 JZ1,N5TR

as GII.JlzG(I.J)/50RT(E"'(1).EIIt(J)1

CALL HOP" I NSTR:, fl ,-N5TR, G,E, V,A ,C. VI, \/2. V3, '1.'
00 <;10 1 =1 , NSTR
DO <;10 J=I,1'4STP

90 V(J,II=V(J,t)/SOPTCE"'IJJI
C .... LL N()P~vI V,EM ,NSTR)
GO TO 122
COMPl.ETE OYNAMIC AN,t,LYSlS

<;12 DO 100 I "I,N5TR
FQ=SQRT{E(t»)
tF(KSTR.EO.1) GO TO 94
SO,,-,6.*GOAC*t.4
SV=4a ••GOAC'*I.<;I
5"" '3"6 ••GOAC.2. 6
."IFO.GE.I.IH I SO.. SV/FQ
IF(FO.GT.ll.' 50"SA/,.0••2.
GO TO 96

9_ SO.36.*GOAC*I.1
SV=48 ••GOAC*I.3
5"=3a6 .*GOAC*I .!5*1 .51
IFIFO.GE.I.~a) SO"SV/FO
tFIFO.GT.14.01) 50",5A/FO**2.

<;If, 5=0.0
DO <;Ie J= I,NSTR

';I'" S=S+V(J,II.EIII(JI
100 '1'( t )"'S.SO

no 110 I"I,N5TR
00 1('2 JZI,NSTR

102 X{J,I1=VIJtll.V(t)
IS"'NSTR-I
IF I NSTR .EO.I) GO TO
DO 10. J''1,15

1040EL(J,I)zX(J.l)-XIJ+l,I)
10!" O!;Lt"lSTR,I)"'XINSTR,11

on 106 J"'I,NSTR
106 Vt( J)"'XI J,I I

CALL "IAT"'UL (R, RXT ,V I,NDRF ,NSTR, I ,33,32,8)
OD lOB J""I.NORF

loa RI3(-I.1 )=R( JI
RINORF+l ):0.0
00 110 J"I ,NFKM.2
RI=2 ••0*8(JI/EL~
1("'( J+I )/2
82= 2 ••0*B( J+ 1) /EL (I<)

"'''NACfIII+2.J-l
-I1"'2*J
J2=JI ... I

1<1 ",JI-I

1(2=1(1'.
VO.-R(l<l I-OEl. (I<, I I/El. (I<: I
VTz-R (K2}-DEL( K ,I 1 /F':L (K l

0"'( J, n"'-12 ••R( JlI+q( J2)).91
')"1 ( J+I. I I,,-(RI"I )+2 ••R( J2) ).61
0'4( 101,1 ) ""( 2. *VI)+VT' *82
0"1(101.1, 1 1.(VO+2••VT).82

0'4(101+2,1 )"0"'(101,1)
110DM(M+3,1!"OM(M+l,1J

DO 1I~ r"I,NCS6
$ ..0.0
DO 113 J·I,NSTR:

113 S"S+OM(I,J'*O"'11,J)
11~ 0"lT(II"5QRT(S)

DO 120 1"I,N5TR
5"0.0
00 117 J"I,NSTR

117 S"S+OEL(I,J,.OELfl,J}
120 DEL T( I J"SORT( 51

CALL OERIV(8,-I,O,GOAC,KSTR,VI)
RETURN
COMPUTE DERIVATIVES OF £lGEN-RESULTS

122 DO 130 1-1 ,"IeC~.2

101"2*1



SU8ROUTINE NORl'lVCV,EM,N5)

!5 S-S"B([.KI.C(K.J)
10 ACI,.J)_5

~TURN

EN"

DIlIleNsrON V(f\,SheM(S)
00 10 I_} .NS
S-O.O
0') ~ J"l.NS

~ S.,S+E"'CJI*V(.J.I) ••2
","SQRTIS)
00 10 J>o} .NS

10 V(.1.II_VC.J.TI/A
qC:TURN
END

SUBROUTINE FORIVCGRAO.J(;,EN)
C')Io4MON /$TOAT /N<:;TR,WC 8 I. ELg, F.L Ie) ,n.NBCl'l, NBCC. NCS_,NCtlD.NCS6,NCSL,

'NCIl
COMIIION /RE 5/5/11I ( ..81 .DMT(.8) ,DEL T( 81
COMMON /C05T/CS~j:J.C5CP.CSW, CPT. CDH, C I .FPC 1'I) .NAG, AG{ to), OL
C'1"''''ON /De SINF /NCC. MC (38) ,NUC I 3CJ) ,NSC ."'51 16) .COP,CC (2) .CE(Z). X( 40)
COM"'-ON /CN$T INF /RCS, OAI 8) ,eF~ ,RCO ,DEQ( 2 ).DUCA{ t6)
DfM'ONSION GRAO(lI ,GUO I
O"'T'" K'iWT/1/
,F(lG.GE.O I GO TO 8
IF(KSWT.FO.O. GO TO •
002 .J=I.NCOD

Z GC ..1):<0.0
KSWT",O

4 0'1 6 J:>l fN5TR
CALL OF~IVIX,J.3,O•• O.G~"'I)
FPP=FP (.1 I.EN
00 6 K=1,Necc

~ G(K)"GCI( I+FPP*GRADCKI
RETURN

8 TF( tG .. GT.O) GO Tn 12
CALL OERIV(X,O,O,O .. ,OfGRAO)
00 10 J:>I,N('OO

10 G'UIl(J)=GRAO(.1)+eT.GI ')/2.
KSWT*I
I""CNCC.ED.O) RETUPN
GO TO 200

12 ,I'"IIG.GT.NCSL) GO TO 50

1I'"IIG.GT.NC541 GO TO 22
IC_IG_I

K"'="'00(K.41
MNz(K-KlIl)/2+1
N=KM"I
CALL OERIV{X,MN,I.O.,O.GI
GO TO (13.14,13,1",.N

13 CT"'t.
GO TO 16

1_ CT=-I.
16 on 18 Jsl.NBCC
18 GRAO(.JlsCT*GC.J)

N<;T"NeCC"1
00 20 .JsNST,NCDO

20 GRAO(J)"O.O
GRAOI "N ..NBee) "'-36. *Res
I'"CNeC.EO .. O} RETURN
GO TO 200

22 I'"CIG.GT.NC$4+NCS41 GO TO 40
K,.TG-NeS"-1
K"''''IoIOO(K,.1
MN=IK-KlIl)I'2+2
l"'X(M'HN8CC)
N=KM+I
M"'2"MN/2
P"O.O
00 2" J=I,MN2

24 P*P+WI.J I ;2.
NN" (""N2-I) ....NBCM
pRsP.X (MNI / (I .\.z* Z.36. I
KI(*I
IF(PIl:.GE •• I!5) I(K_2

GO TO (26.27.28.29.,N
26 CT_l.

CALL OERIV(X,NNH .1,0 ••0.G)
GO TO 30

27 CT"-I.
C-'LL DERI V( X,NN" •• 1 .0 .. ,O.GI
GO TO 30

28 CY"'1.
C-'lLL OEIl:I'IfX.NN+2.1.0.,O,G)
GO TO 30

29 CT__ I.

CALL OERIVIX,NN"Z,I.O ...O.GI
30 00 32 J*I. N8CC
'32 GRACC .I1_CT*GI J)

NST"NBCC+.
00 3" J"'NST.NCDO

34 GR ...OIJ)"O .. O
GO TO (3S.3tH ,ICK

3!5 GRAO(fIlN+NBCC)"-36••RC5
GO TO 38

36 GIUt'l( IlIN) ..GRAOCNN)+1.1.Pl'Z.RCS
GRAC( MN+NBCC) --1.1 8*:016._( I ••PR ._RCS

38 (f"INCC.EO.n J RETURN
GO TO 200

SUl!lROUT INE "'''TIIlUL( ",8.C.L ,,,, ,1'1 .LL .IIllll .NNI

DfflleNSION ACLL.1l.8(IIlM.IJ,CCNN,I)
00 10 l-l.L
00 10 J_I.N
S_O.O
00 '5 K"I,M

THIS IS A ...ATRtx MULTIPLICATION ROUTINE

SURAOUTINE EtGE"lD(G,A,NS.ll
C Ololl4ON /OEI G/E C81 ,V(6.8) .DF. C8.24 I. OV (fl, 2.,8 J
DIMENSION G(8,al.A(8,61
C "LL "'ATMUL (A ,G.V ,NS ,NS,IIlS. B ,6.81
00 10 .1"I,NS
DO 10 K"1,NS
5"0.0
Or) '5 """I,NS

0; S"S+VIM,JI*AIM,K)
10 G( .J.K} "S

01) I~ J=I.NS
DEI J,t )1IGI J.J)
G(J.JI =0.0
0') 15 K_l.NS
IFCK.I;O.J) GO TO 15
GC .1,K ."G( J,K I/CEC K t-E( .1))

1~ CONTI"lUe'
CALL "'ATMULI".V,G.NS,NS,NS,8.B.B)
1)0 20 .1"'1 ,illS
0020 K_l,NS

20 DV(K.lfJ)::IAIK.JI
Rr:"URN

E'"

RI ..2.*O/ELA
0'1 12~ J"'I,N'5TA
S I "'2. *al*RxT I M,.J }+AI *AXT I "'''1,.1)
S2 .. AI *l:lXTI "', .1 I +2•• '!II .RXT( 'H1 ,.I}
01} • 2~ K_I .NSTR

12~ G( K, Jt"'FlXT (M,K .*SIt-FiXT C"'+l,KI*S2
C"LL EIGENO(G,X.NSTR.I)

11C CONT I!IIUE
I <;"NFlClIl-2
TFINAC"'.EO.:?1 G,)
0'1 140 1"'2,1'5.2
K 1=1 /?
K2I1:KIt-'
I'll "'2 •• rUf.'LIKl)
JI .. 2*·-1
J2=JI +4
.13=J?--1
J4=.13+4
0'1 133 J"'l.NSTR
SI=2 ••"'I*RXT{.1I,Jhal*RXTI.12.JJ
'52=2.*Ql*RXTI.J3 ,J I UH *RXT(.J4-.J)
S]=~ '*R )tT{ J I. ,J) +2 .. *BI*RXT( .12, J)

"4-"I'H*RXTI .13, .1 h2.*SI.RXT{ J •• .J)
on 133 K"l,NSTR

133 Gl K. J I =RXT( .II ,K I.SI+RXTI .1l.KI.S2+RXTC .12.K I*S3+RXT( J".KI.S4
~1"'3.*Rt/ELIKl)

I}O 13'" J"'I,NSTR
S:PJ(TC .1 t • .1 I ..RXTI .12, .1 I +-FIXTI .13 • .1 )+RXTI .14 • .11
<;(J,KII=GI J.KIIHH*S
GI.J.1(2) ..G{ .J,1(2)-81*S
';(KI, J)=G(Kl,.J 1+1'11*$

137 Gl K2,.Jt =G(1<2, .1I-"I,.S
Rl:4 .. *fll/fOLIKII
G(KI .KII"GIK! ,KI )+BI
G(K2,K21"G(K2.K?It-Bl
G(KI,K21"'G(Kt,K21-<l1
Gl K2 ,'« I zG(K2,Kl)-BI
C"LL EtC;f"NI)(G.X,N5TR,11

t4C C:}NTINIJF.
141 'l1:2.t:O/FLCNSTPI

r'l" 143 J=I,NSTP
51 =2 .. *PXT I NORF-l, J 1*81
S2=2.*<>XTlNr'lPF, JJ*BI
r'l') 143 K=I ,N~TR

1" 1 r;c K. JI "~XT(""'lRF-3,K).SI +RXT I NORF ,KI.52
RI"'3.*AI/ELl"l5TQ)
"., 14!5 .J"I,NSTR
<;~PXT (NORF- 3, .1) t-I»(T( "lORF , .1 I
G I J. NS T~)" G C.1, NSTP I HII.C;

145 GI"lC;TR • .1I"'GlNSTR,JI+61.S
OI:".·"II/I"LIN$TRI
r';( N$T~,?oJ<;TRJ ",r; C>,lST q, N<;T R) +~1

C.LL "'lGFNDlG.X,NSTR,N!3C"1
')1 150 1=1 ,NST~

..1111".'-3
J2"'JI+I
Jl1l.Jl+2
.1"-.11+3
ot') 147 J"l ,NSTP
SI=RXT( .JI • .JI-PX'TC J2,.1I
5?"-51
Sl=RXTI .13,JI-RXTC .14 ,..I)
54=-5.1
0., 1"7 K"'I .....5TR

147 til K,.J I =RXT( ..I 1 ,K 1* S t+RXT (..12, KI.S2+RXT( J3.K US3 .. AXT I J" .K) .S4
"'''NIJCIoI+I
C"LL EIGElIIOCG.X,NSTR,M)

150 CONTlo,lllE
200 RlO'TUR"l

.,"



40 IF(lG.GT.NCOO+NCS41 GO Tel 4(­
N_tG_NCS4_NCS4

"'''''''2*''1-1
C T"'€LB*ELR/ 19.* a* X(~N II
C"LL O€Rt\l( )(,"""1,1 ,O.,O,GI
on 42 J"'t,NRCC

42 Gq .. O(J)=CT*G(JI
N';T=NSCC.l
DO 4" J",NST .NCOO

44 Gq .. O( J )"0.0

GQAO (",,,),, G~AO("'NI-E"L R*ELFl*(W (N) *ELB/ 384 ••SM ("'''I) /8.) / I a*x( IItN .*X( /11"1 I..
!l'=(NCC.l'=Q.O I RFTURN
GO Tn ~(\C'

41< PRINT 4t!

4/1 FOR",AT l/SX,'*OERlvS. NOT AVAIL"8LE FOR BUCKLING CONSTR"INTS*)
R"TIJRN

"i0 I(~ IG-NCSL

L=1
O\4M=R(:1)

l"IK.LE.NCS61 GO TO 52
K=K-NC~6

L"';>
52 !F(I(.GT.NFjC"'1

K"="'(1)(K.2)
N=(I(H("1/2

"'''=2'''''1-1
!FlL .~().';» f)\l\4=DUC"I"'NI
1"(KM.Fn.Q I ,,0 T(1 ";4

"'LIl"WI Nl"'FLFl/4.
IFlwL4.GT.nI,lTl"'Nl1

cr
" =1.

(CI1"I.
GIJ TI"' '56

53 CCS"I.
CCO"OMt(I.'N l/'oIL"
r;:J TO 56

S4 C,S"- 1.
CCO=I.

'51' C4L.L DFO!VIX,"'N,t,C.,O,G)
DO ':'8 J=t,NBCr.

'58 Go "'') l Jl =CCS*Gl Jl
C4LL I)[PIV()(,"'N.2,O. ,0,<;1

')'1 50 J=I, NBC,
1'>0 G,U,OIJ)=GP"[}lJI+CCO_G(JI

N<;T"NRCC+!
')0 62 J=N5T,NCOO

6:? GR"'O( JI=O.C
GR /10 ("'N.NBCC)" - 16. *0"''''
tF("lCC.FO.I)) JOETUPN
G"J T:' "CO
KI<=K-N"<:M-\
1('l,,>.40rl( KIC ,lll

"N=(I(K-KMI/2.2
t~X( ",,,..,,,ecc)
IF(L.Ea.21 OM''''''OUCA(lIINI

N",K"'+1
11I"12"''''''1/2
°"0.0
n') 6" J=I,""N2
P"P.WIJ )/:?

pq"p*)(( "'''I) /(1.1 *2'*7*36.l
KK=I
P"("'R.G" •• I~1 KK=2
GO) Tf' (67,'5A,69,70).N

0;"1' t:T"t.
K>.4:K

GO TO 71
61' CT"-I.

K"'=K-I
GO TO "1'1

69 CT=I.

I("'''K- 1
GO TO 7t

70 CT=-I.
K"",,1(-2

""1 CALL O!"RtV(X,KMtt,O.,O.G)
l:'') 72 J"'I,NBCC

72 GRAOIJI=CT*GIJI
C"LL n':"PtV(X,K"',2,O .. ,O.Gl
0)'1 74 J=l,Nf!CC

"1'4. GRADlJ)"'GRAO(J)+G(J)

N~T=NI'lCC.1

0, 76 J'" "1ST ,NCOl)

76 G~AO(JI"O."

GO TO 177,781,1(11;
..,..,. G~AO( Io4N+"'BCCI =-36 .*0"'104

GO T(\ '\0

"'8 GR.l.OI"'N)=GRAO(IolN'''J.l*P/Z*OlilM
GRAO( IIINH"BCC I =-1.1 "*36.* II. +DR I*O/lllfoll

80 II'"(NCC.EQ.O) RETURN

200 IF(NSC.EO.O) GO TO 208
f)r) 206 J"'I,NSC
K"MS{ J)

L"K+Nf3CC
IFIMOO(K,2IJ 202,204.202

202 pO".61'*X(K 1**(-.2871
GO TO 2C'6

20. KI(=I
IF(X(KI.GE.cnpl KI("2
po",CC (KK I*CF.:! KK1*X(KJ**(CE(KK)-I.1

206 GRAO{K)=GRAO(KI+GI'UO(LJ*l'>D
20" 1)<) 210 J"l,NCI1

K""UC(J)
210 GR ....OI J)"GRAO(I()

R=TURN

"D

SU8ROUTINE DERt v( a, I G, I O. GOA' ,KSTR ,G)
COMMON 1ST OAT /NSTR ,W( I!I} ,EL8, EL (81,0 .N8CM, N8CC, NORF ,NCOO .NCS6,NCSL,

$NCO
CO/lllollO"l 10EIG/E (llJ I, V( 8, "I ,DEC 8.2. I .OV! e, 2., I'll
CO'''''''ON IFNORV/V (8 I , EM (I'll, os (3(', I, SRI 32,32) ,RO( 32, 8) ,R)(T( 32, 61,

$0"'( 4a, el,OEL( e. '"
CO"'MON /RES/SIol(4el,OMT(48,.0f'LTlBI
C'llol"lIJN /COST/('SI4P. CSCP ,CSW .CPT. COH, CI ,FPC 8), NAG. AG( 10 •• IlL
DIME'NSION B(t).G(I).OX(8.24.S1
IF( IG.GT.O) GO TO 2:5
IFf IG .. L T.O) GO Tn 6
r'}O I 1=I,NBC"4.2
EI=A([ 1
EI3",EI**-;'
Z"fl( I+NEICC)
Z2=Z**2
l4"'Z2*2'2
""I.III<Z2/EI
O .. ,,-A/EI

~= .002833*E'LB*0"* (CS,",P+ .72.A*"'( - .21 II
5" 5-. 8~*CSCP*.. 002833*Z"/EI 3
S"S- .002833*CSW*72*1 • 73•• 0052*Z2/E T+. 096*Z/SQRT( E J ) ) /E t **2
S"S+2. *CPT*F:LS* I 19.6!3*E I *.6-22 .BS*€ t 3*Z4+1 ••a*7**6 )/( 2.09*E [3-.81.

$7olo)*"'2/Z
1 G(II=COH*S

00 2 I "'2,NBC,",.2
JO I=AI II
EI3"EI**3
Z=fll I+NBCC I
Z2"Z*t
Z4=Z2"'Z2
"=1.1 "'Z2/~I

r'}/",-A/Et
ELC=F:L(I/2)
5= .002'l:l3*ELC'*OA* (CS"'P +. 72."*"'( - .21 I )
5=5.2. ol<CPT*I'"LC'* (19.6'5"'12 1'**6-22 .85*E I 3_Z4+1 .. 48*Z'*"'8 J I I 2.09*EI3-.llJt *

t;Zolol'*"'2/Z
2 G( [I =COH*S

IIJ=NE'C"'.t
DO .3 I=Ie,NBCC
Z2=B( 2*!-"'STR-tl**2
S=-.72*CSCP*.O"2l'l.JJ*72*108(lO./B( t 1**2

.3 G( It=COH*C;
13=N8C<:.1
0(14 r"'Y8,Nc[>O,2
EI=S(I-NBCCl

Et"J=EI'**J
Z=R( I)

24=l2*12
EK=B( (I-NBCC.1) 12.N8C'",
A" 1.1"'i'2/El
fH,=2.2*Z/E!
5" .002"l33'*ELs*nA* I CS,",P •• 72*"''** (- .21 I 1
5"5+.72'*CSCl'>*.002833'* ( 2. 4*Z •• 3/1:' 1*.2+21600. *Z/l::K I
5_5•• 002633'*C5W* Z* 11 ••6+.01 0.*Z2/"1 + .. 192_Z/SQRT (IE J ) )/E I
5"5+2. *CPT *ELS"'E 1'*( -19.65'"' 1.'*6+ 26. 65.EI 3*Z.-I ••"*Z*"61 /1 2. 09*E [3­

$ .. 81'*Z41**2/Z2
olo GI! )"cnH*S

IF1=18.t
O"'J '.,'; I "IB,"'CI)O ,2
"t",S( l-NBCC)
EI3=EI'*'*3
Z=A( I)

Z2=Z*Z
Z4"'22*72
ELC"'EL ( ( I-NBCC I /21

"=t.I'*Z2/Et
0'=2.2*71'=1
S" .0028J3*ELC'*0>\* (CS...P ....72*"**( - .21 l 1
5"'S.2. *CPT*ELC*E 1*1-19. 65'*E t*'*~+.26.6S*EI 3*Z.-1.48*Z**8)1 (2.0Q*E I.J­
~."I*Z4J**2/Z2

5 G( [) =COH*S
Rf':TURN

6 00 22 ''''I.NSTR
FO",SQRT(Elll)
[F(KSTR.EQ.1l GO TO 12
IF(Fa .. GE.I.RI) GO TO e
S(I"36.*GO"C*I.4
OSI)",O.O

G'J TO 18
1\ IFIFO.GT.II.) G!J TO 10

SD=48.*GDAC*I.9/FO
OSO:-SD/FO

GO TO t6
to SI)=38~.,*GOAC*2.6/IFO_l'=01

DSO=-2.*SO/FO
GO TO 11\

12 IF(FO.GE.I.581 GC
SO=36 .*GOAC*I. 1
050=0.0
GO TO 18

14 1l'=(FO.GT.14.0t I GO TO
50"48. *GOAC'*l. 3/F a
050,,-SO/Fa
GO TO III

16 50= 386. *GOAC* 1.5* 1. '51 /( FO"'F a)
050"'-2. *SO/FO

18 SI=V(I)*OSO/(2.*FO*SDI
0(1 22 J"'I.NBCC
5 ..0.0
O'J 20 K"'I.NSTR

20 S"S+OV(K,J,O*EI;4(K)
s"S*SO+SI*OE( t ,J)
DO 22 K"'I,NSTR

22 OXI K,J ,I J .. DV( K,J. J )*V( 1 )+V(K,! t*s
RETURN

25 IF(10.Ea.3) GO TO 110
tFIIG.GT.NBCMI GO TO 27
Io4=TG

J"2*IG
K",J+1



,-,
'l2:2.*OI'IOLB

GO TO 29
27 L""l(]D( IG.2)

lIl .. C fG+L-NBC14)/2+1
M'I(.d'41'2

~2=2••aI'EL("'XI
.1 .. 2*101-3
1(".1••
t""CIll .. EO.NBCl4) 1( ....

29 II="I to.FO.2) GO TO 52
81=2.*Q/ELI'I
no 14 Isl,NBClol,2

.11=2*'
J2::Jl+1

Sl=2.*et*OSIJIJHU"'''S(J21
~~=FlI.DS( .II Hz."'al.OSf ,,;:OJ
Slz-S I.SRI J • .J11-SZ*SIH J ,J2)
$4 =-$1 _SRI K • .I1 l-$Z*S'H 1( • .12)
If'"CIol."fl.NRC"l) S4:().O

52=0.0
''''fL) 31,32,31
S 1 "2 .. *B2*FlIIllI*S:H8Z*B('" '*$.
"=(1.'=0.1011 S2=2.*B"*I)S{JltFlZ*OSIK)r,., TO 3"

32SI=BZ*CHM)*S3+2.*AZ·'H"',*S4
1"11.170."" 52:92*0<;(JI+2.*B2*05IKI

) ... r,{ I )=SIt·S2

NST"NFlC"l-?
1I=r"lRC ....E"Q.21 G,) TO 41

00 3q I"'Z.NST,"

1"'''1/2
91:~••O"'FL (12)
Jt =2*1-3
.12=.11 ••
.13=.12-1
H·=JJ.4
St:Z.*qt*rJS( J IltFlI.ns{ J21
SZ"Z •• ·:lI*OS( JJ I +Bl*OS I J41
51="!'_"'';l.lII+2.*81*05I.121
S4",P,I.DS (.131+2 •• B I.OSI.141
S'" -"';I .~j;l (.1, .11) -52.S1'1 ( .1, .13) -S3 .SI'l I .1, .12 1-5••SR( .1, .14)
, .. -$ 1· So (K, J I )- $2.S~ (K, J'lI-5.'1.SI'l (K, J2 )-54.$~1K, J4'
lI"I .... EQ.NBCOlI T"'O.C
<;;>"'0.0
IF(L) 36,37,36

]6 S1"2 •• fl2.Fl("'I*~+A2.9("'I.T

Jl'=(I.""O.~1 S2",2 •• fl".OS(.1I+fI?*O'HKI
GO TO 3';1

37 SI,,<3;>.''HMI.S+Z.*E1Z*E1I'''I.T
1<=1 I.EQ."') S;>"flZ.OS(.1 )+2 ••f\2.nS(K)

19 Gf 1''''<;1+$2
41 t"N'KIoI

Al "'Z.*Q/f'L INSTR I
"lOW..NOQF-3
S I "2 ••e I*OS(NOW I
52 .. 2.*81.05C NORF.
$ .. -$ I .5R I .1, NOwl-52.SRf .1 ,NORF ,
"'''-51. 5R II<, NI)W )-52.51'1 lit, NOl:!F I
tFI .... l'=O.NIlIeM' '1':0.0

5Z"'.0
(FfL) 43,4.,43

43 <;1=2 ••B2.fl("I)"'$+B2*al"',*'"
Il""( t.EO.M' 5Z"2 •• B?,.05 (.1)
GO T('I .6

•• SI-R2*B(M)*S+Z.*B.. *Sf""·'"
IF I I ."0."') S2"B2"'OSI.1I

46 GI t )"SI+52
IS"NElCI4+1
0" ">0 t"IEl,NElCe
.11".*( I-N800-]
J?".1l+1
J3= 11+2
.14".11 +3
SI ..05f JII-OSf .121
52=-51
53=')5( .13J-05C .141
S4"'-5~

$ .. -51 .SR( .1, .11 I-SZ*5R I .1, .12 .-S 3.SR 1.1, .131-S4.5R( .1, .14)
'1' .. - 5 1.51:>( K, .1 I' -52. SRI K, .121-53*SR(K, .13 )-S.*'SR I K, J4)
IFIM.FO.NBC"'I '1'''0 .. 0
IFIL) 48,49,4B

4.'1 SI=2.*'S2*'RI"'.*'S+B2*8(,",I*T
GO TO SO

49 SI"Q2*f'I(MI*5+2.*S2*t;lJII4I*T
~O G( I )=SI

R<;:TtJPN
COMPUTE OE~IV"'TIVES OF OY~ANIC JolOlilENTS

'52 81 ~2.*QI'E'LB

0') "'9 J=I,NRC,",,2
JI"2*1
.12".11+1
51'_0.0
00 67 ,",O"I,NSTP
~n "2•• 8 U~OI .1 I ,'C) )+81 .RD( .12, "'0'
52-RI.RO( J 1,"'0 I +2 ••'!1*ROI .12,"'0)
SJ"SI*'SR( .1,.11 )+52*SRC .1, .12'
54-51.5"C 1(, J I. + S?*SPCI(, J2)
51"'.0
52.. 0.0
00 '54 N"'''I,NST''
51 =51 +PXT ( .1 ,NNI*OX INN, t, "'10)

!l4 52" S2+RXT( Ie ,"IN' _OX( NN,I ,101'"
SI"'53-51
S2 ..S4-52
IF! IG.LE.N8CI4) GO TO 60
("'I .... NE.IIIRCMJ GO TO 56
52~O. 0
SJ"'-OX(MX, r,MD)/ELCMX'

GO TO 5"
56 5'1" (OXCNX+ 1,1,1140 I-OX( NX, I ,MO') I'EL( NXJ
'58 '51"'51+S3

JX:'

52_S2+53
60 $4"0.0

IFIL) 62,63,62
62 SJ_2 ..*e2.S(M,.51+82.e(M).S2

IF ( I.E o. "'I S4.-2••B2."0(.1 ,MC )-1'l2.RD (Ie,MO)
GO TO 6'5

63 SJ ..B2*R(M,.SI+2 ••B2.8(M)*S2
IF( I.EO.MI S4 ..-82*PO( J, MO)-2.*B2*RO(l(, NO)

6'5 $"'53+5.
67 SI:>",SP+S*O"'CIG,"'O)
69 Gl t I"'SP/OMTI IG)

IFIN8CIIl.EO.2) GO TO ee
N<;T.. NBC ....2
00 e6 1"'2,NST,2
12-11'2
81"2••QI'f"LC 121
B3"3 ••SII'EL(12)
.11-2*'-3
J2".1I+4
.13".12-1
.14"'.13+4
51:>"'0.0
00 84 "'0"I,N5fR
51"'2.*S ••PD! JI,l4o I+BI*ROI J2,NO'
S2=2 ••SI*RO (.13, 010) +RI.PO( .14, Mo)
53_8 URO( .1 I ,140 1+2 ••SI"'''O( .12,1140)
5 ...el*POI .13,140 1+2 ••81.PO( .14, "10 I
S"SI*' SP ( .I, .11 '+ 52*SRC .1, .131 +53*5R( .1, .12) +S4*5R (,J, .141
T"SI *5R II<, J I I +52*<;P (IC, .13J +S3*SFl( IC, .12J +S".5R( K, .14)
SI"O.O
S2"0 .. 0
01) 71 ''IN''I,NSTR
SI "'51 +pxrc .1 ,""NI*OX (NN,I ,1010)

71S2"S2+RXT(I(,NN)*'OXINN,I,NOI
5=5-S1
"'='1'-S2
S I "-OF.L ( 12, Mr» *~3

S],,51*'( SR( .1, JI )+"P( .I, .1JI +5F/( J,.121+5Rf .I, .14)'
54z 51*(51:r(K, 1I1+SR(K, J3)+5R( IC, .12 '+5Alte, J41)
5"S-S3
"'''T-S4
IF( fG.LE."leC'4) GO TO 77
IF(Iot.NE.NBCM) GO TO 73
S:J=-OX(NX,I ....OII'EL(fotXI
"'''0.0
r;,) TO 7~

73 51" I ox fI4X+l, 1 ,IoIO)-OXI"x,I,0I0' )/EL(MX)
7~ S=S+S:J

TzT+S~

77 54.0.0
P'IL) 79,80,79

7<) Sl'2.*S2*AIMI*5+B2*S(M'*T
IF( I.NE .111) GO TO 82
S 2=-OELf /11 X,140) I'EL (/IIIX)
5 z -AOC .1,NO'.S2
"'''-ROCIC,MO'+S2
S4-2••82.S+82.T
GO TO 82

BO 5 j"FlZ*AfM ).S+2. "S2*S( M)*'1'
IFII.N":."'I GO TO 82
52..-0EL (MX ,NO J I'EL( ,",XI
S=-RO( J,,",01+52
.,.:-RO(I(,1401+$2
S4="I2"'S+2.*62.T

~2 S"S.J+S4
~4 SI:>"SP+S*OM( IG,/I101
B6 GIII=5PI'OMTftGI
BA I "'NI:ICM

R 1= 2. *O/EL (N5TR I
NIlW=NORF-J
BJz 3 ••8 I /EL( "15'1'1'1)
51:>"0.0
DO <)4 "'O"I,NSTR
S I .. 2.*8 1*1'10 INnw ,MO)
52.2 .*SI.PO{NORF, MO)
S"51.SR( .1 ,NOW) + S2*S"( .1, NDRF'
r"sl *SI:! (IC ,NOW' +52.SR (I< ,NORF I
51 ..0.0
52"0.0
01) 90 NN"I,NSTR
S 1zSl+R XT( .1,NNI*OX( NN, f ,,",D)

90 S2"52+PXT(I( ,NN ).OX(NN ,I,MO)
5"S-51
T .. T-52
SI .-OEL(N5TR, MO)*83
SJ=SI*' (SA I .1 ,NOW)+SR( J, NOPF) I
54_51.( SIHIC ,NOW )+51'1(1( ,NO~FII
5"S-5J
'1''''1'-54
TF( IG.LE.NE'lCM) GO TO l86
tF(III.NE.NeCM' GO TO IB2
S1=-OX(NX,I,0I0)I'EL(NXI
T"O.O
G') TO 18.

182 S1'" 101( 1I0Il1(.1, t ,MO)-OX(MX, I,MO' )I'EL(,",X)
184 5,.S+53

T .. r+s-,
I B6 54-0.0

I<=(LI 189,190,189
18Q SJ"2••e2.81111'*S~2.S(M)"'T

IFlI.NE.MI GO TO <;12
52--0!!:L( MX ,Ml) I I'F.L (MXI
S"-RD(.1,MOI+S2
'1'_52
54.. 2 .. _82.$+El2*T
GO TO <)2

190 $3,,82.8(M'.S+2.*B2.8(M).T
IF( I.NE."'I GO TO 92
52__0l!:L I III X ,'"'0) IEL ("'XI

S"-RDC .1 ,1140) +S2
T"S2
54"82.5+2.*82.'1'



o I "'I'"N!'l '1"1 '1F lNPUT "'ATRIX G IN THE CALLING PROGRAJIII.

I"lPl,lT SYM~ETRIC SQUARF "'ATR!X (RETURNS UNALTERED).

DI"'GONAL 01= REDUCED TRIOI"GONAl 1=OR"'.

PRECS = 10 .... (-NOIGI WHERE NDIG IS THE NUlIlBER OF SIGNIFICANT

DEC,M"L DIGITS CARRH'O OUT By THE "'ACHINE IN FLOATING
POINT ....RITI-NET IC.

I LI M a TO ee CHOSEN SO THAT BASE•• (IL 1"'+" J IS OF THE OROER
(BUT DIJES NOT E)(CEEOI THE folACHINE OVERFLOW LIMIT.

>iOV '" BASE•• ltLI"'/21
THIS VERSION IS FOR THE CDC 6.00 (NOIGaIS, BASE"2 •• ILIM"IGOOJ

110 (1) 250 K = 2.1'1I1

Kl = K - I
KJ" K t I

Y '" G(K,KII
SIJM = 0.0

0'1 120 I" KJ,I>I
SUM" SU'" + G(I.KII •• 2
IF (SU .... EO.O.I GO TO 230
5 = SORT ($0"+'1' ••2)
IHI(I = SIGIoHS,-V)

W(KI = SOI'lTl1.+AeS{VI'SI
X " SIGNI1./IS.W(KlI,Y I
0'1 ISO J '" K,N
IF (I.GT.I( 1 wlI) = X.G( I,K 11

PI I) = O.
150 G( t.Kl1 .. WC II

on 180 t = K.N

V " WI t)
IF (V.EO.O.I GO TO

It" I. t
00 160 J = K, I

160 P(JI = P(J) t- V.G(I,J)

IF CII.GT.N) GO 1'(1 180

00 170 J = II IN
170 P(J) t P(J) tY.GCJ.U

180 CONTINUE
IQO X :It O.

00 200 J .. K.N
201) x = JC t- W( j).PI J)

X " O.C;.X
1')' 2)0 J .. K,N

21" P())" X.wlJ) - PIJ)
Or) 220 J." K,N

0'1 22G I = J,N
220 GtI,J) "GC1.JI t- P{U.W(J) t P(JI.W(ll

GO TO 2'5G
2JC G(K.K1) = SORT2

8(10 " -v
DO 240 ! "" KJ.N

240 GC1,K) " -G(I,I(I
250 C'1N'Tl NUE

28000290 I = 1."1
... ( tl = GI1 ,I)

290 GI I. t 1 " E( 1)
B("'I '" G{N,NI)

c
C •••••• '" ••••• * •••••••• * •••••••••••••
C GET EIGENVALUES OF TR[OIAGONAL FOR"! BV KAHAN-VARAH a-R METHOD
C •••••••••••••••••••••••••••••••••••

C

c
c
c
c
c
c
c
c
c e"'SE '" THE S"'SE NUNBER OF THE ,. ....CHI"'E. IN FLOATING POINT.

C ••••• • •••• ••• •• ••••••••••••••
C

DI~ENSION G(N"'.I., E(I), VIN"'.l), "'111, B(ll. P(U. ",(11, a(l}
R!:AL L ...... eDA,

LQGICAL INTI 1 )
IF (N.lE.O.OR.N.GT.NMI GO TO 1000

PRt==CS .. 1.0E- 15
alt,<;E = 2.0

11,.1'" = 1000
HOV .. 8 ... 51: ••500

8(1) = O.
SOPT2" SORT(2.J

NI " '" _ 1
00 100 1" I ,N

IGO 0:( II :It G{ I. 1)

IF ("'-21 900.280.110

T<JL = PFlECS/lIO ••FLO",T{N))
R'4 .... X = O.

T""'X '" O.
W(NHI "" O.

Oil 300 I '" I.N
6"4,o,x = ""' .... XICB .. AX.ABS(S(I)I)

30G T"'''X :It ....AXt(B"' ....X,A6$(A(lI),T"'AXI

<;CALE = 1.0
IF (6....... 1(.£0.0.) GO TO

01) 3\0 I '" l.ILIM
11'" fSC ....LE.T"' ... X.GT.HOVI GO TO 320

310 SCALE" = SCALE.e"SE
320 0<) 330 r = 1."1

~(I)" A(I).SCALE

33G win .. (B(U.SC ..LE) •• 2
OEL T" .. T .....X.SC ....LF.TOL

EFTS • DEL l' A••2
K=N

3!')0 L '" K
IF (L.LE.O) GO TO 4-6<)

LI .. L - 1

DO 360 I" 1.L
K1 .. K

K '" K - 1
IF (W(Kl).LT.EPSI GO TO 380

360 CONTINue;
380 IF (Kl.NE.L) GO TO -DO

weLl '" O.
GO TO 3S0

.. 00 T "" f(LI - E(Ll)

X '" W(L)

'I' '" O.S.T

c
C • ••• • .

<. T'lI-Dl ....GONAltZE MATFHX G BY HOU5El-lOLOER~S PROCEOUREC.·.*.·.·.· .

WORKING VECTORS OF LENGTH "1' LE"'ST N,NU,N "'NO N
ReSPECTIVELY. IF NVECtO. a "'NO INT MAY BE
OIJN",Y VARIABLES.

p.W,a.t"lT

""Nt"'U~ DIMENS10NS tN TI"E CAI,.LING "ROGA"'''' SHOULD BE
G(I>I""N), E(NIr V(I'\lM,N ....EC), A(N). B(N). peN), "'(1'1+11, Q(N. t INTlN)

9UT V.O AND INT CAN BE OUJIII"'IfS IF NVEC"O (NO EIGENVECTORS ••

VECTOR 01" E1GENVALUES. ARPANGEO "'S EXPL ... INED ...eOVE.

c
c
c
c
c
c
c
C .
C T € ,""OLlOWING PAPA"'ETERS ARE "'ACHINE-OEPENOENT AND SHOULD
C ~E PRF.-SET AS FOLlO"'S
C

NOR"''''Lt ZEI) EIGENVECTORS, STORED "'S COLU"'NS OF V.
tF NVEC"O, V M"'Y e€ A f)U"''''V .... AR' ...eLE.

<;'J"IROIJTINE Ha~w (N.N"I ....G.E.v.",."J.p.w.a.INT)

NVEC "IA,fl$(MI IS THE NU"'eER OF EIGENVeCTORS DESIRED
(0 TCl "ll. ITS SIGN SPF.CtFtES THf ORDERING 01= THE
EIGENVALUES Fill ••••• EIN) AS FOLLOWS

11= " L T 0 OR -0. "lY INCPF .... SING "LGE8Ril,IC VALUE

IF '" GT 0 OR +0, BY DECREASING ALGEBRAIC VALUE.
CALCUL,TFO r:7tGFNVFCTORS (IF ANY) WILL CORRESPONO TO
Ell). 1"(21 ... E(NVEC)

FIRS T OF"'-OI AGONAL OF REDUCED TR 101 ..GON ....L FOR"'.

.« .•.. '" >!< ••••• "'. '" "' ••••••••••••••••••

SUE'lPOUTINI:' TO C:)~PUT'" EIGf'''lVALUE:S ",NO EIGENVECTORS OF A

<: SV~"'ET~IC ",A,T~IJC STORED "5 A TWO-Ot"'FNStONAL "R~AY

r * ••• * ••••• * .
,'ClLC'S A. FFL1PPA, 1""'''1. 1~67.

<:J2 S=S3+S_
<:J_ SO=SPtS.ON{IG."lOI

G( t )=SI:>,0I0IT(1GJ

lA"~F1ClUI

0'1 101\ 1~1f\.~~CC

JI "oQ..t !-NaCM)_3
J2.,Jltl

J3=Jlt2
JoQ.=Jlt3

5""0.0
DC'! 106 "D"'I .~STQ:

51=<H){ JI ....Ol-RO( J2,"'01

S2"-<;\
53 =FlOI J3. "'0 I-RD (J_, MOl
5oQ."-S]

s,= 5 I*'SR (J. JI ) +S2"'SP (J. J21t-S ].SR (J. JJ J +S".SR (J, J 41
T"SI* SR (I(, Jll t 52. $R {K. J2)t-S3.SR( K. J31+S4.Sl'l (1(. J_)
$1"').0
'S~"O.(I

')C) q!'> ~"l"I.N<;TR

S,\=51t-'lXT( J.N"l).OX(NN. 1."0)

<16 S2"52t-<l:XT(K.NNI*OX(NN.l ,"01

S=S,-SI
T=T-S2
1Ft H·,.LE."lFlC'l) GO TO 102
tF("."lE.N<3CIol) r,1') TO Qq

51"-OX("IX. T ,"'OI'''"L('''X)
T"".O
r;" T(' ICC

<)'" 5"3,,(['1(("'JCtl ,! .',Vll-!'X("IX. I ."'0) )"=L("X)
1005"5+<;3

T"TtS3
1)2 ''''(L) \011,10"',11)11
10oQ. Sl"2.*fl?*A("I.<;.R2*F1{MI.T

GO TO 106
10'" 51"q?*'H"'I*"-.2 ••A2.El(MI.T
10'-; 50"SOt-S.l*D~{I(;."rl)
10'3 (;( II=SP/OMTl1G)

<fro ~UqN
llC' IF1U;.FO.NS~Pl ':>0

0'1 \14 l"l."l"l<'C

"=C.I)
0'1 112 J"1,"lSTP

112 "-"St(I)X(I{;.I.JI-OX{IGt-l,I. 111.Ol"L(IG,JI

114 {;{ 1 1='5/f'fL 1'1 IGI
R",TURN

1160, 120 r"I • ..,rKC

S"O.O
01 IHI J=t,NSTQ

lIe <;=<;tDX( IG, I. Jl."'E'L( IG. Jl
120 'j( 1 l=sn:'E'L T(tGl

R1=TIJRN

'.0



S " SQll:TI)( 1
I'" CAB5ITl.GT.C>ELTAI (KJY)'II.+$QRTlI.+X'Y ••2))

FI '" f'IL I + 5
1:2' ,. E(LI 1- <;

t'" IKI.NF..Lll (;0 Tn 430

EILI "I:I
F(LI) " f2
WILl) ,. 0.
GO TO 350

4-,0 L"'04"OA " EI
IF CIlAS(TI.LT.(}ELTA.ANO.ABSfF2).LT.A8SIF.II) LA"'60A" E2

GG '" "'I KII-LA"'BOA
Gn TO .~o

4.0 C " F/T
!i" IIl'T

l( " GG
G'.; '" C*lfll(lI-L"'MBO"') - s.)(
f(1( I ., IX-GGI t EII(II

4<;0 f'" (ARS(GG).LT.O';LTAI GG," GG + SIGN(C.OELT .... GG)

F " GG ••2/1::
)(" 1(1

)(1" I( t I
)(" .()(Il

T" X + F
\/(10 " 5.T
I'" (K.LT.L) Gr'l TO 440
rf)() = GG + L ..... f.lC' ...
G,) TO J"iO

4.6:1 0., "70 ! " I,"l
470 "'(! I = !:( II/SC'LF

y" IstGN(I,"'I1
'),1 "i00 L" 1,"l1
)( = N - L
1)'1 SOO I" 1,)(
I'" I '(.(El f)-S( I til ).GT.O.I (,0 TO !!SOO
x = ~I I I
':fll" 1"(1+11
Flltll" X

SO(\ C1NTINlJf
'52'0 I'" (M.EO.O) GO TO,

" ••• iIl .

Cry""OUTF I::IGE~V"'CTORS BY ("'",EPSE ITE'I:l,t,TION
"' "' .
NVFC = 1 "8<;(04)
I'" I"'V"C.G",N) NVfC" N
F " sr"Lf:/H"1I
1'" (~ ... "'X.F.LT.PQFCSI GO Tn 1130
')"') !'l;l0 f" 1,"1
... ( II = A(, I.F
Sf t) " fI( II*F
<;~o " 25••T04AX.PFl:I'CS

)(? .. 50AT2

n1 ~OO "IV = I,NVEC
I" I "lV .L "'. l. I GO TO 545
I'" r AqSIE(I'\lV)-f:INV-I H SEo I GO TO 54~

!i4S D·' '540 ''''I.~

1540 WI II " 1.0
G'J TO >=;70

'550')'1 '560 1 = I,Ill

J( " A"'OOIXI+X? ,2.01
)(1" )(?

J(2 .. J(

'560 wf 11 '" x - 1.0
'570 E'V '" t'INV).F

J( '" Al I) - ~II

If = Fl'2')

J " "II
1")1) 1'>00 I" 1,"l1
C " A( 1+11 - EV
!'l" 1'1((+11
II=' IA8S(X).GE.Il"'SISII GO TO IJI;80

Pili " <;
O( t) = C

I"4TIII '" .TIl'UE.
Z " -)(/S
X .. If t Z.C
I"" (I.LT.Nl) If" Z"811+21
(;0 TO 600

'580 II" 'AeS()(I.LT.TOLI
cIII'" )(

Of f) " Y
tNTII I " .FALSE.
Z " -s,x
x .. C + Z.Y
If .. a( t+2)

OSOO VI 1 ,"lll I " Z
IF l"'eSoo.LT.TOL)
1II1TI;';ll: :r C

""20 "lnl';'1:l " NTT!:\':! + 1
111'("1) .. WIIIII/X
SU'" .. 111'11111 ••2
01) 640 L" 1 ,"II

I " '" - L
y" wen - QIU •• II+l1
1 F I I .GE. "ll t GO TO 6.30
IF ((NTll)) V '" V - 811+21.'1(1+21

630 W( I )"V/PfI)

640 SU" .. SUIo4 .. 'If I 1••2
S .. SORT fSUIo4,
0'1 660 I .. I,N

660 'In 1 .. WI f}/5
11'= INITE'P.GE.21 GO TO 760
DO 700 t .. I,NI
Z .. VI I ,NY)
'I" (INT( I) I GO TO 680
.11+11 '" 111'( 1+1) + ZWIII
GO TO 700

680 I" " WI I)
WII) .. wll+U
WII+tJ .. If + Z.Wlt.

700 CONTI NUE
GO TO 620

730 L .. .J

J " J - I
X .. 0.
(1) 740 I '" L,N

740 If .. If + GI I,J).WI II
0., 750 r.,. L,N

750 WIll " WIll - )(.G(I,J)
760 IF IJ.GT.t) GO TO 7:30

Of) 800 1" 1 ,"I
FlOO V( (,NVI " w(lt

Ory 620 1 .. I,N
AI It '" AII./F

"'208(1) " F1(1)/F

GI1 TO 960
Fl30 00 FlSO NV .. I,NVEC

0.., e40 I" 1,"1
A40 VII,NIII .. O.

8"10 VINV.N"'. " 1.0
~60 00 880 1 '" 2,N

K " I - I
0.., F1E10 J '" I,K

8110 G( t,J) '" GfJ,l)
Gn TO 1000

900 VI I,ll '" 1.0
Aln " eft)

1000 Il'f':TUBN
E'''IO



*
*

*
*

*
*

*
*

*
*

*
*

*
*

*
*

*
TW

O
ST

O
R

Y
E

X
A

M
PL

E
D

A
TA

D
EC

K
*

*
*

*
*

*
•

*
*

*
*

*
*

*
*

*
*

2
1

.4
.

1
8

0
.

2
4

0
.

5
0

0
.

5
0

0
.

2
0

0
0

.
1

0
0

0
.

9
0

0
0

0
0

0
0

0
0

9
0

0
0

0
0

0
0

0
0

7
1

.1
4

8
0

.0
8

lC
Jl

.8
9

1
5

5
.3

9
6

0
.

1
0

0
.

0
.1

5
0

.4
5

~\
1

3
.

2&
.

0
.2

1
4

4
9

.8
0

0
.0

0
0

6
6

0
.1

0
.1

•
1

5
0

•
4

0
.0

0
.0

6
5

0
.3

0
9

0
.5

0
.0

3
5

0
.0

3
6

4
5

6
.,

8
9

1
0

1
2

3
4

4
2

9
.

2
.4

7
0

.2
1

0
.5

5
3

0
.9

5
6

4
.6

.8
5

.6
2

.
2

.
6

.
1

.
6

.
1

.
5

0
0

.
2

.
1

0
0

0
0

.
3

0
0

.
2

.
3

0
0

0
.

2
0

.
5

0
.

0
.5

0
.0

0
1

0
.0

0
3

2
0

.
2

0
1

5
3

0
2

2
2

3
9

4
3

1



* • * * * * • * • * • ** OUTPUT FROM EXAMPLE *
• * * * • • * * • * • *

----- NERD INPUT DATA -----

N'J~RER O~ STORIES--' 2

STQQV H~IGHTS (TOP DOWNI--- 144.00 180.00

'3AV WIDTH--- 240.0C

~~~RER MOMENTS OF INERTIA (TOP DOWN)--- 500.00 500.00 2000.00 1000.00

CONNFCTI0N STIFFNESSFS (TOP DOWNI---9000000000.9000000000.

"4f'MRER PLASTIC SECTION MODULI (TOP OOWN)---

DESIGN rARTHaUA~ES--- .150 .450

CO'lSTRIJCTIO'l COSTS~

80.08 191.89 155.39

MEMBFR STEEL--- 13.00

CON'IFCTI~'1 STEEL--- 26.00

STF~L TRANSPOPTATION--- .21

wELQ METAL--- 449.80

STRUCTURAL PAINTING--- .000660

(lVERHEAO---

PROF IT-- .

.10

.10

OOW'I TIME COST MULTIPLIER--- .10

DeSIGN LIFE--- 50.00

COST ESTIMilTIO'l FAPTHQUilKES--- o. .065 .309 .500

FLOOR PARTICIPATION FACTORS (TOP DOWN)--- .0350 .0300

THERE APE 6 CONSTRAINED CO~PONENTS IN THE DESIGN VECTOR:

THERE ARE 4 ME~AERS WITH ASSIGNED PLASTIC SECTleN MODULI:

ASSIGNED COLUMN PLASTIC SECTION MODULUS:

6

2

7

3

8 9 10

4



CIVIQING PT.--- 429.00

C~EFFICIENT--- 2.47 .21

F.XP0N~NT--- .~53 .956

STAT,C L~.DING QEOUCTIDN COEFFICIENT--­

OVN'''IC LOADING 'F~\lCTION COEFFICIi=NT--­

BUCKLING ~FnUCTlnN COEFFICIENT--- .60

FL0~Q ?ISPL.CE~FNT ALLDWABLfS (TQP Dn_N)---

.60

.8'5

2.000 2.000

.LLO_.3L~ DUCTILITY {TOP DOWN)--- 15.0 1.0 15.0 1.0

INITIAL COST TIMFS ( ONE PLUS DOWN TI"i= MULTIPLIER )---

UNr:ONSTQAIN"D MINI"r"ATION PARAMETERS:

5699.45

RFA~ STEP SIZF UpoFQ LI~IT--­

REA~ STfO SIZE LOWER LIMIT---

5CO.O

2.0

P".~ STEP MULTIPLIF~--- I.OOE+04

COL )"N STEP SI!F "PPF~ LI "IT--­
cnL~~N STFP SIZE LOWER LIMIT---

300.0

2.0

rOL~MN STFP MULTIPLIFR--- 3.00E+03

ALGOAITH~ ACCURACY ROUNDS:

UNCONSTRAINFD MINI .. IZATION DESIGN VARIABLE TOLERANCE--- 20.0

"QMfNT CDNSTRAI~TS rOLERANCE--- !Oo.o

DIS~L'C""ENT CONSTRAINTS TOLERANCE--- .50C

ALGQRIT~M TERMINATION VALUE FOR 8EAMS--- 1.001"-03

ALG~PITH" TERMINATION VALUE FOR C~LU"NS---

INITIAL STEP SIZF FCQ GRADIFNT PPCJECTrON---

ALGORITHM ITERATleN LIMITS:

UNCQNSTRAINe~ MINIMUM SEARCH--- 20

3.001"- 03

20.C



P~A~F QN~ R~STARTS---

CO~;TR41~~D ~I~I~U~ ~EARC~--- 30

2 22 39 43

~EM~FR SIZE PFSTRICTIO~S TO INSURE MODELING ACCURACY ARE:

MA~IMUM BEAM SIZE--- 3000.0

MI~IMUM BEAM 5IZE-- 150.0

MA~IMUM COLUMN SIZF--- 2000.0

M!NI~UM COLUMN SIlF--- 150.0

.",**ft ••*****.*.",,,,,,,.*.,,,,,,*••*.,,,****.***,,,*. P~A5E 1 ***.************************.******•••••

1587.67

AFTER 9 ITFRATI0~S THE STATIONARY 0DINT 15 ~STIMATED TO BE AT:
710.94 6Q~.87 2853.37 124~.53

....).*.*.*••*••"'''''''**.*••*.********.'''***** PHA SE 2 •••••••••***•••*••••••••••••••••••••••••

CQNSTR~INT NUMRFP 43 IS VIOLATED

SATISF4CTION OF PREVIOUSLY VIOLATED CONSTRAINT 43 YIELDS THE DESIGN VECTOR:
711.94 ~96.87 2853.37 1444.84

NUM~FR OF C0~PLFTE A~ALYSFS 10

A~ ADJUSTMENT STEP EO~M T~E PRECEDING DESIGN VECTOR YIELDS:
705.12 687.44 2859.67 1443.01

~JMAER rF COMPLETE ANALYSES = 12

•••*.**.*.***.*•••••••*"'*•••*••••••••••• PHASE 3 ••••••••••••*••••••••••••*******••••****

PRESENT DESIGN C05T--- 1555.14
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