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When the steel model was complete, it was incorporated into the global model. The steel parameters were held constant, and the concrete and bond-slip parameters were then identified using the results of tests on laterally loaded reinforced concrete beams.

Comparisons between the predicted and measured response for a number of different beam configurations show that the model is able to reproduce the physical behavior of the beams very well. If the shear span of the beam is short, or if the compression reinforcement buckles, the predictions are inferior, but are still reasonable.
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ABSTRACT

This report describes the development of a mathematical model to predict the flexural response of reinforced concrete beams to cyclic loads. The objective is to take the first step towards the construction of a model which will predict accurately the nonlinear response of reinforced concrete framed structures when they are subjected to dynamic loads such as seismic disturbances. The model is constructed using System Identification. The process consists of selecting a form for the model, and then using suitable mathematical techniques to adjust the numerical coefficients within it so that it reproduces as closely as possible the results of experiments.

The first essential is to understand the physical behavior to be reproduced. The response of reinforced concrete members to large cyclic loads is nonlinear and inelastic and it changes throughout the history of the load. Because it is so complicated, the physical behavior of the material and the mechanics which underlie it are investigated in considerable detail. A model form is then selected which divides the member into hypothetical layers. The material in each layer obeys an appropriate nonlinear constitutive law and the number forces are derived by integration across the cross section. The individual model which describes the steel behavior was developed especially for the purpose and is of particular interest.

The experimental results to which the model was fitted were taken from a previous study in which a number of cantilever beams were subjected to cyclic lateral loads. Beams of several different geometries were tested, allowing the model to be appraised in a variety of configurations.

Besides experimental results and an analytical model form, System Identification requires a minimization procedure to find the optimum parameter values. Many algorithms exist for the purpose, and a number are investigated in order to select one with suitable characteristics.

The identification was carried out in several stages. The first was to construct a model for the response of the steel reinforcement using data from axial tests on steel bars. Even this identification process contained several stages, because the original version of the model had constant parameters and it proved unable to reproduce the measured behavior adequately. The parameters were therefore made strain-dependent, and several cycles of modifying the model and re-identifying the parameters were necessary before a satisfactory match could be achieved.

When the steel model was complete, it was incorporated into the global model. The steel parameters were held constant, and the concrete and bond-slip parameters were then identified using the results of tests on laterally loaded reinforced concrete beams.

Comparisons between the predicted and measured response for a number of different beam configurations show that the model is able to reproduce the physical behavior of the beams very well. If the shear span of the beam is short, or if the compression reinforcement buckles, the predictions are inferior, but are still reasonable.
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Chapter 1
INTRODUCTION

Consideration of earthquake forces generally dominates the design of structures built in seismically active regions. Before the advent of the digital computer, these seismic forces had to be accounted for in very simplistic ways, and the resulting designs were relatively uneconomical for the level of safety they provided. More efficient structures, resulting from improved analyses, have recently been made possible by parallel developments in computing capability and dynamic analysis. The advances have in fact been so dramatic that the weakest link in the chain of structural analysis is now the mathematical models which describe material behavior.

In current design philosophy, structures are expected to behave inelastically when subjected to severe earthquake loading, but in most cases linear elastic constitutive models are used to predict the response, which is then modified to allow for the inelastic deformations using approximate techniques.

Analyses which make use of nonlinear constitutive models for the materials offer a more logical approach, but they introduce the added difficulty of selecting a good model. There is by definition only one form for a linear model, whereas there are an infinite number of nonlinear ones, so there is no lack of possibilities. But the choice is restricted by the fact that a useful model should both be reliable under all circumstances and should provide the best possible accuracy for the amount of computational effort required to use it. The development of a model to satisfy these requirements is not a trivial task, and this
research is directed towards the construction of such a model for reinforced concrete beams in flexure.

In the past, nonlinear models have been constructed rather arbitrarily, but recently a procedure known as System Identification has gained considerable popularity. McNiven and Matzen [40] used it with success to develop a nonlinear model for structural steel, and it is discussed in some detail in their report. In their words; "System Identification can be defined as the process of selecting the form of the model, and then, using measured test data, systematically adjusting the parameters until, based on a predefined criterion, the best correlation is achieved between the predicted and measured response." This tuning of the model by adjusting its parameters provides an excellent way of ensuring the best possible performance for a given model form, which is necessary if the model is to be efficient.

Measured response from a number of different experiments can be used, and optimum parameters can be found for each. Unless the model form is perfect, the parameter sets will not be identical, but such an exercise provides an indication of the model's reliability. System Identification is thus seen to offer unique advantages in developing analytical models for physical materials and is used extensively in this research. It is discussed in more detail in Chapter 2.

The flexure response of a member can be defined in a number of ways. Relationships can be established between moment and curvature, end moment and end rotation, or lateral force and lateral deflection. The last two can both be derived from the first by integration, and so the moment-curvature relationship, being the most fundamental, is the one which we choose to model.
The objectives of the study can be stated as follows:

1. To construct a mathematical model which will predict the resisting moment of a reinforced concrete member when it is subjected to a given curvature. The model should be able to reproduce both the nonlinearity and the history-dependence of the relation.

2. To demonstrate the usefulness of System Identification in developing mathematical models of material behavior.

This report of the study is arranged in such a way that each chapter is reasonably autonomous. Chapter 2 describes the process of System Identification and its application to the problem at hand. In Chapter 3, some of the problems involved in modelling the behavior of reinforced concrete members are considered, and an approach is selected for constructing a model. It requires separate consideration of the individual materials in the member, and so in Chapters 4 and 5 individual models are developed for the stress-strain behavior of reinforcing steel and plain concrete. Chapter 6 describes the construction of a bond-slip relation, which is used to define the strain in the reinforcement when the strain in the adjacent concrete is known. In Chapter 7, these three individual models are integrated to form the analytical model for the flexural response of the beam, which is referred to hereafter as the "global model." This completes the description of the development of the material model form.

One of the essential parts of the System Identification process is an algorithm which will minimize a function which is only defined numerically. There are many such algorithms available, and they all have slightly different characteristics. Chapter 8 discusses some of the best ones, and gives the reasons why we chose the one we did. It is outlined in the last section of the chapter, and Appendix A presents the mathematical
foundation on which it rests. The results of the study are presented in Chapter 9, and Chapter 10 contains the conclusions and offers suggestions for further research in the area. A digital computer was used extensively, for which a program was written in FORTRAN IV. Appendix B contains an outline of the whole program and details of some of the numerical procedures which might be useful in future work in the area.
Chapter 2
SYSTEM IDENTIFICATION

Most engineering problems are referred to as direct because a prediction of the output of a physical system is sought when the characteristics of the system and the input are known. Recently, more attention has been paid to inverse problems, in which the response of the system to a given input is known from experiments and a mathematical model is to be found which will describe the behavior. Inverse problems are generally much harder to solve than direct ones, and furthermore, exact solutions are seldom available.

For many years electrical engineers have used System Identification to solve inverse problems, but the method has only recently been applied to problems in the field of Civil Engineering. It is a process by which approximate solutions to inverse problems may be obtained, and it consists of three main steps.

1. Select a form for the mathematical model which is to describe the physical behavior, but leave the values of the numerical coefficients (or parameters) within it unspecified.

2. Select a criterion function. This is a precise mathematical definition of how good the match is between the measured physical output and the response predicted by the model.

3. Adjust the values of the parameters in the model until the best possible match is achieved between the known (experimental) output and that predicted by the model.
The quality of the match is judged by using the criterion function.

The form of the model is obviously important and to a large degree controls how well the predictions can be made to fit the experimental data. For example, an exact solution to the inverse problem implies a perfect fit, which in turn requires a perfect model form. These are rare. Normally we have to be content with using engineering judgement and a knowledge of the physical characteristics of the system to produce the best possible approximate model form. In this study the choice of the model form is guided by the experience of previous investigators, and, where necessary, a number of different forms are tried in order to find the one best suited to our purpose.

The criterion function is usually a mathematical definition of the discrepancy between the predicted and measured response quantities. We use the integral squared difference between the measured and calculated moments when both the physical beam and the mathematical model are subjected to the same history of curvatures. The integral is approximated here by a sum of values at discrete points along the curve. This least square definition is a common choice for the criterion function, but many others are possible.

The adjustment of the parameters would be an extremely tedious undertaking if no error function were defined. However, the error function provides an objective test for the quality of the fit between the predicted and measured response, and so the optimum parameters can be established by the simple expedient of minimizing it. There are a variety of algorithms available for performing this task, each of which have their own individual characteristics, and a number of the better ones are discussed in Chapter 8.
If there are N parameters in the model, the error function can be viewed as an N-dimensional surface in N+1 dimensional space. If N is greater than two, this is hard to visualize, but Fig. 2.1 illustrates the case of N equal to 2. The problem is then to find the location of the minimum of the error surface, the coordinates of which will be the desired optimizing parameters. The search process is complicated by the fact that the error function may be undefined for certain values of the parameters, and the sum of all such points is referred to as the infeasible region of the parameter space. Clearly we must prevent the search for the minimum from entering it. Some of the techniques for doing so are discussed in Chapter 4, where the problem was encountered in connection with the mathematical model for steel reinforcing bars. The minimizing parameters must lie within the feasible region, but if they lie close to the edge of it, the minimization problem risks being poorly conditioned, in which case numerical difficulties seriously hinder the algorithm's ability to locate the minimum of the error function. For this reason the model form should be chosen so as to generate an error surface which is as well conditioned as possible. Alternatively, the model form can be chosen arbitrarily, and then the parameters scaled to improve the conditioning. This is discussed in Chapter 8.

System Identification has three main attractions. First, the parameter adjustment can be done automatically, and by computer. For almost any nonlinear model, the task would be impossible by hand. Second, the resulting set of minimizing parameters is unique, provided only that the error function has a unique global minimum. The fulfillment of this condition cannot be guaranteed but experience shows that good models of physical systems almost invariably possess error functions with unique
FIG. 2.1 - TWO-DIMENSIONAL SURFACE IN THREE-DIMENSIONAL SPACE
minima. Thus, two computers using the same data and the same model will produce the same optimum parameter set. Perhaps the most important feature of the procedure is that it permits the model form to be appraised. If, when the optimum parameter set is found and used, the predicted response is still not satisfactory, then the fault lies with the form of the model, which must be changed. Without knowing the optimum parameters, there is no way of telling whether the parameter values or the model form should be modified.

This description of System Identification is somewhat idealized in that it suggests that the selection of the model and the minimization of the error function are both self-contained processes each of which happens only once. If the initial choice of the model form is good enough, then this will indeed be the case. However, in this study, the processes are extensively interwoven. The model finally adopted to describe the moment-curvature relation for reinforced concrete is very complicated and is built up of three individual models for steel, concrete and bond-slip. Altogether there are some fifty parameters. To assemble the whole model before identifying any of the parameters seemed unwise, so whenever possible the parameters in the individual models are determined before the assembly process begins. For example, the parameters in the steel model are identified using data from separate tests on steel bars. But even the construction of these individual models is not entirely straightforward. In the case of the steel, a model form was chosen, the optimum parameters were found, and then, because the match was poor, several cycles of modifying the model form and identifying the new parameters were performed until eventually a satisfactory match was obtained. The details are discussed in Chapter 4.
3.1 Introduction

When reinforced concrete beams are subjected to cyclic loads, their flexural response is complicated and non-linear, and in forming analytical models for them some balance must be struck between the accuracy required and the cost and unwieldiness of the model. Clearly this depends on the use to which the model is to be put.

The sources of nonlinearity are two-fold: geometric and material. Reinforced concrete frame members are seldom sufficiently slender that stability problems dominate their design, and so geometric non-linearities are usually considered only if the structure is subjected to very large deformations such as may occur during a strong motion earthquake. Even then they are frequently neglected in the interests of simplicity.

Material nonlinearities cause the more serious problem, for the response of reinforced concrete is not only nonlinear, but it is also history dependent. This means that, in any member, not only does the moment-curvature relationship vary along the member, but also, at any given cross section, it varies with time throughout the loading history.

If a frame structure is to be analyzed by the displacement method, there are three levels of complication at which we can specify the constitutive law which defines the material behavior:

1. The member is made up of a single element, and member end forces are related directly to member end displacements.
2. The member is divided into elements longitudinally in each of which the local cross-section forces and deformations
are related. These are integrated along the beam to give an end-force to end-displacement relation.

3. The member is divided into elements longitudinally and across the cross section. The constitutive law for each material relates strains to stresses, which are integrated first over the cross section and then along the member, as in 2 above.

Method 1 is clearly the simplest and is used for structures made of straight prismatic linear elastic members. Method 2 is used for curved or nonprismatic members. Method 3 is the most complicated and is justified only for use on nonhomogeneous members (reinforced concrete, sandwich construction, etc.).

Method 3 is the most rational way of dealing with reinforced concrete subjected to cyclic loads because the nonlinear behavior of each material can be specified explicitly. However, it is also the most expensive, because at each level an iterative calculation is needed to provide the relationship at the next higher level, and so for each increment of load at least three nested iterations must be carried out. A time history dynamic analysis could prove very expensive.

The computational effort can be reduced in a number of ways, each of which incurs a subsequent loss of accuracy. For example,

1. Assume the form of the relationship between moment and curvature rather than direct stress and strain. This avoids integration over the cross-section and one level of iteration.

2. Reduce the number of elements. If the longitudinal mesh is made coarser, then the elements should be bunched in those regions where most inelastic action is expected. In the limit, one nonlinear element could be placed at each end of
the member (if that is the critical region) and linear elastic elements used elsewhere.

It is natural to seek improved efficiency by distributing the elements across the cross-section in a similar way. Unfortunately this is not possible, because the location at which most elements are needed varies with time. The best we can do is to use as few elements as are consistent with a unique solution and the desired accuracy. This question is addressed in section 7.3.

3. Use simple material constitutive relations. For example, stresses are in general more easily calculated from a relationship which expresses stress as an explicit function of strain than vice versa.

Many models have been proposed in the literature, which has been well surveyed by Park [1]. Those which make their constitutive assumptions at level 3 as described above are referred to hereafter as layered models, because the cross section is divided into layers parallel to the axis of bending. Those which make the assumption at level 2 are called "homogeneous models" because for such models a composite member is treated as if it were homogeneous. Some of the material behaviors of these homogeneous models are expressed in the form of a moment-curvature relationship, some in the form of a moment-rotation relationship (treating all nonlinearity as if it occurred at a single point and describing it by a nonlinear rotational spring) and some have been used to define a force-deflection relationship, for example for the tip of a laterally loaded cantilever. Within each group (layered or homogeneous) there is a wide variation in the sophistication of the models, but there are two
factors which distinguish one group as a whole from the other. First, the layered models require more computational effort than do the global ones. The second is a difference in approach. Homogeneous models describe the physics of the problem at a less detailed level than do layered models, because they disregard the mechanical behavior of the individual materials and attempt simply to reproduce the overall characteristics of the response in the form of a moment-curvature or force-deflection relationship. Layered models, on the other hand, attempt to reproduce the mechanical behavior of the individual component materials of the reinforced concrete member, and, from a knowledge of their separate response mechanisms, synthesize a mathematical model for the overall behavior.

3.2 Homogeneous Models

3.2.1 General

Some of the recently published homogeneous models are presented and their merits discussed briefly.

3.2.2 Individual Models

Bilinear -- This is the crudest model used to describe any elasto-plastic material, with or without strain-hardening [2, 3, 4]. It neglects both the Bauschinger effect in the steel and any deterioration of stiffness with cycling and so gives poor results.

Bilinear Degrading -- Hidalgo and Clough [5] proposed a bilinear model in which the stiffnesses are history dependent. It predicts response frequency well, but the response amplitude and hysteretic behavior in P-δ space show only moderate agreement with experimental results.

Multi-linear Degrading

Takeda, Sozen and Nielsen [6] accounted for stiffness degradation
by using a multi-linear model in which the stiffnesses vary during the load history and are calculated from a rather complicated set of rules. The model works reasonably well and with some extensions it was incorporated into the general purpose nonlinear analysis program DRAIN 2-D [7]. It is probably the best homogeneous model.

Iwan [8] suggested the use of a combination of elastic and "slip-stick" elements to make up a model for restoring force which is elasto-plastic and includes some degradation. The parameters in the slip-stick elements are ratios of measureable physical quantities (e.g. yield strain). Stiffness degradation (i.e. decreasing stiffness with increasing maximum deformation) can be described, but deterioration (stiffness reduction due to cycling between constant strain limits) cannot.

Atalay and Penzien [9] proposed a nonlinear model defined by a smooth continuous trigonometric function. It is empirical and was obtained by fitting the curve to experimental results. The tests were somewhat restricted in scope and so the model should be verified under a wider range of conditions before it can be used with confidence.

Tani, Nagasaka, Nomura, and Hiramatsu [10] proposed an empirical formulation with ten constants which can describe a range of shapes for hysteresis loops. However, the expressions are cumbersome and no attempt was made to correlate the constants with physical properties of the member, so, as it stands, the model cannot be used to predict response.

3.3 Layered Models

3.3.1 General

Fig. 3.1 shows a typical reinforced concrete beam divided for modeling purposes into layers. Stress is assumed to be constant through the thickness of any layer, but it may have a different value in each.
FIG. 3.1 - CROSS SECTION OF LAYERED MODEL
The following ingredients are needed to predict the resisting moment corresponding to a given curvature and a given axial load:

(a) The shape of the concrete strain distribution. For simplicity, it is generally taken to be linear.

(b) A bond relation between steel and concrete. We need to be able to calculate the axial strain in the steel, given the concrete strain at the same depth. The simplest relation assumes perfect bond, in which case the strains in the two materials are identical.

(c) A constitutive relation for direct compression of concrete.

(d) A constitutive relation for steel bars in tension and compression.

The procedure is then to locate the neutral axis of the member by satisfying axial force equilibrium. If the strains vary linearly with depth, the strain field in the concrete is completely defined by its slope (which is the curvature and is known) and an assumed position of the neutral axis. The strains in the steel layers are calculated using the bond relation (b), and then the constitutive relations for the two materials are used to define the stress in each layer. The forces in each layer are then calculated and summed to give a total axial force on the member. This predicted value is compared to the applied axial load, and the calculation is repeated with a different neutral axis position until the two agree within a close enough tolerance. When the neutral axis has been located, the resisting moment is calculated by summing the moments of the forces in each layer.

Having described the general, layered model, it is useful to clarify its limitations. The most serious one is that the concrete is treated
as a continuum across which a strain field of predictable shape exists. This condition is violated by the presence of even the smallest flexural crack. However, if we consider average strain instead of true strain, then the model may still be expected to give reasonable results, despite the cracks. By average strain we mean a change in length per unit length of an element large enough to contain a number of cracks. But if the flexural cracks are wide and the member is also subjected to large shear forces, the reinforcing bars are liable to become kinked by the lateral load on them. Shear will also cause a network of diagonal cracks to form in the concrete, and the displacements associated with both of these actions violate the continuum assumptions. Therefore the model will probably give poor results for members subjected to high shears. The same limitation applies to all of the layered models published to date, so they should be used only on members sufficiently slender that the effects of shear are indeed negligible.

Another restriction is imposed by the constitutive model for the reinforcing steel if it is unable to include the effects of buckling.

We also need an idea of the relative importance of the four ingredients listed above so that each can be modelled with an appropriate degree of sophistication.

The constitutive model for steel appears to have the greatest influence on the accuracy of the overall model. This is particularly true in the prediction of beam behavior [11], because the axial loads are generally very small. Cracks form in the concrete and remain open for most of each load cycle, during which time the steel couple provides the whole resisting moment. The concrete model plays a greater part in predicting column behavior since the axial loads are generally large enough to
prevent cracks.

It is difficult to assess the influence of assuming a linear distribution of the average strain because of the lack of alternatives with which to compare the assumption, and because of the difficulties of making physical measurements which are sufficiently precise to be useful. Ma's results do not indicate that the assumption contributes significantly to the error. Karsan and Jirsa [12] tested unreinforced concrete specimens and loaded them eccentrically but in such a way that the whole section experienced compressive stress. They found that the strains were linearly distributed. Their test results cannot be offered as conclusive proof of a linear strain distribution in a reinforced concrete beam, but they certainly lend support to the assumption. We therefore accept it here.

The importance of the bond relation depends on the behavior to be modelled. In a cantilever test, the reinforcing bars will inevitably pull out of the anchor block to some extent, causing a rotation at the built-in end of the beam. If the measurements of beam curvature are independent of this end rotation, the bond relation may be expected to assume only a modest importance. But if the end rotation has to be predicted analytically, the bond-slip relation becomes an essential component. Bond deterioration is a complicated phenomenon which is by no means fully understood and so there is a temptation to ignore it. The models so far proposed for deterioration have been either very simple or very complex. The few investigators [13, 14] who have included it in a global model of a reinforced concrete member have used a relatively crude approximation, whereas those who have studied bond per se [15, 16] have only been able to mimic the physical behavior satisfactorily by using a
fine mesh (often nonlinear) finite element analysis. In Chapter 6 we attempt to develop a model which lies between these two extremes.

3.3.2 Individual Models

Some of the more important layered models are outlined. Many of them share a common stress-strain relation for either steel or concrete, and these are discussed in detail in Chapters 4 and 5, respectively.

In a thorough research program under the direction of Park in New Zealand [17,18,19,20,21] a single model, with variations, has been used. The steel is described by a Ramberg-Osgood [22] function bounded by the monotonic curve, and the concrete, by Hognestad's [23] formula, extended to include the effects of binders. No allowance is made for bond-slip. Rather low-strength steel with a long yield plateau was used in the experiments, so the model was never really tested in the strain-hardening range. However, Thompson [19] used the Park model to achieve reasonable matching in the region covered by his tests.

Gerstle and Tulin [24,25,26,27] have conducted a pertinent research program at Boulder, Colorado. They used the work of Kriz and Lee [28] to produce a complex expression for the $\sigma-\varepsilon$ curve of plain concrete, neglecting the influence of binders. Later, they found that the member response was insensitive to the exact shape of the concrete $\sigma-\varepsilon$ curve, so they used a simple bilinear expression, which surprisingly gave better results than the more complicated one. Their law for steel contains a linear part and an exponential part. The parameters in it are assumed to be constant, and bond-slip is not taken into account. Agreement between predicted and experimental member response was only moderate.

Brown and Jirsa [13] used a trilinear concrete diagram which
includes the effects of binders in a manner based on Yamishiro's work [29]. Their steel curve consists of linear and exponential parts derived from Gerstle and Tulin's test data. The full test data for the steel were not published so a comparison between analytical and experimental curves could not be made. However, the analytical expression is a poor fit for Aktan, Karlssen and Sozen's data [30]. A simple allowance was made for bond-slip and for the end rotation due to bar pull-out using Burns and Seiss' method [31]. It is hard to judge from the published data how good the predicted response is, but it appears to be at least moderate.

Menegotto and Pinto [32] presented a theoretical model and tested it against experimental results for a monotonically loaded frame. Correlation was good.

For concrete they used Hognestad's parabola and a straight line representing average binding conditions. Branch curves in their steel model were described by a single nonlinear expression which possesses a straight line asymptote. Bond slip was not included. The approach is more elegant and less empirical than most of the others, but experimental evidence is lacking on its performance under cyclic load.

Ma [33] produced what is probably the best model to date. For concrete he used Hognestad's parabola and a linear continuation which includes the effects of binders. The steel was described by a combination of a Ramberg-Osgood function and the monotonic curve. The rules for changing from one curve to another are a little complicated, but the model agrees excellently with the results of axial tests on reinforcing bars. The reinforced concrete response is not quite so good, but is still close. Discrepancies appear attributable to the lack of bond-slip
mechanism and to the effect of rubble in the concrete cracks.

Aoyama [3] modelled the stress-strain behavior of both concrete and steel with bilinear $\sigma$-$\varepsilon$ relations, and his predicted moment-rotation curves differed significantly from test results. Most of the difference can be attributed to the model's inability to simulate the Bauschinger effect.

Bertero and Bresler [34] discussed the effects which contribute to the flexibility of a reinforced concrete member subjected to cyclic load. They concluded that bond-slip and shear deformation (resisted largely by the reinforcing bars in dowel action) are both important, particularly in causing concrete spalling and thereby initiating failure of the member.

3.4 Choice of Model for Use with System Identification

The objective in using system identification is to produce the best possible predictions for a given model form. It therefore seems logical to start with the model form which has the greatest potential for accuracy, and to abandon it in favor of something simpler only if it proves unacceptably expensive. The work of Ma [33], Menegotto and Pinto [32], and Park et al [17,18,19,20,21] leaves no doubt about the superior potential of the layered approach, but questions remain about the expense of using it in identification. To identify $N$ parameters simultaneously requires approximately $10N^2$ function evaluations, each of which consists of predicting the moment at each strain value of a given deformation history. If $N$ is large (say 10) and the moment is needed at 100 different curvature values, 100,000 moment calculations will be required.

Park, Kent and Sampson [21] analyzed a beam composed of ten elements longitudinally, with ten layers in the cross section. 100 load increments were applied, which took some three hours on an IBM 360/55 computer. This is estimated to be equivalent to about fifteen minutes on the CDC 6400 at
the University of California at Berkeley. Menegotto and Pinto report
the analysis of a frame containing 12 longitudinal elements, and a total
of 3960 concrete and 264 steel elements. No details are given of the
number of load steps or the computer time needed. The problem appears
to require about fifty times as much effort as Park's, but was executed
all the same. Ma reports that, with his model, a moment curvature analy-
sis of a section with 40 concrete elements over 170 load steps used 7.5
seconds of CP time on the CDC 6400.

What little evidence is available therefore suggests that the layered
approach is indeed feasible, and so it was selected for use with system
identification. The details of the individual steel, concrete and
bond-slip models used are given in Chapters 4, 5, and 6.

3.5 Experimental Set Up and Measurements Taken

Identification of the parameters in a material model requires some
reliable experimental data to which the model can be fitted. In this
case we need data from a reinforced concrete beam tested in flexure --
specifically, the history of curvatures and corresponding moments at some
point or points along the beam where the response is significantly non-
linear. Since shear is not accounted for in the model, the beam specimen
should be sufficiently slender for shear to have a negligible effect on
the experimental results.

A number of experimental studies on cyclic loading of reinforced
concrete members have recently been conducted at the University of Cali-
fornia at Berkeley, and we are fortunate to have the results available
to use, thus avoiding the need to duplicate time-consuming work.

The work of Ma, Bertero, and Popov [33] was chosen as being the most
suitable, primarily because, in addition to the flexural beam tests,
separate cyclic axial-load tests were carried out on the reinforcing bars to determine their stress-strain behavior in the nonlinear range. The properties of reinforcing steel vary noticeably from batch to batch (because the manufacturers find it cheaper to use recycled steel, low quality control, and a mean strength well above the guaranteed minimum) and so it is important to test bars from the same batch as those actually used in the reinforced concrete beam. Ma did this. A brief description of the tests is given here; for more details see Ref. [33].

9 cantilever beams were tested, 6 rectangular (beams R1-6), and 3 T-beams (T1-3). The intention was to investigate the effects of varying the slab size, the longitudinal reinforcement, the stirrup ties, the shear-span ratio, and the loading history, and so the individual tests were designed accordingly. Each group (Rectangular and T) contained one control specimen, while in each other beam in the group one variable differed from the control specimen's. Each beam was cast into a large concrete end block, (see Fig. 3.2), and a cyclic lateral load was applied to its tip by a hydraulic actuator. Readings were taken of the lateral load, tip deflection, tip rotation, the rotations at two 7-in. intervals from the fixed end, the steel strains in the same region, and the shear distortion. The rotations were obtained from clip gages connected to yokes which were fixed either to the steel reinforcement or to the concrete, (see Fig. 3.3). The average curvature in a 7-in. beam segment was obtained by dividing the difference in rotation between the two ends of the segment by the gage length. In the later tests, a quantity, paradoxically called the "fixed-end rotation," was also recorded. This was an estimate of the beam rotation at the built-in end caused by the bars pulling out of the end-block. The movements of the top and bottom bars
(a) Beams R1, R2, R3, R4, R6

(b) Beam R5

(c) Beams T1 - T3

FIG. 3.2 - SPECIMEN DIMENSIONS
RELATIVE ROTATION $\Delta \theta = \frac{\Delta + \bar{\Delta}}{h_g}$

$\Delta = (l_{1} - l_{2})$

$\bar{\Delta} = (l_{b} - l_{2})$

MEASURED BY CLIP GAGES

AVERAGE CURVATURE $\phi_{av} = \frac{\Delta \theta}{l_{g}}$

FIG. 3.3 - METHOD OF MEASURING CURVATURE

FIXED END ROTATION $\theta_{FE}$ MEASUREMENT

FIG. 3.4 - METHOD OF MEASURING END ROTATION
relative to the face of the end block were measured (see Fig. 3.4) and
the rotation deduced from them.

Beams T2 and R4 were loaded by imposing on them the maximum possible
deflection in alternating directions until they failed (after three-quar-
ters and one and one-quarter complete cycles, respectively). Their
moment-curvature histories are shown in Fig. 3.5. The other beams were
subjected to a cyclic load of gradually increasing amplitude, such as
might be expected during the build-up of a severe earthquake, until they
too failed.

Six specimens were machined from the reinforcing steel and were
tested axially in a servo-controlled MTS machine. The strain histories
were chosen to be similar to those of some of the bars in the reinforced
concrete beam tests. The dimensions of the test specimens can be seen in
Fig. 3.6, and a typical stress-strain history in Fig. 4.1.
FIG. 3.5 - EXPERIMENTAL MOMENT-CURVATURE RELATION. BEAMS R4 AND T2.
FIG. 3.6 - DIMENSIONS OF REINFORCING BAR SPECIMENS

"6 REBAR SPECIMENS
0.625" 0.625"

"5 REBAR SPECIMENS
0.587" 0.500"
Chapter 4

ANALYTICAL MODEL FOR STEEL

4.1 General

We seek an analytical model which will predict the stress response of steel reinforcing bars to an arbitrary history of strain. Before going into details of the model, we take a closer look at the behavior that we are trying to imitate.

4.2 Experimental Results

A number of investigators have performed cyclic load tests on steel bars [25,30,33] but those of Ma, Bertero and Popov are the most appropriate, and an example of their results can be seen in Fig. 4.1. In tension, the model must cover the whole range of strain from zero to fracture, but in compression, the resistance of the concrete prevents the occurrence of large strains, and so the model only needs to extend to a strain of some ten times the yield strain. Ideally, the model should account for the possible buckling of the compression bars between stirrups, but this would make it too unwieldy to be workable.

4.2.1 Bauschinger Effect

Under monotonic loading, the steel may be expected to display a linear elastic response, a yield plateau, and a curved strain hardening response which flattens out as the maximum stress is approached. Under repeated loading ($P \rightarrow 0 \rightarrow P$) the pattern is similar. Unloading takes place essentially elastically, as does reloading, until it meets the monotonic curve whose path it then resumes.

Under cyclic load, however, the response is quite different, as
FIG. 4.1 - TYPICAL EXPERIMENTAL STRESS-STRAIN CURVE FOR STEEL
can be seen in Fig. 4.2. Suppose the steel yields first in tension. If the loading direction is then reversed, the subsequent yield in compression follows a rounded path, rather than the sharp one observed with the virgin material.

After the compression yield stress has been reached, the loading path is very similar to the monotonic curve. The rounded yield curve, and the early departure from the linear elastic which it implies, is known as the Bauschinger effect [35,36]. The exact shape of the curve may be expected to depend on:

1. Virgin material properties
2. Entire load (or deformation) history
3. Strain rate
4. Aging effects
5. Temperature effects

Of these, the first two are demonstrably important. Of the others, the strain rates usually experienced in earthquake loading are not high enough to affect the material properties significantly.

Aging causes the material to regain to some extent its virgin properties after they have been erased by cyclic loading. However, the process is gradual and takes months or years to complete, so it is likely to need consideration only in the analysis of structures subjected to a series of earthquakes months apart, and even then, the damage to other elements (concrete, partitions, etc.) is likely to have a greater effect on the structure's dynamic behavior.

Plastic work will cause the bars to heat up, but even with the most conservative assumptions, the temperature rise will not be large enough
to affect the mechanical properties of the steel. Thus, we neglect temperature, strain rate, and aging in formulating the model.

4.2.2 Details of Cyclic Stress-Strain Behavior

The tests show that:

1. Response is linear elastic if the material has never been stressed up to yield.

2. Even a very small excursion beyond the yield strain in one direction causes the immediate loss of sharp yield in the other (Bauschinger effect).

3. Upon reloading in the original direction, the yield may or may not be sharp, but the criteria on which this depends are not entirely clear. (This finding is contrary to Timoshenko's [35] interpretation of Bauschinger's work [36] which suggested that the material need be yielded in only one direction for the sharp yield point to be lost in both.) The test shown in Fig. 4.3 shows that a small initial yield in compression causes a subsequent rounded loop in tension, followed by an almost sharp one in compression. The sharp compression yield only really vanishes either after the addition of a tensile plastic strain increment greater than the original compressive one (resulting in a net plastic strain which is tensile) or after the addition of a tensile plastic strain increment greater than about $3.5 \times 10^{-3}$ in/in. Presumably, similar behavior would be observed if the loading directions were reversed. Unfortunately, the loading sequences in the other tests are not such that this point can be clarified. The test results shown in Fig. 4.4 might be taken to imply that the second criterion is
FIG. 4.2 - BAUSCHINGER EFFECT

FIG. 4.3 - LOSS OF SHARP YIELD

FIG. 4.4 - EXPERIMENTAL STRESS-STRAIN CURVE FOR STEEL
correct because the third half loop displays a distinctly rounded yield, while the cumulative plastic strain maintains the same sense (tensile). But the comparison is dubious because the material was loaded well into the strain hardening region before the first reversal. For want of better information, the first criterion was used in the analytical model.

4. On reversal, the loading path can be thought of in terms of branch curves and an envelope curve. The branch curves are always contained within, and are asymptotic to, the envelope. If only a small amount of plastic work has been done on the material, then the envelope is identical to the monotonic stress-strain curve. But if a significant amount of plastic work has been done, then the envelope is no longer the same as the monotonic loading curve and, furthermore, the difference between them appears to depend on the strain history.

5. The first part of any branch curve is linear elastic. Each curve has a different modulus which decreases as the test progresses.

6. The curvature of the "knee" of the branch curve decreases with each load cycle.

7. Half loops in tension and compression between the same stress limits are not symmetric (i.e., if one is rotated 180°, it cannot be superimposed on the other).

Before strain hardening has set in, the effects of (3) above predominate, but once it has started, the tension loops are more sharply curved, regardless of the direction of the first loading. (This same tendency can be seen in the published results of Aktan, Karlsson, and Sozen's tests [30]).
8. Ma's cyclic load tests were conducted on specially prepared, machined specimens. He performed monotonic tests on two unmachined specimens, one from a #5 bar and one from a #6 bar, to find out if the preparation affected the test results. For both bar sizes, machining did not influence the yield stress, but strain hardening started at a smaller strain and a higher modulus in the machined specimens. Ma suggested that a difference was caused by a change in the distribution of residual stresses. Unfortunately, the unmachined bars were not tested to failure, so it is not possible to compare the ultimate tensile strengths. Such a comparison would indicate whether the explanation is correct or not, because the ultimate tensile strength of such a ductile material should be independent of the residual stresses.

4.2.3 Discussion of Behavior

The concept of a "dynamic envelope" curve is widely used by metallurgists in describing response to cyclic loading. For all types of loading most metal alloys have a dynamic envelope which differs significantly from the corresponding monotonic load curve, and the two are established independently. However, tests show that for reinforcing steel in simple tension-compression the two curves are close enough that we may approximate the dynamic envelope by the monotonic curve, shifted slightly in the stress and strain directions. It should be emphasized that this is done for convenience and is not based on logical argument.

Morrow [37] describes the phenomenon of "means stress relaxation". If a specimen is loaded cyclically between two strains \( \varepsilon_1 \) and \( \varepsilon_2 \), then
the "mean stress," defined as \( \frac{\sigma(\varepsilon_1) + \sigma(\varepsilon_2)}{2} \) decreases with cycling (see Fig. 4.5). Morrow's interest is primarily with high cyclic fatigue, but he observes that the largest decrease happens in the first cycle. The relaxation he describes is a different manifestation of that same effect which causes the stress envelope to vary with cyclic loading and is due to some work-dependent slipping of two adjacent atomic layers.

Morrow [38] also reports the existence of "cyclic strain hardening" (or softening). This behavior is shown in Figs. 4.6 and 4.7. When the specimen is loaded cyclically between two (constant) strains \( \varepsilon_1 \) and \( \varepsilon_2 \), it is said to harden if the stress range \( |\sigma(\varepsilon_2) - \sigma(\varepsilon_1)| \) increases with cycling, and vice versa. He finds that, in general, hard metals soften and soft metals harden with cycling. Smith, Hirschberg and Manson [39] studied different steels and came to much the same conclusion, and report that the metal hardens or softens depending on whether \( \sigma_u/\sigma_y > 1.4 \) or \(< 1.2. \) \( \sigma_y \) is taken as the 0.2% offset yield in cases where there is no sharply defined yield stress. In Ma's specimens, \( \sigma_u/\sigma_y = 1.5 \) and so they should harden, but most of his tests consist of load cycles which are arbitrary rather than being between constant strain limits, in which case it is not clear what form the hardening will take, or how to detect it.

Morrow's definition of hardening implies an increase in tangent modulus, but if we assume that two successive loading half loops (i.e., \(-P \rightarrow +P \) in each) are asymptotic to the same envelope, such an increased modulus would imply a longer linear elastic segment and, therefore, a sharper knee. A few of Ma's tests did include cycles of load between approximately fixed strain limits, but any hardening was small enough to be swamped by other effects and by the limits of experimental accuracy. Therefore, no attempt was made to account for the effect in the model.
FIG. 4.5 - MEAN STRESS RELAXATION

FIG. 4.6
CYCLIC STRAIN HARDENING

FIG. 4.7
CYCLIC STRAIN SOFTENING
From the above discussion, it is clear that we do not yet have a full, clear and precise understanding of the effects which take place when metals, and steels in particular, are loaded cyclically. Moreover, their isotropy is at best statistical if it exists at all. So we need to know more, not only about the nature of the effects, but also about the statistical distribution of their magnitudes.

It is not surprising, then, that the analytical models which have so far been proposed seek only to fit the stress-strain curve traced out by the test apparatus without attempting to use any knowledge of the material behavior at the microscopic level.

The analytical model should, therefore, be able to reproduce the following features:

1. The true monotonic stress-strain curve, should that be the manner of the loading.
2. Branch curves which are asymptotic to an envelope.
3. Branch curves with knees whose curvature varies as a function of the strain history.
4. An envelope which is obtained by adding suitable stress and strain shifts to the monotonic curve, which can itself be specified arbitrarily. The shifts should be variable functions of the strain history.
5. The ratio of the initial modulus \((E_0)\) of the branch curves to Young's modulus \((E)\) should decrease as a function of some aspect of the strain history.
4.3 Analytical Models

4.3.1 Discussion of Existing Models

The nonlinear analytical models published in the literature have fallen into the three broad categories: multilinear, fixed-parameter nonlinear, and variable parameter nonlinear. Aoyama’s [9] is a typical multilinear model. It is simple and cheap to use, but it cannot describe the Bauschinger effect, nor can it include an arbitrary dynamic envelope. Its accuracy is therefore limited.

McNiven and Matzen [40] used the fixed parameter formulation originally suggested by Ramberg and Osgood [22] combined with Masing’s [41] assumptions. The context was slightly different to the present one but the goal was the same. Singh, Gerstle and Tulin [25] used their own exponential equation. In all cases the curves are defined by expressions with at least $C^1$ continuity. With suitably chosen values for their coefficients, these models can mimic the Bauschinger effect but are restricted to describing either the initial sharp yield or the subsequent rounded one, but not both.

The most successful models have all used parameters which vary with the strain history [33,18,19,32,42]; and, indeed, this seems the most promising way of attacking the problem. Within this third group, the nonlinear expressions take three different forms:

(a) An explicit algebraic equation for stress of the form

$$\sigma = \sigma(\varepsilon)$$  \hspace{1cm} (4.1)

(b) An implicit algebraic equation of the form

$$f(\varepsilon, \sigma) = 0$$  \hspace{1cm} (4.2)
(c) A first order differential equation of the form

\[ \frac{d\sigma}{de_p} = E^p = f(\sigma) \]  \hspace{1cm} (4.3)

where \( E^p \) is the plastic strain. This can be solved for stress if strain is the independent variable.

Layered global models, such as the one used in this study, require an iterative solution for the bending moment, and this must be considered when choosing the type of steel model. For a given curvature, different positions of the neutral axis are tried until axial-force equilibrium is satisfied. But at each iteration, the material stresses must be solved as functions of strain, so in principle option (a) is the most attractive because it involves the least computational effort. Since the calculations will need to be done a large number of times, it may be important to use explicit expressions.

The best explicit formulation is due to Menegotto and Pinto [32]. They propose:

\[ \sigma^* = b\varepsilon^* + \frac{(1-b)\varepsilon^*}{(1+\varepsilon^*R)^{T/R}} \]  \hspace{1cm} (4.4)

where

\[ \varepsilon^* = \frac{\varepsilon - \varepsilon_r}{\varepsilon_0 - \varepsilon_r}, \quad \sigma^* = \frac{\sigma - \sigma_r}{\sigma_0 - \sigma_r} \]

\( \sigma_0, \varepsilon_0 \) are the stress and strain at the point where the asymptotes of the curve meet, and \( \varepsilon_r, \sigma_r \) are the values at the last reversal.

The equation represents a curved transition from one straight line asymptote (slope \( E_0 \)) to another (slope \( E_{\infty} \)), where
and $R =$ an independent parameter which defines the curvature of the transition.

The asymptotes are

\[ \sigma^\ast = \varepsilon^\ast \quad \text{(initial)} \]  
\[ \sigma^\ast = (1-b) + b\varepsilon^\ast \quad \text{(final)} \]

and are illustrated in Fig. 4.8.

When $\varepsilon^\ast$ and $R$ are both $>>1$, the curve can be approximated by

\[ \sigma^\ast = [(1-b) + (b\varepsilon^\ast)] - \Delta \sigma^\ast \]  
where

\[ \Delta \sigma^\ast = \frac{1-b}{R\varepsilon^\ast R} \]  
is the stress difference between the asymptote and the curve.

The advantage of using the approximation is that it contains one exponentiation rather than two and so is about twice as fast to compute. The error in using it is

\[ \text{error} = \frac{(1+R)(1-b)}{2R^2 \varepsilon^2 R^2} + \text{higher order terms} \]

Lazan [43] and Davidenkov [44] suggested a simpler expression, but it is unable even to approximate an elastic-perfectly plastic response, so holds little promise.

Models using an implicit algebraic equation [18,19,33] have generally been based on the Ramberg-Osgood [22] three-parameter model

\[ \varepsilon^\ast = \phi \sigma^\ast (1 + \alpha |\sigma^\ast|^{n-1}) \]
\[ \sigma^* = b \epsilon^* + \frac{(1-b) \epsilon^*}{(1+\epsilon^* R_1)/R} \]

**FIG. 4.8 - MENEGOTTO-PINTO EQUATION**
where
\[ \epsilon^* = \frac{\epsilon - \epsilon_r}{2\epsilon_y}, \quad \sigma^* = \frac{\sigma - \sigma_r}{2\sigma_y} \]

which is illustrated in Fig. 4.9. The individual models differ in the way in which the coefficients are defined and the manner in which control is transferred from a branch to an envelope curve. The basic equation (Eq. 4.10) has a number of disadvantages, but has been widely used despite them. First, it must be solved by an iterative method if strain is the independent variable (which it is in our case). Second, the conditioning of the parameters is poor since they have typical values of $\beta = 1, \alpha = 10^{-4}, R = 7$, but $\alpha$ is constrained to be $> 0$. Last, there is no final asymptote and so the branch curve intersects the envelope rather than approaching it asymptotically.

Dafalias [42] used a differential equation to define the branch curves, but his resulting curves are not dissimilar to Menegotto and Pinto's. He proposes tension and compression asymptotes which are straight lines of slope $E^0_o$. The branch curve starts with a linear elastic segment extending from $(\epsilon_r, \sigma_r)$ to some point P (see Fig. 4.10). $\delta_{in}$ is then set equal to the distance from P to the asymptote. Thereafter, the curve is defined by a plastic modulus

\[ \frac{\partial \sigma}{\partial \epsilon} = E^p = E^0_o [1 + h \frac{\delta}{\delta_{in} - \delta}] \quad (4.11) \]

where
- $\delta$ is the instantaneous distance to the asymptote
- $h$ is a function (usually of $\delta_{in}$) chosen to fit the particular material.
FIG. 4.9 - RAMBERG-OSGOOD EQUATION

\[ \epsilon = \beta \sigma^{*}(1 + \alpha \left| \sigma^{*} \right|^{n-1}) \]

FIG. 4.10 - DAFALIAS' EQUATION

\[ \delta = \delta_{\infty} \left[ 1 + \frac{h \delta}{\delta_{\infty}^{n} - \delta} \right] \]
The model shares with Menegotto and Pinto's the elegance of defining a branch curve which is automatically asymptotic to the envelope, thus creating a continuous curve and avoiding the need to check if a boundary curve has been crossed. However, the response is governed by a differential equation, which has two disadvantages. One is that in principal a differential equation is harder to solve than an algebraic one. The second concerns the accuracy of solution. If the stress is needed at several points along a curve, the differential equation has to be solved to a greater accuracy than the corresponding algebraic one because in the former case the errors at each point accumulate, whereas in the latter they do not. The formulation could prove expensive to use.

4.3.2 Choice of Model

The most promising models are Menegotto and Pinto's, Dafalias', and some variant of the Ramberg-Osgood equation. The Ramberg-Osgood equation was solved to a number of different tolerances in order to find out how many iterations are needed for a reasonably accurate solution. The number depends on the accuracy of the initial estimate, which is obtained from the converged solution at the previous point. The closer together the points are located, the smaller is the number of iterations required. The tests showed that for 5-10 points evenly spaced along a typical curve, 3-4 iterations give adequate accuracy. In view of this, and the fact that Ma had achieved good results with his model, the Ramberg-Osgood equation was selected at the preliminary stage.

As will be seen, this choice turned out to be at the same time good and bad. Bad, because it caused problems with the identification routine, and good, because the problems were brought out at this early stage of
the research. Several typical half cycles from Ma's steel tests were digitized, and identification was then used to find the set of Ramberg-Osgood parameters $\beta$, $\alpha$, and $n$ which best fit each curve. These curve fitting tests were also the first experiments with the minimization routines (see Chapter 8), and the Modified Gauss-Newton method was being used in two different versions. One calculated the gradient analytically and the other used finite differences to approximate it.

For some curves the program converged to a set of parameters which gave rise to an error function whose value was close to zero and theoretical stresses which were very close to the experimental ones. The final error function value and the number of iterations required for convergence were both smaller when the gradient was calculated analytically.

For the other curves, however, the program either stopped or failed to converge. It stopped because the search entered the infeasible region of parameter space. The parameter $\alpha$ in Eq. 4.10 must be positive, yet it has a minimizing value which is very close to zero. If during the search it becomes negative, the Ramberg-Osgood equation traces out the dashed rather than the solid curve in Fig. 4.9, and there are either two or no real solutions for the stress, depending on whether the strain is less than or greater than the critical value

$$\varepsilon_{cr} = \beta(1-\frac{1}{R})(-\alpha R)^{\frac{1}{1-R}}$$

(4.12)

The minimizing parameters must lie within the feasible region, and so we must find a way of preventing the search from leaving it, even if the departure is to be only temporary. There are a number of possible
ways. First, the parameters can be constrained to approach the boundary of the feasible region no closer than some small distance $\xi$. If the line search requires a point beyond this constraint, it should stop and a new direction should be calculated. McNiven and Matzen [40] used an approach similar to this. It is somewhat inelegant, because it means that the minimization program is no longer independent of the error function, and so changing the model involves some work.

This can be avoided by the use of a penalty term which is added to the error function and whose value tends to infinity as the boundary is approached. An appropriate form might be

$$ F = f(\frac{1}{\xi}) $$

(4.13)

Another alternative is to rescale the coordinate axes. This alters the scale of the feasible region, and if the scale factors are well chosen, it moves the minimum of the critical parameter $\alpha$ away from the boundary. The ideal scaling appears to be one which equilibrates the Hessian matrix both row and column-wise. However, the true Hessian is generally not available, so this cannot be done, but experiments proved successful in which the parameters were rescaled so that they were all approximately equal at the minimum. The search remained in the feasible region and convergence was more rapid than it had been on those curves where a minimum was located without rescaling.

Perhaps the most obvious remedy is to use a different model. Menegotto and Pinto's model was therefore programmed and the minimization converged rapidly every time. In most cases where both the Ramberg-Osgood and the Menegotto and Pinto equations were applied to the same
data, the Menegotto-Pinto model gave a smaller minimum error. However, great importance should not be attached to this fact because the predictions of both models are good enough for practical purposes and are probably close to the limit of experimental accuracy.

The Menegotto-Pinto model (Fig. 4.8) has two distinct advantages. First, each parameter defines a separate aspect of the curve's geometry, so these can be manipulated independently. Second, good initial estimates of three of the four parameters can be obtained by taking measurements directly from the curve. Figs. 4.11a-c show some of the curves which the model can assume (elastic-perfectly plastic, elastic-strain hardening with a positive or negative strain hardening modulus).

The only parameter which appears difficult to estimate initially is \( R \), but the curves possess a property which simplifies the task. Suppose we define by an arbitrary set of parameters a curve \( A \) whose origin is at \((0,0)\), then digitize it. A second curve \( B \), with origin at some point \((-c,-c)\), with \( c \) arbitrary, can then be fitted through the digitized points and the parameters found which give the best fit. It turns out that the best fit occurs when the value of \( R/\sigma_0 \) is almost exactly the same for curves \( A \) and \( B \), regardless of the value of \( c \), and furthermore the fit is extremely good. The usefulness of this property can be seen in Fig. 4.11d, which shows that two branch curves can easily be made to have knees which are almost identical, although the curves start at different distances from the asymptote. If we define \( R = r\sigma_0 \), and use \( r \) as a parameter instead of \( R \), then \( r \) is found to vary only between about 0.55 and 0.75 for all the experimental curves, and so 0.65 can be used universally as a good initial estimate.

The Menegotto-Pinto model possesses many characteristics which make
FIG. 4.11(a-c) - POSSIBLE SHAPES FOR MENEGOTTO-PINTO CURVES

FIG. 4.11(d) - SUPERPOSITION OF MENEGOTTO-PINTO CURVES
it preferable to Ramberg-Osgood, but as suggested by the authors, its final asymptote is a straight line, and this is definitely not the shape of the dynamic envelope curve for a typical steel. It was therefore modified as shown in Fig. 4.12. An arbitrary envelope is defined in such a way that the stress ($\sigma_1$) and tangent modulus ($E_1$) on it can be calculated easily at any strain $\varepsilon$. To define the stress on the branch curve at strain $\varepsilon$, the envelope values $\sigma_1$ and $E_1$ are first calculated. $E_0$ in Eq. 4.4 is then set equal to $E_1$, and $\sigma_0$ is calculated from $E_0$, $E_1$, $\sigma_1$, $\varepsilon_r$ and $\sigma_r$.

By this means the branch curves are made asymptotic to an envelope of arbitrary shape. Furthermore, the two variables $E_0$ and $\sigma_0$ in Eq. 4.4 become known functions of the envelope data which are calculated at each step, rather than parameters whose values must be found by identification.

This modified form of the Menegotto-Pinto model was felt to be more suitable than any of the alternatives, and so was used throughout the rest of the study.

The arbitrary envelope used was the monotonic curve, shifted in the stress and strain directions. The stress shifts are expected to depend in some way on the strain, and the coefficients in the dependence relation are treated as parameters to be identified. The monotonic curve forms part of the input data to the program. It is defined by any number of points whose stress and strain coordinates are read in (see Fig. 4.13). A cubic polynomial is then fitted between each pair of adjacent points on the strain hardening curve in such a way that the total curve has $C^2$ continuity. The coefficients of the cubics and their derivatives are stored for later use. The details of the process are given in Appendix B.
FIG. 4.12 - MODIFIED MENEGOTTO-PINTO CURVE

FIG. 4.13 - DIGITIZATION OF MONOTONIC CURVE
4.3.3 Description of the Model Adopted

The development of the model was a gradual process requiring several cycles of refinement, each of which consisted of an assessment of the performance of the model in its current state, modifications to the model form, and identification of the new parameters. Because the processes of identification and selection of the model form were interwoven in this way, they are described together in this section.

The basic rules for prediction of stresses are:
1. If the bar has not previously reached its yield stress in either direction, response is linearly elastic.
2. After yielding for the first time, response follows the monotonic curve until the first post-yield reversal.
3. Thereafter, the path follows a series of branch curves, each of which is asymptotic to the appropriate (compression or tension) envelope. The envelope is defined by the monotonic curve, suitably shifted in the stress and strain directions. The branch curves are defined by the Modified Menegotto-Pinto equation (Eq. 4.4) in which the variables $E_\infty$ and $\sigma_0$ are calculated directly from the envelope stress and tangent modulus at each strain value. (This is not strictly true because the program was modified slightly in the interests of economy. If the initial asymptote meets the envelope at $(\varepsilon_e, \sigma_e)$, then for strains between $\varepsilon_r$ and $\varepsilon_e$ the shape of the branch curve is rather insensitive to $E_\infty$ and $\sigma_0$, which do not change much in this region. Therefore, upon each strain reversal, the $E_\infty$ and $\sigma_0$ corresponding to $(\varepsilon_e, \sigma_e)$ were calculated and used for all strains between $\varepsilon_r$ and $\varepsilon_e$.)
These basic rules alone are not sufficient to predict stresses, because definitions are lacking for $E_o$ and $R$ in the Menegotto-Pinto equation and for the envelope stress and strain shifts.

We use Kent's [18] definition for the strain shift, which is illustrated in Fig. 4.14. For the tensile stress envelope, the monotonic curve is shifted along the strain axis so that its origin lies at $(\varepsilon_{z_{mx}}', 0)$, where $\varepsilon_{z_{mx}}$ is the minimum value of $\varepsilon_z$. $\varepsilon_z$ has a different value in each load cycle and is the residual strain remaining after reloading to zero stress. The point $(\varepsilon_z', 0)$ lies on a branch curve which is defined by Menegotto and Pinto's equation. Therefore, to find $\varepsilon_z$ exactly we would need to solve the equation for strain at a known stress, which can only be done iteratively. However, the coefficients in the equation are not known until the envelope is defined and this cannot be done without knowing $\varepsilon_z$! To avoid a tedious calculation, an approximate value $\overline{\varepsilon}_z$ is used, where $\overline{\varepsilon}_z$ is the point where the initial asymptote $E_o$ to the branch curve intersects the strain axis.

If the strain shift is nonzero, the reloading curve will have lost its sharp yield point. The yield plateau of the envelope is then replaced by a straight line passing through the start of the strain hardening curve with a slope equal to the initial strain-hardening modulus. This is shown in Fig. 4.14. The compression strain shift is similarly defined.

$E_o$, $R$, and the envelope stress shift, $\sigma_{sft}$, remain to be defined. As a first attempt, $\sigma_{sft}$ was taken as zero, $E_o$ and $R$ were assumed constant, and their values were found by identification over a number of half cycles of load. The resulting match was poor, and it was evident that $E_o$, $R$, and $\sigma_{sft}$ would have to be made dependent on the strain in some way. The simplest way of achieving this is to keep them constant throughout
FIG. 4.14 - ENVELOPE STRAIN SHIFT
any half cycle of load and to recalculate their values at each reversal point. Such a procedure requires three functions of strain from which to evaluate $E_0$, $R$, and $\sigma_{sft}$. These can be established by taking the half cycles of load separately and identifying for each the optimum values of the three variables. These are then plotted against different aspects of strain (e.g., reversal strain, maximum plastic strain, cumulative plastic strain, etc.), the most suitable of which is then chosen as the independent variable on which each function is to depend.

To assume that the three variables $E_0$, $R$, and $\sigma_{sft}$ are independent seemed unduly optimistic, so their functional relations were selected sequentially. First a functional form was chosen for $E_0$, and $R$ and $\sigma_{sft}$ were kept constant while the parameters in the functional relationship for $E_0$ were identified from a number of half cycles of load. Next, calculating $E_0$ from the function just established, optimum values for $R$ and $\sigma_{sft}$ were once again identified for each half loop separately. These values differed from the previous ones because the calculated values of $E_0$ were not identical to the optimum ones for each half loop, but rather the best approximations which could be accommodated in simple functional form. The values of $R$ were then plotted against several independent strain variables, a functional form chosen, and the parameters in it identified using a series of half loops. The same procedure was then used for $\sigma_{sft}$.

$E_0$ was dealt with first because it was observed in practice to decrease with increasing strain, and this tendency is supported by theory. If Young's modulus, $E$, is assumed to be a constant relating true stress and strain, the measured modulus, $E_m$, at a reversal point $(\varepsilon_r, \sigma_r)$ will be
\[ E_m = \frac{E}{(1+E_r)^2} \] (4.14)
due to the differences between true and observed stress and strain.

In the experiments, the degradation in \( E_m \) was about twice this theoretical value. The difference may have been caused by a variation in strain along the gage length of the specimen and the initiation of necking.

The functions chosen to define \( E_0 \), \( r \) and \( \sigma_{sft} \) are:

\[ E_0 = 30.0 - 0.108 \epsilon_r - 1.928 (1.0 - \exp\{-0.39 \epsilon_r\}) \] (4.15)

but not less than 22.0

\[ r = 0.7439 - 0.01092 \epsilon_{\text{max}}^{p} \text{ in tension} \] (4.16)

\[ r = 0.6923 - 0.006323 \epsilon_{\text{max}}^{p} \text{ in compression} \] (4.17)

\[ \sigma_{sft} = 2.482 - 0.0406 \epsilon_{\text{sum}}^{p} \text{ in tension} \] (4.18)

\[ \sigma_{sft} = 0.4123 - 0.0364 \epsilon_{\text{sum}}^{p} \text{ in compression} \] (4.19)

but

\[ \sigma_{sft} = 0.0 \text{ if the material has not yet yielded in that direction.} \]

In the above,

\[ \epsilon_r = \text{strain at last reversal} \]

\[ \epsilon_{\text{max}}^{p}, \epsilon_{\text{max}}^{p} = \text{maximum plastic strain in a half loop in tension and compression, respectively} \]

\[ \epsilon_{\text{sum}}^{p} = \text{the sum of the absolute values of the plastic strains in all half loops to date (both directions together)} \]

Stress is measured in ksi and strain in \( 10^{-3} \) in/in, thus the material modulus is in ksi/\( 10^{-3} \) in/in or \( 10^6 \) psi.
A few points are worth noting. First, the different values of $r$ in tension and compression reflect the fact that the tension branch curves have slightly sharper knees. Also, $r$ is governed by the maximum plastic strain in the opposite direction, so that a large tensile inelastic excursion will reduce the curvature of the subsequent compression curves and vice versa.

Equation 4.15 and the points which led to its selection are plotted in Fig. 4.15. The data for $r$ and $\sigma_{sft}$ is more scattered and so their equations are simpler. The use of different data undoubtedly would have altered the coefficients in the equations, but since $r$ is approximately constant and $\sigma_{sft}$ is small, the possible variations were considered relatively unimportant.

Some typical experimental results are plotted in Fig. 4.16, with the corresponding predictions of the model. The worst error is seen to be about 3 ksi, and generally the agreement is much better. The exact shape of the analytical curve and the values of the optimum parameters are influenced by the locations of the discrete points at which the stress is calculated. However, the differences between theory and experiment are of the same order of magnitude as both the experimental error and the differences in mechanical properties between bars from the same batch of steel, so there is little to be gained by further refinement.
$E_0 = 30.0 - 1.928 (1.0 - \exp(0.394 \times \epsilon_r)) - 0.108 \epsilon_r$

**FIG. 4.15 - INITIAL TANGENT MODULUS EXPRESSION**
FIG. 4.16 - COMPARISON OF THEORETICAL AND EXPERIMENTAL RESULTS
Chapter 5

ANALYTICAL MODEL FOR CONCRETE

5.1 General

This chapter discusses the model adopted to describe the behavior of plain concrete. The model for concrete is not treated in the same way as the one for steel, the difference lying in the manner in which the parameters are estimated. Those for steel are obtained by comparing the predictions of the model to the results of axial tests on steel bars, and they are then held constant when the steel model is incorporated into the global one. This is done in order to reduce the number of parameters to be identified in the global model and is justified on the grounds that the mechanical behavior of the steel remains the same whether or not it is embedded in concrete. There is no explicit proof that this assumption is valid, but numerous investigators have used it and no evidence to the contrary has been published. The behavior of plain concrete, on the other hand, is demonstrably not the same in a reinforced beam as it is in a simple compression test on a cylinder. Special tests have been devised \([12,45]\) to simulate the conditions in a beam, but they are beset by the difficulty of measuring stress experimentally and this, above all else, has prevented the complete definition of the relationship between stress and strain in concrete. The deficiency has two direct consequences. The first is that a sophisticated analytical model is unwarranted, especially since the relative importance of the factors influencing the concrete behavior has not been properly established. This is illustrated by the experience of Agrawal et al \([27]\) who found that a crude model predicted their experimental results more closely than a sophisticated one.
It is worth noting that the concrete model has only a modest influence on the overall predicted behavior of a beam, but a large influence on that of a column, if each is subjected to a cyclic load. This is because the axial compression on a beam is generally very small, so flexural cracks form right across it and remain open for most of each load cycle. While they are open, the concrete is unstressed and the behavior of the beam depends only on the response of the steel.

Second, the optimum parameters should be identified not by using tests on plain concrete but by incorporating the concrete model into the global one and using results of tests on reinforced concrete members. This is the approach that was used, and the results are discussed in Chapter 9. But in order to do this, a form is needed for the model. Clearly, it should simulate as closely as possible our best estimate of the behavior of the concrete in the beam, but to achieve this end, we must first establish the range of shapes which the response curve can assume, and then choose as parameters quantities which will allow the model to reproduce those shapes. If the parameters can at the same time be made to represent specific physical quantities, the usefulness of the model will be increased.

5.2 Behavior of Concrete in Compression

Figs. 5.1 and 5.2 show typical stress-strain curves for concrete subjected respectively to monotonic and repeated loads. In each case, however, the exact shape of the curve will be influenced by a number of physical factors which are examined in this section for the purpose of determining their effect on the stress-strain curve.

5.2.1 Monotonic Behavior

The monotonic stress-strain curve for concrete is characterized by
FIG. 5.1 - MONOTONIC STRESS-STRAIN CURVE FOR CONCRETE

FIG. 5.2 - RESPONSE OF CONCRETE TO REPEATED LOADS
three regions. Initially, response is linear, then at 40%-60% of maximum stress, the tangent modulus starts to decrease and it continues to do so until the maximum stress is reached, after which the stress falls rapidly to zero. The physical effects which have the most important influence on this basic behavior pattern are:

(a) **Concrete Composition.** The design of the concrete mix controls the maximum stress, \( f'_c \), which can be imposed. As the strength increases, the strain \( \varepsilon_0 \) at which it is achieved decreases, and the slope of the descending part of the curve becomes steeper.

(b) **Effect of Confinement.** Concrete fails by propagation of internal microcracks [46]. Their growth can be inhibited by the application of lateral pressure to the specimen [47], which is generally provided by steel binders. However, unless the confining steel is prestressed, some transverse expansion of the concrete must take place in order to mobilize the confining pressure and, until it does, the axial strength of the concrete is not affected by the presence of the steel. At strains below \( \varepsilon_0 \) the transverse expansion is so small that it is convenient to assume that the portion of the curve before the maximum stress is independent of the binding steel, whereas the unloading portion is totally dependent on it. Experiments support such an assumption. Park and Kent [20] discuss in detail the binding effectiveness of various hoop configurations. In a beam which undergoes significant inelastic deformation, most of the concrete is strained beyond \( \varepsilon_0 \), where the stress is determined almost entirely by the confining effect of the binders. Confinement, therefore, has more influence than anything else on the concrete behavior.

(c) **Effect of Loading Rate.** Both the maximum stress and the strain at which it occurs are sensitive to loading rate. A standard rate of
approximately 2 ksi/min is used for cylinders [48] so that comparisons between tests may be meaningful. Faster loading increases the maximum stress and reduces the corresponding strain, and vice versa [49]. If the model is to be used in dynamic analysis, the effective loading rates will be higher than those in Ref. [49], but the principle remains the same.

Little quantitative information is available on very high rates of loading, largely because the dynamic properties of the testing apparatus start to contaminate the results. Information on the rate-dependency of the unloading part of the curve for bound concrete is equally sparse. It is, therefore, assumed that the concrete properties are unaffected by the rate of loading.

(d) Influence of Strain Gradient. Opinions differ over the influence of a strain gradient across the cross section. Sturman, Shah and Winter [46] found that eccentrically loaded specimens failed at a 20% higher stress and a 50% higher strain than concentrically loaded ones. On the other hand, Hognestad, Hanson, and McHenry [50] and Karsan and Jirsa [51] found no differences. Barnard [52] suggested that the changes in behavior quoted by Winter affect the rotation capacity much more than the flexural strength and so are not very important in strength analysis. In the absence of conclusive evidence, we assume that a strain gradient has no influence.

(e) Behavior of Concrete Cover. Many investigators recognize that the concrete cover behaves differently from the concrete in the core of the beam, so they use separate equations to describe its response. It is not confined by the steel binders and so it displays stress-strain characteristics different from those of the concrete core. Under sufficiently severe loading, cracks form in the horizontal planes containing the top
and bottom reinforcement and eventually the cover physically breaks away from the beam. It obviously contributes nothing to the beam's flexural strength once this has happened. Since the cover has a greater lever arm and is subjected to a greater compressive strain than any other concrete element, it is in a sense the most critical; so it is unfortunate that the conditions which govern its spalling are not yet understood. Studies [15] have indicated that high cyclic stresses in the bars, thin cover, and closely spaced bars (which form a separating layer between the cover and the concrete core) all hasten the onset of spalling, but practically every model for cyclically loaded concrete contains a different assumption for the magnitude of strain at which spalling begins. Agrawal et al [27] do not consider the problem at all (with some justification, because their test beam had no stirrups and was reinforced with only one bar). Kent and Park [20] assume that spalling occurs at a compressive strain of .004 in/in. Ma [33] assumes that the cover can carry a small load even at very large strains, and Thompson [19] performed separate analyses with four different assumptions. The general consensus is that the load-carrying ability of the cover is reduced to nothing or some small value when the strain reaches about \(2\varepsilon_0\). In this study we assume that both the cover and the core can sustain a stress of \(f'_{c}\) at infinitely large strains, as illustrated in Fig. 5.3. However, the stress in the cover drops from \(f'_{c}\) to this value at a strain \(\varepsilon_C\) which is lower than the comparable strain \(\varepsilon_a\) for the concrete core.

5.2.2 Behavior of Concrete Subjected to Repeated Loads

The stress-strain curves for concrete subjected to repeated loads all lie within an envelope for which the monotonic curve is a good approximation. Thus, all the factors which influence the shape of the monotonic
curve affect the cyclic curves as well. Inspection of the typical unloading and reloading curves shown in Fig. 5.2 reveals three main characteristics:

1. Unloading and reloading follow nonlinear paths which together form a hysteresis loop.
2. Both paths have about the same stiffness, which is a function of the strain at which the cyclic curve departs from the envelope.
3. The reloading path crosses the unloading path at some point inside the envelope.

Karsan and Jirsa [51] developed a model which predicts accurately the response of plain concrete specimens subjected to many cycles of repeated load. However, it is too complicated for our purposes, and it fails to take into account the influence of tension cracks opening and closing. Ma's work indicates that the cracks become partially filled by small particles of finely ground concrete rubble and so some load can be transferred across them before they close fully. The reloading curves for the concrete in the beam will then differ from those in Fig. 5.2 and Karsan and Jirsa's expression will no longer be applicable. The definition adopted here for unloading and reloading paths is a simple one which includes the first two characteristics but not the third. It is explained in the next section.

5.3 **Model Adopted for Concrete**

The model adopted produces behavior as shown in Figs. 5.3 and 5.4 and is defined by the following rules. The sign convention used in the rules is that compressive stress and strain are both positive.
Fig. 5.3 - Concrete model envelope definition

Fig. 5.4 - Concrete model unloading and reloading
(1) All cyclic stress-strain curves are contained within an envelope which is taken to be the monotonic curve. The concrete is assumed to have no tensile strength.

(2) The envelope is made up of three regions in each of which it is governed by a separate equation:

\[
\frac{f}{f^'} = \frac{\varepsilon}{\varepsilon_0} (2 - \frac{\varepsilon}{\varepsilon_0}) \quad 0 \leq \varepsilon \leq \varepsilon_0 \quad (5.1)
\]

\[
f = f^' + E_1 (\varepsilon - \varepsilon_0) \quad \varepsilon_0 \leq \varepsilon \leq \varepsilon_a \quad (5.2)
\]

\[
f = a f^' \quad \varepsilon_a \leq \varepsilon \quad (5.3)
\]

The four parameters, \( f^', \varepsilon_0, \varepsilon_a, \) and \( a \), are needed to define the envelope. \( E_1 \) is defined in terms of them as:

\[
E_1 = \frac{f^'}{c} \frac{a-1}{\varepsilon_a - \varepsilon_0} \quad \text{for the confined core} \quad (5.4)
\]

\[
E_1 = \frac{2f^'}{c} \frac{a-1}{\varepsilon_0} \quad \text{for the cover} \quad (5.5)
\]

(3) Unloading and reloading are governed by stiffnesses \( E_u \) and \( E_r \), and by strains \( \varepsilon_1, \varepsilon_2, \varepsilon_3, \) and \( \varepsilon_4 \). The meaning of each is illustrated in Fig. 5.4.

\( \varepsilon_1 \) and \( f_1 \) are the strain and stress at which the unloading curve departs from the envelope.

\( \varepsilon_2 \) is the strain at which the stress becomes zero.

\( \varepsilon_3 \) is the minimum (i.e., most tensile) strain reached during the unload-reload cycle.

\( \varepsilon_4 \) is the strain at which reloading starts.
(3a) Unloading from the envelope is defined by:

\[ E_u = E_0 (1 - b Z) \]  \hspace{1cm} (5.6)

where

\[ E_0 = \frac{2f'_C}{\varepsilon_0} \]  \hspace{1cm} (5.7)

\[ Z = \min (\varepsilon_1, \varepsilon_b) \]

b is a parameter which defines the rate at which the unloading stiffness decreases with increasing strain.

(3b) Unloading from a point inside the envelope takes place at a stiffness equal to the most recently calculated \( E_u \).

(3c) If unloading stops before the stress has reached zero (Fig. 5.4), then reloading follows a straight line from the reversal point to \((\varepsilon_1, f_1)\), the point of departure from the envelope.

Opening and closing of cracks both occur at zero stress. When the strain becomes less (i.e., more tensile) than \( \varepsilon_2 \), cracks open. In the absence of rubble, they would close again when the average strain returned to \( \varepsilon_2 \). If, however, rubble enters the cracks, compression will start to be transmitted at some strain \( \varepsilon_4 \) less than \( \varepsilon_2 \). So

\[ \varepsilon_4 = \varepsilon_2 - r (\varepsilon_2 - \varepsilon_3) \]  \hspace{1cm} (5.8)

and

\[ E_r = \frac{f_1}{(\varepsilon_1 - \varepsilon_4)} \]  \hspace{1cm} (5.9)

where

\[ \varepsilon_4 = \text{strain at which reloading starts} \]

\[ r = \text{the proportion of the crack filled by rubble} \]
If \((\varepsilon_2 - \varepsilon_3)\) is greater than a limiting value \(CMX\), then \((\varepsilon_2 - \varepsilon_3)\) is replaced by \(CMX\). Values of \(b\), \(\varepsilon_b\), \(r\), and \(CMX\) are needed to define unloading and reloading. The complete concrete behavior is specified by the above set of rules and the numerical values of \(f'_c\), \(\varepsilon_{co}\), \(\varepsilon_a\), \(\varepsilon_b\), \(a\), \(b\), \(r\), \(CMX\). The program was arranged in such a way that each of these constants can be either established by system identification or given a fixed value.

A few points deserve further comment. First, many equations have been proposed \([53]\) to define the first segment of the envelope. The main difference between them is the ratio between the initial tangent modulus, \(E_o\), and the secant modulus, \(f'_c/\varepsilon_o\). The ratio is a constant in almost all of the equations, although its value varies from one formulation to another. Equation (5.1) was selected because it is simple, the most commonly used, and it implies

\[
E_o = 2f'_c/\varepsilon_o,
\]

which agrees well with the results of tests on cylinders \([33]\). But for the purposes of this study, any other choice would probably have been equally suitable because the maximum deformations of the beams were large enough to strain some 85% of the concrete beyond \(\varepsilon_o\), where the equation does not apply.

Second, no attempt is made to correlate the value of \(\varepsilon_a\) (or \(E_1\)) with the properties of the binding steel. To perform such a correlation using identification, we would need to include in the error function results from many tests each with different binding steel. This was considered to be outside the scope of the work, and instead the model was set up in such a way that the slope \(E_1\) of the second segment could be varied and the
optimum value found for the experimental results in question. The initial value of $E_1$ was calculated from Kent and Park's formula [20].
Chapter 6

ANALYTICAL MODEL FOR BOND-SLIP

6.1 Introduction

This chapter concerns the bond-slip model which was incorporated into the global model for the reinforced concrete section.

A layered system with separate constitutive relationships for steel and concrete was chosen for the global model in the interests of accuracy, but at the price of considerable complexity. In order to prevent the model's becoming so cumbersome as to be unusable, efforts must be made to avoid the addition of further complications unless they are essential to the central purpose. We hoped that by selecting a sophisticated model form good results could be obtained without the refinement of an explicit allowance for bond-slip. As will be seen in Chapter 9, this was not to be the case.

The first theoretical moment-curvature relations were derived for beams R4 and T2, and they show that if perfect bond is assumed between steel and concrete, the model predicts the moments in the first positive half-cycle of loading well; but at the beginning of the ensuing half-cycle of negative moments, the theoretical values are too large and the model is too stiff. During this part of the load history, the concrete is cracked from top to bottom and is therefore in a state of zero stress, so the applied moment is carried by the steel couple alone. Since the theoretically derived moments do not agree with the experimentally observed ones, either the constitutive relation for steel or the assumed steel strains are incorrect. The latter explanation seems the more likely.

The steel strains are derived from the rotation of the yoke relative
to the face of the anchor block. This rotation contains one component which is due to the integral of the curvature along the relevant length of the beam, and another due to the end rotation of the beam caused by the bars pulling out of the anchor block. Ma allowed for this latter component either by using the measured value of fixed-end rotation (beams T2 and T3) or by estimating its value from other measurements. However, no allowance was made for the slipping of the bars in the cantilever itself, and the bond-slip relation described in Section 6.4 was introduced to overcome the deficiency.

6.2 The Nature of the Problem

There are many physical mechanisms concealed behind the generic term "bond-slip." Most of them are complicated and few are well understood. The present state of knowledge, though advancing rapidly, is too poor to include them all explicitly; but even if this were possible, the resulting equations relating bond stress to bar slip would be so complicated as to be virtually unusable. We therefore resort to a practice common in reinforced concrete engineering, namely that of observing the overall physical behavior and then using an empirical expression to describe it. In this section, in spite of this intent, we consider the physical behavior.

Bond is the name given to those shearing stresses which transfer axial load from a reinforcing bar to the concrete surrounding it. They may be true stresses uniformly distributed over the surface of the bar (for example, the chemical adherence of concrete to a smooth bar) or equivalent shear stresses, as in the case of a deformed bar whose bond...
resistance is developed almost entirely by local bearing forces between the concrete and the surface deformations (lugts) on the bar. Slip is the axial displacement of the bar relative to the surrounding concrete.

Bond stresses are important in two different situations. The first is at mid-span of a beam where the shear is small and the moment is almost constant. The tension in the steel might be expected to be constant, but it is not, because the concrete surrounding the bars also undergoes extension, and cracks as shown in Fig. 6.1a. At each crack, the whole tensile force is carried by the steel, but between cracks bond stresses transmit some of the load to the concrete, thus reducing the tension in the steel. Typical bond and steel stress distributions are shown in Figs. 6.1b and 6.1c. Bond forces are important in this context because they are transferred by the bar lugs bearing on the surrounding concrete. But these bearing forces also have a radial component which tends to split the concrete away from the bars. If the beam is loaded cyclically, the direction of the forces alternates but the radial component is always outwards, and so the concrete cover tends to spall off to the obvious detriment of the beam's performance.

Bond stresses must also be considered wherever bars are anchored by embedding them in concrete, and this is the case which concerns us here. The beam-column joints of reinforced concrete frames are examples which have received much attention, because slipping of the beam bars at the joint contributes significantly to the stiffness degradation of the frame under cyclic load. Most of the experimental work for this latter case has been done either on some form of cantilever specimen [13,54,55] or, in cases where an effort was made to isolate the bond behavior, on pull-out specimens [16,56,57]. The usefulness of the results
FIG. 6.1(a-c) - STRESS AND CRACK DISTRIBUTION IN A REINFORCED CONCRETE MEMBER

(a) FLEXURAL CRACKS

(b) BOND STRESS DISTRIBUTION

(c) STEEL STRESS DISTRIBUTION
varies because, as Hassan and Hawkins [57] point out, care must be taken to reproduce in the specimen the boundary conditions found in practice if the test results are to be meaningful. Their analytical work with that of Viwathanatepa [16] is useful in understanding the mechanisms which act in a pull-out specimen.

Consider the bond behavior of a deformed bar embedded in concrete and subjected to monotonic tension. Figs. 6.2a-d show qualitatively the distribution of bond stress along the bar as the load is increased from zero to failure. At very low loads (below about 2 ksi axial stress) the mechanism is essentially elastic, and the tensile stress in the bar decays smoothly to zero at its far end (Fig. 6.2b). Hassan and Hawkins assumed an exponential distribution

$$\sigma(x) = \sigma_0 \exp \left\{ - \frac{4x}{L} \right\} \quad (6.1)$$

Stanton [58] developed a closed-form solution under modest simplifying assumptions for a bar embedded in a cylinder of concrete

$$\sigma(x) = \frac{\sigma_0 \sinh cL (1-x/L)}{\sinh cL} \quad (6.2)$$

which implies a bond stress distribution

$$u(x) = \frac{cr}{2} \sigma(x) \tanh cL \quad (6.3)$$

where

$$c = \frac{1}{r \sqrt{E_s \ln (R/r)}}$$

and

$$G_c = \text{shear modulus of concrete}$$
(a) PULL-OUT SPECIMEN

(b) BOND STRESS AT LOW LOAD

(c) BOND STRESS AT MODERATE LOAD

(d) BOND STRESS AT HIGH LOAD

FIG. 6.2(a-d) - BOND STRESS IN A PULL-OUT SPECIMEN
\[ E_s = \text{Young's modulus of steel} \]
\[ R = \text{radius of concrete cylinder} \]
\[ r = \text{bar radius} \]
\[ L = \text{bar length} \]
\[ x = \text{distance along the bar} \]

The dimensions of Hassan and Hawkin's specimen give \( cL = 4 \) in equations (6.2) and (6.3), so the two distributions are the same at the loaded end, after which equation (6.1) decays more rapidly. However, the differences are unimportant because the elastic region contributes so little to the total bond resistance.

The principal stresses in the concrete radiate diagonally from the bar as shown in Fig. 6.3. When the tensile strength of the concrete is exceeded, cracks form and, as the load increases further, they propagate until the damage caused by them and the local concrete crushing at the bar lugs prevents the boundary layer from carrying any higher level of bond stress. The bar then starts to slip and the bond stress along the cracked length is approximately constant. The distribution of bond stress then resembles that shown in Fig. 6.2c.

As the load increases further, so does the damage to the concrete. Eventually the bar yields at its loaded end and it undergoes inelastic deformations large enough to destroy the boundary layer locally, and so the bond stresses over the yield length are reduced to zero. Indeed, this must be the case for equilibrium to be satisfied. If the bar does not possess a sharp yield point, the bond stresses are reduced to some small value instead of zero. Their approximate distribution is shown in Fig. 6.2d. This last stage of loading is frequently accompanied by
the spalling of a cone of concrete around the bar at its loaded end (see Fig. 6.4).

Propagation of the cracks is inhibited by the presence of stirrup ties in the concrete, or by generous cover (3 in.-4 in. or more) to the bar. Thin cover which is not tied spalls off at an early stage of loading and significantly reduces the pull-out strength of the bar.

Bars loaded monotonically in compression perform much better than those in tension, primarily because:

1. Some load can be taken in bearing on the end of the bar.
2. The concrete at the loaded end of the bar does not spall as it does in tension. This allows very large bond stresses to build up close to the loaded end of the bar. Popov [59] quotes an extreme case of their reaching 8000 psi.
3. The Poisson effect causes the bar to expand laterally, improving any adhesion between steel and concrete. This last is probably the least important of the three effects.

Under cyclic load the mechanism differs in one important respect. Once the response becomes nonlinear, conical cracks, similar to the pattern observed under monotonic load, open up in each direction. They cross each other, as shown in Fig. 6.5, thus breaking the boundary layer into individual particles of rubble. After several cycles of load, the rubble is so crushed and ground that it can no longer transmit any bond stress, and the bar slips through it with almost no resistance. The slip is only halted when the lugs come to bear on concrete which has not yet been ground into rubble. However, even this concrete will have undergone some damage, and so it will be destroyed by crushing and cracking more readily then if it had been in its virgin state. The bar
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FIG. 6.5 - DIAGONAL CRACKS UNDER CYCLIC LOAD
thus displays a reduced stiffness.

This physical description is a necessarily simplified view of a complicated series of events. However, it is in agreement with two of the most commonly reported facets of bond behavior, namely

1. Several cycles at high load drastically reduce the stiffness displayed in subsequent cycles at low load.

2. Repeated cycles at the same load do not significantly change the maximum slip.

The second of these assertions appears to be true only at low levels of slip. At higher levels Viwathanatepa's results [16] show that the stress amplitude falls off markedly with cycling if the specimen is loaded between constant slip limits.

For this idealized behavior, the relationship between slip and bar force at the loaded end can be divided into three separate ranges, which are shown in Fig. 6.6.

The first (A) represents free slipping of the bar through the crushed rubble. The stiffness is negligible, and the nominal resistance is provided by friction.

The second (B) shows the response when the lugs on the bar meet the unbroken concrete and subsequently crack and grind it into rubble.

The third (C) is an elastic unloading of the system.

The length of the free slip in A, the stiffness and peak resistance in B, and the unloading stiffness in C may all be expected to vary with the amount of damage that the concrete boundary layer has suffered. Typical results from Viwathanatepa's work are reproduced in Fig. 6.7, and the idealization can be seen to be in general agreement with them.
Fig. 6.6 - Idealized Bond-Slip Behavior
Fig. 6.7 - Experimental Bond-Slip Behavior
Although we have a global understanding of the bond-slip mechanism, many details still require further study. One particularly pressing need is to establish the nature and extent of the interaction between the yielding of the bar and the larger slips which accompany it. Without the benefit of further research, we will have to continue to rely on empirical relations such as the one proposed in Section 6.4. They can give us numbers for use in calculations, but they can do little for our understanding of the true behavior.

6.3 Incorporation of Bond-Slip into the Global Model

The bond-slip model is described in Section 6.4. It relates bar stress to slip, measured relative to the appropriate concrete face, which in this case is the end face of the beam in contact with the anchorage block.

Bond-slip is included in the global model by assuming that, at the level of the reinforcing bars, the displacement of the yoke relative to the anchorage block is composed of three parts, namely the extension of the steel over the 7-in. gage length, the slip of the bar in the beam, and the pull-out of the bar from the anchorage block. Ma's values for average curvature have already been purged of this last component, so average strain values calculated from them will contain only the first two components. The bond-slip relation and the constitutive law for steel are then used to find the steel strain which simultaneously satisfies equilibrium

\[ \sigma(\text{steel strain}) = \sigma(\text{bond slip}) \]

and compatibility

\[ \delta(\text{steel strain}) + \delta(\text{bond slip}) = \delta(\text{total}) \]
The problem is nonlinear and must be solved by iteration. This is unfortunate because it adds an extra level of iteration to a problem which is already complicated enough. The incorporation of the bond-slip model roughly doubles the computer time requirements.

6.4 Model Adopted to Describe Bond-Slip Behavior

The model must have a form capable of reproducing the sort of behavior illustrated in Fig. 6.8 and is to express bar stress as a function of slip. The formulation proposed here has eleven parameters, and either singly or in groups of two or three, they represent separate geometric properties of the model and are related to some physical property of the steel or concrete. The rules which define the bond-slip behavior are introduced in what follows, and the meaning of many of the parameters can be seen in Fig. 6.8. The bar stress is designated by $\sigma$ and the slip by $d$.

1. Segment A of the curve (see Figs. 6.6 and 6.7) is described by $\sigma = \sigma_F = \text{constant}$, $d < d_2$ and increasing. This is a region of "free slip" where the slip increases at a constant (small) bar stress. It represents the bar's being pulled through a distance $d_2$ of crushed rubble before the lugs come to bear on undamaged concrete.

2. If the slip exceeds $d_2$, the lugs are in contact with undamaged concrete.

The curves in Fig. 6.7 show that any increase in slip beyond this point consists approximately of an elastic and an inelastic component joined by a rounded transition. Menegotto and Pinto's equation is ideal for describing such a curve and consequently is used. It is
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(6.4) \[ \sigma^* = \frac{bd^* + \frac{(1-b)d^*}{(1+d^*R)^{1/R}}}{\sigma_0} \]

where

\[ \sigma^* = \frac{\sigma - \sigma_F}{\sigma_0}, \quad \varepsilon^* = \left( \frac{d-d_F}{\sigma_0} \right) \varepsilon_0 \]

\[ \sigma_0 = \frac{(\sigma_\infty - \sigma_F + E_\infty \cdot d_2)}{(1 - b)} \]

\[ b = E_\infty / E_0 \quad \text{and} \quad R = r \sigma_0 \]

The geometric interpretation of each variable is illustrated in Fig. 6.8. The subscript F stands for friction, because the resisting force in that segment of the curve has the appearance of friction. Note that we use Menegotto and Pinto's original formulation, with a straight line final asymptote, rather than the modified version used for the steel model which permitted arbitrary definition of the asymptote.

3. Unloading is defined by

\[ (\sigma - \sigma_r) = E_u (d - d_r), \quad \sigma \geq -\sigma_F \]

where \(d_r\) and \(\sigma_r\) are the slip and stress at the reversal point.

4. The values of \(E_0, E_\infty, E_u, d_2, \sigma_\infty, \sigma_F\), and \(r\) are needed to define the behavior.

The experimental results (Fig. 6.7) indicate that \(E_0, E_\infty, d_2\), and \(\sigma_\infty\) should vary with cycling, and so they are made functions of the damage to the concrete boundary layer. In the interests of simplicity, \(E_u\) and \(r\) are kept constant. The damage is measured independently in compression and tension and is equal to the cumulative sum of the inelastic parts of
all the Menegotto-Pinto curves in the appropriate direction. It is re-evaluated at each reversal point and then held constant throughout the ensuing half cycle of load. $E_0, E_\infty, d_2$, and $\sigma_\infty$ are calculated as functions of DAM, the damage, each time its value is updated, using the functional relationships given in Table 6.1. The relationships contain eight coefficients $x_2, x_3, x_5-x_8, x_{10}, x_{11}$, which, with $\sigma_F$, $E_u$, and $r$ (renamed $x_1, x_4$, and $x_9$) make up the eleven parameters of the system whose values are to be found by identification.

This particular definition of damage is selected because it is in some sense a measure of the physical crushing of the concrete boundary layer. The functional relationships in Table 6.1 were chosen purely for their ability to match typical experimental results, without recourse to physical reasoning.

6.5 Appraisal of the Bond-Slip Model

We felt that the bond-slip model needed careful, separate review before it is incorporated into the global model. The form of the model and the values of its parameters are studied independently, although in both cases the appraisal is based on a comparison of the model's predictions with the results of appropriate experiments.

The objective of the first study is to find out if the model can reproduce experimental bond-slip curves with reasonable accuracy. The results from Viwathanatepals tests on a #6 bar were used and are shown in Fig. 6.7. System Identification requires data in numerical form so the curve must be digitized by reading the coordinates of a number of points along its length. Since the values of the parameters $E_u(x_4)$ and $PF(x_1)$ can be read directly from the graph, and do not need to be
PF = x(1)

d_2 = x(6) * DAM

E_0 = x(10) * \exp\{-DAM* x(11)\}

E_\infty = x(5) * \exp\{-DAM* x(7)\}

E_u = x(4)

P_\infty = x(2) * \exp\{-DAM* x(8)\} \quad \text{tension}

P_\infty = x(3) * \exp\{-DAM* x(8)\} \quad \text{compression}

r = x(9)

**TABLE 6.1**

DEPENDENCE OF BOND-SLIP PARAMETERS ON DAMAGE
established by identification, all of the points were located on the parts of the curve described by the Menegotto-Pinto equation. This choice permits identification of all of the unknown parameters with the minimum amount of data. Such efficient use of data is important because the whole curve consists of many load cycles, all of which must be included if the parameters governing the decay in strength and stiffness are to be found.

The best values of the coefficients $x_1 - x_{11}$ were obtained by identification and are given in Table 6.2. The experimental and best theoretical curves are plotted together in Fig. 6.9, which shows that the model is well able to match the general trend of decay in bond resistance. However, the detailed shape of each individual half loop is not matched perfectly, particularly in the first few cycles of the test. Despite such discrepancy, the response of the model appears good enough to provide hope for a significant improvement in the performance of the global model. The values of the coefficients given in Table 6.2 will be used as initial estimates for the parameters in the bond-slip model when it is incorporated into the global model.

In the second study the relative sensitivity of the error function to changes in each parameter $x_1 - x_{11}$ is determined. The motivation for this is to cut down the number of parameters to be established by identification in the global model. The values of the parameters may be expected to vary from one reinforcing bar size to another; and since the reinforced concrete beams contained up to three different bar sizes, thirty-three more parameters would be added to the eight already existing in the global model. The identification program is so arranged that each parameter can either be left free to be adjusted by the minimization
### Table 6.2

VALUES OF $x_1 - x_{11}$ OBTAINED BY IDENTIFICATION FROM VIWATHANATEPA'S TEST

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
<th>$x_5$</th>
<th>$x_6$</th>
<th>$x_7$</th>
<th>$x_8$</th>
<th>$x_9$</th>
<th>$x_{10}$</th>
<th>$x_{11}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.0</td>
<td>46.92</td>
<td>43.62</td>
<td>39.3</td>
<td>3.84</td>
<td>0.267</td>
<td>0.140</td>
<td>0.037</td>
<td>0.05</td>
<td>39.0</td>
<td>0.136</td>
</tr>
</tbody>
</table>
FIG. 6.9 - COMPARISON BETWEEN THEORETICAL AND EXPERIMENTAL BOND-SLIP CURVES
algorithm or it can be assigned a fixed value, so the existence of a large number of parameters does not in itself pose insuperable problems. However, it is still preferable to cut out as many of them as possible before attempting identification with the global model.

The parameters were varied separately and the error function was re-evaluated each time. In every case the error function changed sufficiently that none of the parameters could be cut out without detracting from the model's ability to reproduce the experimental results. On the one hand, this is encouraging because it indicates that the model is well formulated and that each parameter plays a useful role, but it is at the same time discouraging because such a large number of parameters are added to the global model. The error function proved most sensitive to $x_6$, which defines $d_2$, and to $x_2$ and $x_8$, which define $P_\infty$. So the test at least established which parameters should be varied first in any attempt to fit the model to experimental results.
7.1 General

The global model is designed to calculate the resisting moment of a reinforced concrete cross section which is subjected to a specified curvature and a specified axial load where one exists. The moment depends on the stress distribution across the cross section, which in turn depends on the strain distribution. For simplicity, this is assumed to be linear. Consequently the strain field can be completely defined by two variables, namely, its slope (which is the beam curvature, and is known) and either \( d_{NA} \), the position of the neutral axis, or \( \varepsilon_g \), the strain at the centroid of the section, neither of which is known. Recall that we are dealing with average strains (see Section 3.1) which spread out the discontinuous effects of the cracks in the concrete, so any assumption for strain distribution more complicated than linear is probably not justified.

The neutral axis position is found by satisfying axial force equilibrium. This is done most simply by treating the strain distribution as a function of \( \varepsilon_g \) rather than \( d_{NA} \), because for small curvatures \( d_{NA} \) can vary over a very large range of values while the axial force changes only a little, and for zero curvature \( d_{NA} \) is indeterminate. This is not so for \( \varepsilon_g \). Knowing the beam curvature and estimating \( \varepsilon_g \), we can calculate the strains in each material layer and hence obtain the corresponding stresses. These are summed over the cross section to give a predicted axial force, which is then compared to the applied axial load. If the two are sufficiently close, the process stops; otherwise a new estimate of \( \varepsilon_g \) is made and the cycle of calculation is repeated.
If we define a function

\[ F(\varepsilon_g) = P_{\text{calc}} - P_{\text{app}} \]  

(7.1)

where

\[ \varepsilon_g \]  
is the strain at the centroid

\[ P_{\text{calc}} \]  
is the calculated axial load

\[ P_{\text{app}} \]  
is the applied axial load

the problem reduces to one of finding the zero of a function of one variable. The function \( F(\varepsilon_g) \) is nonlinear and so Equation (7.1) must be solved numerically and to some specified tolerance.

7.2 Method of Solution

A zero of a function is generally found in two stages. First, two points \( \varepsilon_1 \) and \( \varepsilon_2 \) must be found for which

\[ F(\varepsilon_1) \cdot F(\varepsilon_2) < 0 \]  

(7.2)

and then some form of interpolation is used to locate the \( \varepsilon_3 \), which gives

\[ |F(\varepsilon_3)| < \text{TOL} \]  

(7.3)

The first stage depends on the particular function, and any available insight into its behavior should be used to obtain suitable \( \varepsilon_1 \) and \( \varepsilon_2 \). The method used here is discussed in Section 7.2.2. The interpolation is discussed first in Section 7.2.1.

7.2.1 Interpolation

For the set of all real continuous functions, bisection is the optimum interpolation method because it is the fastest one which always works.
Unfortunately, the price of this security is that the method is slow.
In general, \( \log_2 \left( \frac{b-a}{\delta} \right) \) iterations are needed to locate \( \varepsilon \) within a tolerance \( \delta \) on an interval \([a,b]\). If \( \delta \) is \( 10^{-6} \) and the interval is \([0,1]\), then 20 iterations are needed. Satisfaction of a tolerance on \( F \) rather than \( \varepsilon \) obviously depends on the local slope of the \( F-\varepsilon \) curve. Faster methods exist, but they all risk breaking down on poorly behaved functions. Brent [60] and Dekker [61] propose algorithms which combine a faster method (e.g. linear interpolation) with bisection in such a way as to reap the benefits of both. At best, they are much faster than bisection, and at worst, only a little slower.

The method used here is similar to theirs in its approach and combines parabolic interpolation with bisection in the following way. Suppose that we have three points, \( \varepsilon_1 < \varepsilon_2 < \varepsilon_3 \) such that either \( f(\varepsilon_1) \cdot f(\varepsilon_2) < 0 \) or \( f(\varepsilon_2) \cdot f(\varepsilon_3) < 0 \). Interpolation is then used to find a fourth point \( \varepsilon_4 \) which we hope will be better than any of \( \varepsilon_1, \varepsilon_2, \) and \( \varepsilon_3 \). The worst point of the four is then rejected, the other three renumbered, and the process repeated until the required tolerance is satisfied. Interpolation is parabolic unless one of the end points \( (\varepsilon_1 \text{ or } \varepsilon_3) \) has been retained without change for the two consecutive steps, in which case bisection is used. In order to guarantee that \( \varepsilon_4 \) lies within \([\varepsilon_1, \varepsilon_3]\), the parabola must express stress as a function of strain and not the other way around. Also parabolic interpolation requires three starting points rather than the two implied by Equation (7.2), but if two are available which satisfy the equation, any point between them will suffice as a third. This combination of parabolic interpolation with bisection is referred to hereafter as "hybrid interpolation."
7.2.2 **Method of Establishing First Points**

The approach used is a modification of the one proposed by Ma [33]. The first change is to use $\varepsilon_g$ and not $d_{NA}$ as the independent variable, for reasons described in Section 7.1. Centroidal strains $\varepsilon_1$ and $\varepsilon_2$ are then chosen in such a way that the strains in the top and bottom steel respectively are the same as they were at the last curvature point (see Fig. 7.1). Then Equation (7.2) will be satisfied, point $\varepsilon_3$ found by bisection, and hybrid interpolation used thereafter.

While this method always provides an $\varepsilon_1$ and $\varepsilon_2$ to satisfy Equation (7.2), it suffers from the disadvantage that $\varepsilon_1$ and $\varepsilon_2$ form a very wide bracket to the solution. Experiment shows that a refinement of this basic method generally gives a better set of initial points $\varepsilon_1', \varepsilon_2'$, and $\varepsilon_3'$. If $\varepsilon_0$ is the converged value from the last curvature point, and $\varepsilon_1$ and $\varepsilon_2$ are defined as before, $\varepsilon_1'$ and $\varepsilon_2'$ are the refined estimates of $\varepsilon_1$ and $\varepsilon_2$ where

$$\varepsilon_1' = b\varepsilon_0 + (1-b)\varepsilon_1$$

$$\varepsilon_2' = b\varepsilon_0 + (1-b)\varepsilon_2$$

(7.4)  

(7.5)

$b$ is a coefficient selected by the user such that $0 < b < 1$. (7.6)

Strain distributions for $b = 0.5$ are shown in Fig. 7.2.

If $F(\varepsilon_1) \cdot F(\varepsilon_2) < 0$, $\varepsilon_3$ is found by bisection. Otherwise, $\varepsilon_3$ is set equal to $\varepsilon_1$ or $\varepsilon_2$, whichever is appropriate. This ensures that $\varepsilon_1'$, $\varepsilon_2'$, and $\varepsilon_3'$ bracket the required solution. Hybrid interpolation is used thereafter. If $b$ is 0.0, the refinement reduces to the basic method. And, if it is 1.0, $\varepsilon_1'$ and $\varepsilon_2'$ are the same and there is no way of telling whether $\varepsilon_3'$ should be equal to $\varepsilon_1$ or $\varepsilon_2$. Thus the inequality (7.6) must be strictly
adhered to. A number of trials with different values of $b$ were conducted, and 0.5 was selected as giving the best results. The advantage of the refinement is that it provides a bracket to the solution which is one-half or three-quarters as wide as that given by the basic method while using the same number (three) of function evaluations.

7.3 Problems

The shape of the $F-\varepsilon$ curve was unexpected, and it appears to control the minimum number of material layers that can be used. It is also such that hybrid interpolation, rather than pure linear or parabolic interpolation, is a necessity for fast convergence. Typical shapes for the curve, with different numbers of concrete layers, are shown in Fig. 7.2. It can be seen that the effect of using layers (or elements) of finite thickness is to superimpose ripples on the smooth curve which would be the result of using an infinite number of layers. The ripples become larger as the number of elements decreases. Furthermore, the zero of the rippled function occurs at a different $\varepsilon$ value to that of the smooth one. Consequently, a false position is predicted for $\varepsilon_g$ and the bending moment is inaccurate. If the elements are too large, the function may even possess multiple roots, and the hybrid interpolation will converge to any one of them depending on the initial three points. This is clearly undesirable, and the condition that the function has a single root provides a criterion for a minimum number of layers. Trial and error shows that at least 20 are needed in the present analysis. A more restrictive criterion is that the error in the bending moment calculation should be less than some preset amount. (The error here refers to the difference between calculated moment values using a finite and an infinite number of elements. It was
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estimated by performing the calculations a number of times, each with a
different number of elements.) It appears to depend on both the proper-
ties of the cross section and the sequence of applied curvatures but, in
general, the 20 elements needed for a unique solution for $E_g$ also provided
errors in the moment of less than 2%. We hoped that the number of
elements might be reduced by bunching them at the point where the neutral
axis is expected to occur, but this proved impossible because the neutral
axis position varied over such a wide range.

The ripples are caused by the discontinuity in the slope of the
stress field, which is a direct consequence of assuming that the concrete
can carry no tension. In theory, the problem can be overcome quite
simply by using a higher order integration method (e.g. trapezoidal),
rather than the rectangle rule, to integrate the stresses and calculate
the axial force. Fig. 7.3 illustrates the use of each. However, the
implementation of the trapezoidal rule is tedious because special condi-
tions need to be introduced in four locations. These are the cover
elements, the first elements inside the cover, the element in which the
stress falls to zero, and, if the beam is a tee, the elements adjacent to
the joint between the web and the flange. It seems easier to use more
elements and the rectangle rule.

For most of the runs, the section is divided into 29 layers. The
outside pair represent the concrete cover and the remaining 27 are dis-
tributed fairly uniformly throughout the core. With this configuration,
the neutral axis is located so that the error in the axial force is less
than 0.1 kips. (This is approximately 0.01% of the beams axial strength.)
The average cost is five and one quarter function evaluations.
SECTION ASSUMED CONTINUOUS STRESS DISTRIBUTION
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Chapter 8
MINIMIZATION ALGORITHMS

8.1 General

This chapter is concerned with the minimization of the error function, which is the objective measure of how well the model fits the experimental data.

We seek the minimum of a function of N variables. If the function can be defined by a simple, explicit, analytical expression, the task is relatively easy. However, to locate the minimum of a function which is defined numerically (such as the error function in this study) is more difficult and requires the use of nonlinear programming techniques. The last fifteen years have seen rapid advances in the nonlinear programming field, but most of them have been made in disciplines such as Operations Research and Electrical Engineering and are not well known to civil engineers. This chapter attempts to review some of the objectives of the minimization process and to investigate briefly the characteristics of some of the better algorithms in order to select one which is suited to our purposes.

8.2 Properties Desirable in a Good Algorithm

Virtually all minimization methods fall into one of two broad categories, random search or iterative search. The first is largely self-explanatory. The second possesses a more thoroughly developed background and is the one considered here. We specialize the discussion further by considering only unconstrained problems, because physical reasoning suggests that the minimizing vector lies in the interior of the feasible region of the parameter space rather than on its boundary.
If $f$ is a function of the $N$ variables $x$, and $x^i$ is the vector which contains the values of $x$ at iteration $i$, then an ideal iterative minimization algorithm would perform in the following way. It would start at some arbitrary point $x^0$ in the parameter space and would then choose a sequence of steps leading rapidly to the exact global minimum of the function. In practice, such performance can only be obtained with relatively simple functions which satisfy very restrictive conditions; and for more general functions, we have to be satisfied with considerably less. It is thus worth considering what characteristics an algorithm needs to possess in order to be effective.

The first is that it must converge globally, by which we mean that it must be capable of converging to a stationary point. This is illustrated by a counter example. A high order method may be considered desirable on account of its good convergence properties in the neighborhood of a stationary point, but away from that neighborhood, the steps which it chooses may actually increase the function value. If this happens to the step starting at $x^i$, point $x^{i+1}$ is rejected and the search remains forever at $x^i$. To be globally convergent, the method would need to take occasional steps which are guaranteed to reduce the function value, even though they are less efficient near the stationary point than those calculated using the higher order method.

The second desirable property is that the stationary point should be at least a local minimum. A rigorous assurance of this requires information about second derivatives of the function which is probably not available, but in practice, a one-dimensional minimization in a random direction almost invariably reveals the true character of the stationary point. If it is a minimum, it is accepted. If it is not, then
the search is restarted from a new arbitrary point.

The last property we seek is good local convergence, which means that the algorithm must converge rapidly when it is in the neighborhood of a minimum. It is cold comfort to know that an algorithm is guaranteed to reach a minimum if it is going to take $10^8$ steps to get there!

A very large number of individual algorithms exist, as can be seen from the extensive literature on the subject [60,62]. However, almost all of them are variations on a few basic themes. These we present to give an idea of the characteristics which the different methods display.

8.3 Basic Methods for Determining the Search Direction

Any step is completely defined by its direction and its length. It can be expressed as

$$\mathbf{x}^{i+1} - \mathbf{x}^i = \mu \hat{d}$$

where $\hat{d}$ is the direction vector and the scalar $\mu$ is the step length.

Individual methods vary in their choice of $\mu$ and $\hat{d}$.

There are four fundamental methods for determining a search direction on which almost all others are based.

The first is usually called coordinate descent. The function is minimized along each coordinate direction in turn, so the directions, $\hat{d}$, are the coordinate axes themselves. The method is globally convergent, but its local convergence properties are poor.

The classical method of steepest descent uses

$$\hat{d} = -\mathbf{g}$$

where $\mathbf{g}$ is the gradient of the function, so $\hat{d}$ is the direction in which the downhill slope is the steepest. This choice ensures that each step
will reduce the function value, provided that the derivatives are continuous and that the gradient is not zero (in which case a stationary point has been located). Thus it is globally convergent and is useful as a spacer step to ensure global convergence in more sophisticated methods.

Newton's method uses

$$d = -H^{-1}g$$

(8.3)

where $H$ is the Hessian matrix of second partial derivatives. Eq. (8.3) is obtained from a truncated Taylor series expansion for the gradient.

$$g(x + \Delta x) = g(x) + (\Delta x)^T H(x) + O(\Delta x^2)$$

(8.4)

If $x + \Delta x$ is to be a stationary point, then $g(x + \Delta x)$ must be zero, and Eq. 8.3 follows directly.

If the second derivatives of the function are continuous, the truncated series may be expected to be a reasonably accurate representation near the minimum, so the method should give good local convergence.

Global convergence, however, is not guaranteed. The method can also be viewed as an approximation of the function locally by a quadratic. In predicting the new point $x_{i+1}$ we are assuming that the Hessian remains constant for the duration of the step. Far from a stationary point, the steps are relatively large and the value of the true Hessian may change appreciably between $x_i$ and $x_{i+1}$. However, as we approach a stationary point, the steps shorten, the Hessian changes less in each, and so the iterations become increasingly accurate.

The fourth fundamental idea is a little more subtle and forms the basis of all the conjugate direction methods. The theory is developed for a quadratic function and is then extended to general functions.
A quadratic function has a Hessian matrix \( H \) which is constant. If we have \( N \) direction vectors \( u^i (i = 1, \ldots, N) \) which are \( H \)-orthogonal, that is, which satisfy
\[
(u^i)^T H u^j = 0 \quad i \neq j \tag{8.5}
\]
then we can find the minimum of the quadratic function by a single one-dimensional minimization (or line search) in each direction. The difficulty obviously lies in finding the directions \( u^i \), when \( H \) is not available. Fletcher and Reeves' conjugate gradient method [63] is one of the most efficient of these techniques.

These four fundamental ideas for establishing search directions form the basis of almost all of the algorithms commonly used today.

8.4 Practical Methods for Finding Good Search Directions

Newton's method has particularly good local convergence properties but suffers from two drawbacks. First, the Hessian matrix may be tiresome and even impossible to compute; and second, the method is not globally convergent. Both difficulties can be overcome without ruining the local convergence properties if we substitute for \( H \) a positive definite matrix \( A \) which converges to \( H \) as \( x \) approaches its minimizing value of \( x^* \). Such methods are called Quasi-Newton.

The modified Gauss-Newton method is an example. It works only for sums of squares functions, namely those which can be expressed in the form
\[
F(x) = \sum_{k=1}^{m} f_k^2(x) \tag{8.6}
\]
but these are so common that the method enjoys widespread use. The true
Hessian matrix is given by

$$H_{ij} = 2 \sum_{k=1}^{m} \left[ \left( \frac{\partial f_k}{\partial x_i} \right) \left( \frac{\partial f_k}{\partial x_j} \right) + f_k \left( \frac{\partial^2 f_k}{\partial x_i \partial x_j} \right) \right]$$

(8.7)

If the second term is dropped, and $A$ is set equal to the first term, it is positive definite, thus ensuring global convergence, and can be calculated using only first derivatives. Furthermore $A$ converges to $H$ if $f_k \to 0$, so $A$ is the desired approximation. Note that the direction

$$d = -A^{-1}g$$

(8.8)

is calculated from information at point $x^i$ only.

Variable metric methods (rank one correction [64], Davidon-Fletcher-Powell [65], Davidon [66]) are Quasi-Newton methods but are also closely allied to the conjugate direction method. They are applicable to any type of function and avoid the matrix inversion inherent in the Modified Gauss-Newton method, but they take $N$ steps rather than one to generate an approximation $A$ to $H^{-1}$. Also, they do not depend for their success on the function values becoming very small at the minimum.

The methods outlined above represent some of the most widely used. Many variations of each exist, both for specialized and general applications, and these should be considered when choosing a method. However, the majority of useful algorithms are based on the ideas presented in this section.

8.5 Step Length

The previous section shows how some of the different methods choose their search directions, but to define a step completely, we also need to know its length. Some methods, such as Modified Gauss-Newton and
Davidon's second method, use a fixed step length, whose value is generally 1.0. The majority, however, use a line search (or one-dimensional minimization) in the chosen direction. We need to consider how it should be carried out, and to what accuracy, if the overall search procedure is to be as efficient as possible. Three factors influence the decision:

(i) Are the calculations of subsequent search directions affected by the outcome of this line search?
(ii) How large is N?
(iii) How easy are the derivatives to compute compared to the function value itself?

In methods such as the Modified Gauss-Newton in which each search direction is calculated using only information at the point $x_i$, the accuracy of the line search does not affect the computation of future search directions. In this case, the optimum accuracy is decided solely on grounds of efficiency. Let us assume that a line search requires between two and ten function evaluations, depending on the desired accuracy. If $N$ is, say, 50, and the derivatives are each as hard to compute as the function value itself, then the cost of finding a new search direction is 51 equivalent function evaluations. It is thus worth expending a relatively large amount of effort (e.g., ten function evaluations rather than two) on the line search. For small $N$, or derivatives that are relatively easy to compute, the reverse is true, and the line search should be terminated after only a few function evaluations.

For methods which accumulate information on the approximate Hessian over a number of steps (such as the Davidon-Fletcher-Powell method),
there are conflicting opinions about the optimum accuracy. Luenberger [62] reports that the method is very sensitive to the accuracy of the line search and recommends using a relatively fine tolerance. Bard [64] finds that a "moderate" amount of effort should be expended in the line search. Perhaps the optimum results would be achieved with a variable tolerance, which is initially coarse but is refined as the search progresses and the function becomes more nearly quadratic.

8.6 Methods Which Do Not Require Analytical Expression For The Derivatives

All but one of the methods so far discussed require the use of the gradient vector, for which we have implicitly assumed that analytical expressions exist. However, calculation of the gradient numerically rather than analytically may be desirable or even necessary. If, for example, the expressions for each element of the gradient vector are significantly more involved than the one for the function evaluation, then the use of finite differences would save computer time. More important, however, is the gain in flexibility of use, particularly for large numbers of variables, because the function can be modified without having to rewrite all of the expressions for the derivatives. This advantage is bought at the price of limited accuracy, caused by the twin constraints of truncation and round-off.

The problem of accuracy is most clearly illustrated in one dimension. If we use the forward difference approximation

\[ f'(x) = \frac{f(x+h) - f(x)}{h} \]

and \( \varepsilon \) is the relative machine precision and \( h \) is the finite difference step length, then the total error, composed of truncation and round-off,
is bounded by

\[ |\text{error}| \leq \frac{h}{2} |f''| + \frac{2\varepsilon}{h} \]  

(8.10)

This bound is minimized by choosing

\[ h = h^* = \left( \frac{2 f}{f''} \right)^{1/2} \]  

(8.11)

Even if we choose this optimal step length, we still risk an error in the approximation of the derivative of up to \(2(\text{eff}^n)^{1/2}\). For any other step length, say \(\alpha h^*\), the error is bounded by

\[ |\text{error}| \leq \left( \alpha + \frac{1}{\alpha} \right)(\text{eff}^n)^{1/2} \]  

(8.12)

which is larger than the error bound for \(h^*\). The essential point is that the use of finite differences involves an error which cannot be reduced below a certain value by choice of step length alone. It can be reduced by using double precision arithmetic (which has the effect of replacing \(\varepsilon\) by \(\varepsilon^2\) in Eqs. (8.10)-(8.12)) or by using a higher order approximation such as the central difference method

\[ f'(x) = \frac{f(x+h) - f(x-h)}{2h} \]  

(8.13)

in which case the minimum error bound is \((1.125 \varepsilon^2 f^2 f''')^{1/3}\) at an optimal step length of \(\left( \frac{3\varepsilon f}{f''} \right)^{1/3}\). The central difference method uses twice as many function evaluations as the forward difference, and double precision costs about twice as much as single precision, both in computer storage and execution costs. These improvements reduce the error bound by factors of \(\varepsilon^{1/2}\) and \(0.52 \left( \frac{\varepsilon f}{f''} \right)^{1/6} \left( \frac{f'''}{f''} \right)^{1/2}\), respectively, so the choice of method depends on the function and the computer. However, in both cases, the increased accuracy is hard-won. For example, using double
precision, the error bound improves only with the square root of the increased effort. These error bounds are applicable only if the optimal step length \( h^* \) is used, and any other step length will lead to a larger bound. However, most methods permit approximate information about the higher derivatives to be accumulated which can be used to optimize the step length.

The bounds on the relative error are 
\[
\left( \frac{4e_{eff}'}{(f')}^2 \right)^{1/2} \text{ and } \left( \frac{9e_{eff}^2 f''}{8(f')^3} \right)^{1/3},
\]
both of which are singular at the minimum. The consequence is that the search method will have the same convergence properties as the analogous version which calculates the gradient analytically until that neighborhood of the minimum is reached in which the errors dominate the gradient calculation. From this point on, the convergence deteriorates because the calculated search directions are so inaccurate. Thus, under optimal conditions, the adverse effects of using finite differences can be restricted to a neighborhood around the minimum. In practice, the penalty may be negligible if the minimum does not need to be located very accurately.

These arguments apply to methods which use finite difference approximations explicitly. Powell's method [67] without derivatives does not, and so is subject to different restrictions. It is explained in detail in Sec. 8.8.

8.7 Relative Merits

For sums of squares functions the Gauss-Newton methods should work best, provided that the minimum function value is small and the gradient can be calculated analytically. Assuming that operations other than function evaluations consume negligible computer time and that calculation
of the gradient is as expensive as \( N \) equivalent function evaluations, then the Gauss-Newton methods require \( N \) equivalent function evaluations to generate a search direction close to \( H^{-1}g \), compared to \( N^2 \) for the variable metric and conjugate gradient methods. But if \( f_{\text{min}} \) is sufficiently large, then the Gauss-Newton methods may actually perform worse than the other two.

For more general functions, the Davidon-Fletcher-Powell method is considered by many authors to be the best. However, it requires storage of the approximate Hessian, and if this is a problem, the Fletcher-Reeves conjugate gradient method may be preferable.

The relative economy of the methods remains the same if the derivatives are calculated numerically. Powell's method needs some \( 2.5(N^2 + N) \) equivalent function evaluations per cycle compared to Gauss-Newton with finite differences which needs \( N \) or \( 2N \) (forward or central difference).

In the present case we expected to modify the model form as the study progressed, which would be facilitated by using a method which does not require analytical expressions for the derivatives. Furthermore, to suppose that the model would fit the data perfectly (giving \( f_{\text{min}} = 0 \)) seemed unduly optimistic. Thus, after some early experiments with finite difference versions of the Gauss-Newton and Davidon-Fletcher-Powell methods, which were beset by the problems of accuracy near the minimum described above, they were discarded in favor of the computer program POWBRE, which is an improved version of Powell's method and is described in detail in the next section.
8.8 Algorithm Used

8.8.1 General

This section describes program POWBRE, the algorithm used in this study. It is a modification of Powell's method of minimizing a function without the use of analytical expressions for the derivatives.

Powell's basic procedure is described first. Then its drawbacks and Brent's modifications for overcoming them are presented.

8.8.2 Powell's Basic Algorithm

We examine first the application of the algorithm to quadratic functions. Consider a quadratic function of N variables

\[
f(x) = x^T A x - 2b^T x + c
\]

(8.14)

where \( A \), \( b \), and \( c \) are constant, and \( A \) is positive definite.

The problem is to find the vector \( x \) which minimizes \( f \) if \( A \), \( b \), and \( c \) are unknown, and \( f \) can only be evaluated numerically. The basis of Powell's solution is as follows.

Suppose we have \( N \) nonzero vectors \( u_i \) \( (i=1, \ldots, N) \) which are mutually \( A \)-orthogonal. Then, by definition of orthogonality,

\[
u_i^T A u_j = 0 \quad i \neq j
\]

(8.15)

The \( u_i \) span the \( N \)-dimensional space and so any vector \( x \) can be expanded in terms of them

\[
x = \sum_{i=1}^{N} \alpha_i u_i
\]

(8.16)

\( \dagger \)In this section, subscripts refer to the number of the vector in the set, and superscripts refer to the cycle number.
Substituting Eqs. (8.15) and (8.16) into Eq. (8.14),

\[
f(x) = \sum_{i=1}^{N} \left[ (\alpha_i^2 u_i^T A u_i) - 2\beta_i u_i \right] + c \quad (8.17)
\]

Since Eq. (8.17) contains no cross products of the form \( \alpha_i \alpha_j \), \( f(x) \) can be minimized by searching once along each \( u_i \) for the local minimum in that direction. If each line search starts from the minimum of the previous one, the finishing point is the global minimum of \( f \). (Recall that \( f \) is quadratic and \( A \) is positive definite, so \( f \) has a global minimum.)

The difficulty lies in finding the \( A \)-orthogonal vectors \( u_i \) when we do not know \( A \). Powell's method uses an iterative process which starts with any set of linearly independent vectors (the columns of the identity matrix are a convenient choice) and in each subcycle orthogonalizes one more of them. \( N \) such subcycles, forming one cycle, are needed to generate the complete orthogonal set.

If we define

\[
u_i^k = \text{direction } u_i \text{ during subcycle } k
\]

\[
x_i^k = \text{the vector which minimizes } f \text{ along a line in direction } u_i^k \text{ starting from } x_i^{k-1}
\]

\[
w_i^k = x_i^k - x_i^{k-1}
\]

which are shown schematically in Fig. (8.1), the following calculations constitute the \( k \)th subcycle:

1. Compute the \( \beta_i \) to minimize \( \phi(\beta_i) = f(x_i^{k-1} + \beta_i u_i^k) \) and define \( x_i^k = x_i^{k-1} + \beta_i u_i^k \), for \( i=1, \ldots, N \)

2. Define a new direction \( w_i^k = x_i^k - x_i^{k-1} \)
FIG. 8.1 - MINIMIZATION BY POWELL'S METHOD
(3) Compute $\beta$ to minimize $f(x_k^0 + \beta w_k^k)$

(4) Set $x_{n+1}^k = x_k^0 + \beta w_k^k$

$$u_{i+1}^{k+1} = u_i^k \quad i = 1, \ldots, N-1$$

$$u_n^{k+1} = w_k$$

and return to Step 1 for subcycle $k+1$

The important point is that the new direction $w_k^k$ is orthogonal to the last $k-1$ vectors of the set $u_i^k \quad i = 1, \ldots, N$, and at the end of the $k$th cycle it replaces one of the $N-k+1$ nonorthogonal directions. The proof of its orthogonality is given in Appendix A.

For a quadratic function, a single cycle of this process generates a full set of orthogonal directions and, since the last subcycle includes a minimization along each of them, the cycle ends at the exact minimum of $f$.

If $f$ is not quadratic, the matrix $A$ is a variable function of $x$ and so the computed directions cannot be mutually orthogonal with respect to it. The minimum will not be found exactly in one cycle, but rather it is approached iteratively in a number of cycles. At the end of each one, the change in $x$ (equal to $x_n^k - x_n^{k-1}$) is compared to the stopping tolerance.

The method is attractive because it is globally convergent and it also has good local convergence properties. As the search approaches a stationary point, $A$ changes less, the orthogonality condition is more nearly fulfilled, and the local convergence becomes asymptotically quadratic.
8.8.3 Line Search Strategy

Powell's method uses \( N(N+1) \) line searches to generate an orthogonal set of vectors, so a good strategy for these one-dimensional searches is important. The choice is influenced by the fact that we are approximating \( f \) locally by a quadratic function. In each line search we seek \( \mu^* \), which is the value of \( \mu \) that approximately minimizes \( \phi(\mu) = f(x_0 + \mu y) \), given \( x_0 \) the starting point and \( y \), the search direction.

The simplest way is to use parabolic interpolation, which requires three pieces of information. We already know the function value \( \phi(0) \), so either two more function values, or one function value and an estimate of \( \phi'' \), are needed. If \( \mu_1 \) is the minimum of the interpolating parabola, \( \phi(\mu_1) \) is computed and if it is less than \( \phi(0) \), \( \mu^* \) is taken equal to \( \mu_1 \) and the line search ends. If it is not, \( \mu_1 \) is replaced by \( \frac{\mu_1}{2} \) and the function is re-evaluated. This process is repeated until a \( \mu_1 \) is found that gives \( \phi(\mu_1) < \phi(0) \) or until a limiting number of attempts is reached. When \( \mu^* \) has been located, the second difference of \( \phi \) is calculated and stored for subsequent use as the estimate of \( \phi'' \) in the next minimization along \( y \). Near the minimum, the estimate of \( \phi'' \) will be good enough that \( \mu^* \) can be found at the first attempt, so the line search requires only two function evaluations.

Use of such a crude line search technique gives the greatest economy overall, regardless of \( N \). This is in contrast to other methods, such as the Modified Gauss-Newton, in which the optimum accuracy of the line search is governed by the amount of effort required to find a new search direction relative to that needed for a function evaluation. The reason for the difference is that in the Modified Gauss-Newton method the computation of a new search direction and the linear search are two independent
operations. In Powell's method, however, the new search direction is found purely by means of line searches. Since we are approximating the multi-dimensional error surface by a quadratic function, it is inconsistent and uneconomical to approximate to a higher order a line contained within it.

8.8.4 Shortcomings of the Basic Algorithm and Brent's Modification

The main difficulty is that one or more of the $\beta_i$ calculated in Step 1 of each subcycle may be close to zero, causing the search directions to become nearly linearly dependent, and thus preventing the convergence from becoming quadratic. This is particularly likely if the approximate Hessian $A$ is nearly singular, or if $N$, the number of variables, is large, or both. Powell has suggested two modifications to overcome this difficulty. The first is to reset the search directions $u_i$ at the end of each cycle to a set of vectors which are truly linearly independent — for example, the columns of the identity matrix. However, in resetting them, all the accumulated information about the approximate Hessian is thrown away. Not only does this mean that the starting vectors are poor approximations to the $A$-orthogonal set, but also the individual line searches are rendered less efficient due to the lack of second derivative information.

The second modification is to replace direction $u_i$ (rather than $u_n$) by

$$w^k = x^k_n - x^k_0$$

only if $\det|v_1, \ldots, v_n|$ is increased by doing so, where

$$v_j = (u_j^\top A u_j)^{-1/2} u_j.$$  Furthermore the direction $u_i$ to be discarded should be chosen in such a way as to maximize $\det|v_1, \ldots, v_n|$.

This modification improves the algorithm's convergence with most of the functions on which it has been tested. But with this criterion it is possible that a complete set of $n$ conjugate directions will never be built up (either because the discarded vector $u_i$ is a conjugate one, or
because no vector is ever replaced by \((x_n - x_0)\), in which case quadratic convergence cannot be guaranteed.

Brent's modification is to reset the \(u_i\) after each cycle to the eigenvectors of \(A\). By doing so, linear independence is preserved (as in Powell's first modification) but without throwing away Hessian information. The eigenvalue extraction is done without explicit knowledge of \(A\) and uses a singular value decomposition technique. Details are given in [60]. Brent also suggests a reduced form of Powell's second modification, whereby the discarded direction is chosen from the nonconjugate subset in such a way as to maximize the \(\det|v_1, \ldots, v_n|\). Thus, no conjugate direction is ever discarded.

Convergence will be hindered by poor conditioning of the approximate Hessian. This can be alleviated by rescaling the coordinate axes so that the Hessian is approximately row and column equilibrated.

The choice of a good stopping criterion needs careful consideration. For well behaved functions a simple check on the change in the elements of \(x\) will suffice. But awkward functions, particularly of many variables, can get caught in a "resolution valley," where the simple tolerance criteria are met at a point far removed from the minimum. This occurs if the derivative is almost zero in each search direction, but is relatively large in some intermediate direction. Such a condition can usually be detected by an extra search in a random direction, and this feature is included in the program.
Chapter 9

RESULTS

9.1 General

With the construction of the form of the global model now complete, we may turn our attention to the task of matching the moment-average curvature relations displayed by the test beams.

The global model contains a total of fifty-three parameters for the T-beams and forty-two for the rectangular beams. These are made up of nine for the concrete model, eleven for the steel model, and eleven bond-slip parameters for each bar size. The T-beams contain bars of three different sizes, and the rectangular beams contain two, which is why the T-beams have more parameters. As has already been pointed out, the computer program for finding optimum parameters was arranged so that each parameter could either be left free to be adjusted or be assigned a fixed value. It is therefore much easier to cut out parameters (by declaring them fixed on input to the program) than it is to alter the program itself to include new ones. So every quantity which might influence the model's performance is treated as a potential parameter. Thus there are really fifty-three (or forty-two) potential parameters, and in most of the computer runs only a small number of them are freed to become actual parameters.

If this is the case, why then did we identify the steel behavior separately rather than assembling the complete global model and then identifying the steel parameters? The reasons illustrate a fundamental dilemma in the process of mathematical modelling, which is that we want of the model two things which are not necessarily compatible. Not only
should it predict the measured response as well as possible, but also its parameters should have a clear physical significance so that the model can easily be applied to a reinforced concrete beam of any proportions. We attempt to achieve the first objective by minimizing an error function, and the second, by treating the steel and concrete separately in the model, and assigning to each a group of parameters. But we have to decide which to do first, identify the values of each group of parameters, or assemble the global model. If the parameters in the individual models can be identified before the latter are integrated into a global model (for example, by using separate experimental results such as Ma's axial bar tests), then we can be sure that the parameters do indeed describe the particular material behavior they were intended to. But the resulting parameter set may not minimize the error function. If, on the other hand, the global model is assembled first, we can ensure the best match for any particular set of experimental results, but we can no longer guarantee that the parameters retain their physical significance. In which case there is no way of determining from the system identification study the parameter values needed to predict the behavior of other beams.

We feel that preservation of the parameter's physical significance is essential, so their values are identified from separate tests in the one case (namely, the steel model) where such a procedure is feasible. By so doing we also reduce the cost of identification, because the error function for the individual model is much cheaper to evaluate than the one for the global model.

Before presenting the predictions of the model for the behavior of the test beams, it is well to consider the factors which limit the accuracy we can expect to achieve. The most obvious limitation lies in the experi-
mental data itself. The lateral load on each beam was measured with a load cell, and the rotations were derived from clip gage readings. Both devices depend on electrical resistance strain gages which have an accuracy of about ±1% of their full scale reading. The exact position of the reinforcement in the beam is also important. The top and bottom bars are nominally 12-1/2 inches apart, so if, in practice, each bar is displaced 1/16 inch from its nominal position, an error of 1% will be introduced in the predicted moment.

Errors are also introduced when the data is digitized. We had originally hoped to use the original data recorded in digital form during the experiments, but it was not available. The moment-average curvature plots in Ma's report were therefore digitized on a Calma 685C digitizing bed, and this data used instead. The curves in the report were drawn by a draftsman from the original data, so we should expect discrepancies in moment at a given curvature of perhaps 2% in the regions where the slope is small, but much more where the curve rises or falls steeply.

Last, but not least, are the slight variations in mechanical properties between nominally identical steel bars or samples of concrete.

The existence of the errors listed above suggests that no attempt should be made to match the experimental data to an accuracy of less than about 2%-5%. Any further adjustment of the parameters would in fact be directed towards matching a particular sequence of random errors rather than the mechanical behavior of a reinforced concrete beam.

9.2 Predicted Moment-Curvature Relations

Eleven of Ma's published moment-curvature graphs were selected for digitization. They are:
The dimensions and reinforcing details of each beam are given in Table 9.1. \( \phi_1 \) and \( \phi_2 \) refer respectively to the average curvature in the first and second 7-inch segments of the beam, starting at the fixed end. From here on, the notation is used whereby R3/2 signifies the moment-curvature relation displayed in segment 2 of beam R3.

The objective is to investigate the model's ability to reproduce different aspects of physical behavior by comparing results for pairs of beams between which only one variable differed.

Comparisons between R3/1 and R6/1, or T1/1 and T3/1, show the effect of changing the bottom steel. R1/1 and T1/1, or R1/2 and T1/2, show the effect of the existence of a slab. R5/1 and R6/1 compare low and high shear spans, and R4/1 and T2/1 were both loaded to failure in the first cycle rather than being subjected to many cycles of alternating load, as were all of the other beams.
| SPECIMEN | l (in.) | h (in.) | b (in.) | d (in./in.) | \( \rho \) | \( \rho' \) | \( \rho_b \) | top* Reinf. (bars) | bot.** Reinf. (bars) | Stirrup*** Reinf. (bars) | tie Spacings (in.) | \( f_c \) (Ksi) | \( f_r \) (Psi) | Slab Size (in. x in.) | Slab Reinf. (bars) |
|----------|--------|--------|--------|-------------|--------|--------|--------|-----------------|-----------------|-----------------|-----------------|-----------------|--------|--------|-----------------|-----------------|
| BEAM R-1 | 62.5   | 16.0   | 9.0    | 14.0        | 4.5    | .014   | .0074  | 4#6            | 3#5            | #2              | 3.5             | .0053            | 5.07  | 510   | None            | None            |
| BEAM R-2 | 62.5   | 16.0   | 9.0    | 14.0        | 4.5    | .014   | .0074  | 4#6            | 3#5            | #2              | 3.5             | .0053            | 4.19  | 455   | None            | None            |
| BEAM R-3 | 62.5   | 16.0   | 9.0    | 14.0        | 4.5    | .014   | .0074  | 4#6            | 3#5            | #2              | 3.5             | .010             | 4.58  | 475   | None            | None            |
| BEAM R-4 | 62.5   | 16.0   | 9.0    | 14.0        | 4.5    | .014   | .0074  | 4#6            | 3#5            | #2              | 3.5             | .010             | 4.38  | 460   | None            | None            |
| BEAM R-5 | 38.5   | 16.0   | 9.0    | 14.0        | 2.8    | .014   | .014   | 4#6            | 4#6            | #2              | 3.5             | .010             | 4.58  | 480   | None            | None            |
| BEAM R-6 | 62.5   | 16.0   | 9.0    | 14.0        | 4.5    | .014   | .014   | 4#6            | 4#6            | #2              | 3.5             | .010             | 4.34  | 450   | None            | None            |
| BEAM T-1 | 62.5   | 16.0   | 9.0    | 14.0        | 4.5    | .014   | .0074  | 4#6            | 3#5            | #2              | 3.5             | .010             | 4.79  | 530   | 36 x 2.25       | 12#2           |
| BEAM T-2 | 62.5   | 16.0   | 9.0    | 14.0        | 4.5    | .014   | .0074  | 4#6            | 3#5            | #2              | 3.5             | .010             | 4.61  | 462   | 36 x 2.25       | 12#2           |
| BEAM T-3 | 62.5   | 16.0   | 9.0    | 14.0        | 4.5    | .014   | .0074  | 4#6            | 4#6            | #2              | 3.5             | .010             | 4.47  | 470   | 36 x 2.25       | 12#2           |

- \( \rho_b \) = balanced steel ratio
- \( f_c \) = concrete cylinder strength
- \( f_r \) = modulus of rupture of concrete
- Yield strength = 65.5 Ksl
- Yield strength = 66.5 Ksl
- Yield strength = 60.0 Ksl

TABLE 9.1 - DIMENSIONS AND REINFORCING DETAILS OF BEAMS
Five separate parameter studies are done, referred to as Series A-E. In all of them except Series D, perfect bond is assumed. Series A is designed to find out which concrete parameters are important. In Series B the same parameters are applied to all of the beams, and the qualities of the predictions for each are compared. In Series C the optimum concrete parameters are found for a number of the beams. The bond-slip relation is introduced in Series D in an effort to improve the fit between theoretical and experimental results. In Series E the steel parameters, previously regarded as fixed, are adjusted.

9.2.1 Test Series A

Series A was exploratory and was based on the data for a single beam. Beam R4 was chosen because it has a short load history and so is relatively cheap to run. The intention was to investigate the sensitivity of the error function to changes in the values of the parameters. A set of initial values were assigned (based as far as possible on physical data) and the error function was evaluated. The eight concrete parameters were then varied in turn, and the error function re-evaluated each time. The values of the parameters and the error function are given in Table 9.2. Inspection of the table shows that the function value is hardly dependent at all on the two unloading parameters $\frac{3k}{\delta c}$ and $\epsilon_{lim}$. This appears reasonable because the concrete unloads completely in only a very small strain increment. It is quite possible that the first point at which the moment is calculated after a reversal occurs after the concrete has unloaded.

The error function appears to be about equally sensitive to the values of $\epsilon_a$, $a$, $cm_x$, and the rubble. The last two variables control in only slightly different ways the absolute amount of rubble in a crack, and their effects on the error function are likely to be similar.
<table>
<thead>
<tr>
<th>Run</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>A4</th>
<th>A5</th>
<th>A6</th>
<th>A7</th>
<th>A8</th>
<th>A9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\varepsilon_0$</td>
<td>-2.45</td>
<td>-2.45</td>
<td>-2.45</td>
<td>-2.45</td>
<td>-2.45</td>
<td>-2.45</td>
<td>-2.45</td>
<td>-2.45</td>
<td>-15.0</td>
</tr>
<tr>
<td>$\varepsilon_a$</td>
<td>-23.23</td>
<td>-15.0</td>
<td>-23.23</td>
<td>-23.23</td>
<td>-23.23</td>
<td>-23.23</td>
<td>-23.23</td>
<td>-23.23</td>
<td>-23.23</td>
</tr>
<tr>
<td>$f_a/f'_c$</td>
<td>0.15</td>
<td>0.15</td>
<td>0.05</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>cmx</td>
<td>50.0</td>
<td>50.0</td>
<td>50.0</td>
<td>5.0</td>
<td>50.0</td>
<td>50.0</td>
<td>50.0</td>
<td>50.0</td>
<td>50.0</td>
</tr>
<tr>
<td>$r$</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.1</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>$\delta k/\delta \varepsilon$</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>$\varepsilon_{lim}$</td>
<td>-18.0</td>
<td>-18.0</td>
<td>-18.0</td>
<td>-18.0</td>
<td>-18.0</td>
<td>-18.0</td>
<td>-10.0</td>
<td>-18.0</td>
<td>-18.0</td>
</tr>
<tr>
<td>$f'_c$</td>
<td>4.38</td>
<td>4.38</td>
<td>4.38</td>
<td>4.38</td>
<td>4.38</td>
<td>4.38</td>
<td>4.38</td>
<td>3.000</td>
<td>4.38</td>
</tr>
<tr>
<td>Error Function</td>
<td>2.81E6</td>
<td>2.25E6</td>
<td>2.57E6</td>
<td>2.34E6</td>
<td>2.40E6</td>
<td>2.82E6</td>
<td>2.82E6</td>
<td>1.82E6</td>
<td>3.85E6</td>
</tr>
<tr>
<td>RMS Error</td>
<td>335</td>
<td>300</td>
<td>321</td>
<td>306</td>
<td>310</td>
<td>336</td>
<td>336</td>
<td>270</td>
<td>392</td>
</tr>
<tr>
<td>Max. Error</td>
<td>737</td>
<td>737</td>
<td>737</td>
<td>737</td>
<td>737</td>
<td>737</td>
<td>737</td>
<td>641</td>
<td>763</td>
</tr>
</tbody>
</table>

**TABLE 9.2 - SERIES B RESULTS. VARIATION OF PARAMETERS IN BEAM R4**
Therefore some effort can be saved in subsequent runs by varying only one of them.

\( f' \) and \( \varepsilon_0 \) exert an influence on the error which was unexpected, but which illustrates the dilemma outlined in the last section. The Series A results indicate that in order to provide the best fit with the experimental data \( f'_c \) and \( \varepsilon_1 \) must assume values which are radically different from the ones which we would expect them to have.

There is overwhelming evidence to suggest that both quantities can be estimated reasonably reliably from standard cylinder tests, and so the large discrepancy indicates that, for these experimental results at least, the parameters have lost their physical significance. The model predicts a strength for the beam greater than that observed in the experiments, even in regions of the curve where the resisting moment is provided by the steel couple alone. Thus either the steel or the bond-slip model must be contributing to the difference between the two response curves. Yet we are attempting to rectify it by adjusting only the concrete parameters, so it is hardly surprising that their physical meaning has been distorted. The inaccuracies in the steel model are probably attributable to buckling of the compression bars because the steel behavior is well modelled in other beams.

The policy we adopt in future identification calculations is to assign to \( f'_c \) and \( \varepsilon_0 \) the values obtained from cylinder tests. Thus they are treated not as adjustable parameters but rather as fixed constants.

Test Series A brought out one more point. The steel model has a larger influence than the concrete one on the accuracy of the overall behavior prediction. Therefore, if a relatively small error in the steel model is to be accounted for by adjusting only the concrete parameters,
then that adjustment will have to be relatively large.

9.2.2 Test Series B

The Series B study compares the model's predictions for a number of beams when the same parameter values are used for each. The values used are the standard ones from the Series A study except that the rubble parameter is given its optimal value of 0.7, and $e_o$ and $f'_c$ are given the values obtained from the test cylinders.

This set of parameters was then assigned to each beam in turn, for which a moment-curvature relation was calculated. Table 9.3 gives the error function value, the worst error and the root mean square error for each beam. Each beam is digitized into a different number of points, so the root mean square error between measured and predicted moments is the best indication of how good or bad the fit is. The curves are plotted in Figs. 9.1a-k in which the solid lines depict the measured response. Beam R5/1 displays the worst fit, but this is to be expected because it has the shortest shear span and is therefore subjected to the highest shear forces. Beam T3 shows a fit which is almost as bad, but the reasons for it are not clear. The predicted moments are everywhere too large. Beams R1/1, R1/2, R3/1, R4/1, R6/1, T1/1, T1/2 all have a root mean square error between 225 and 300 kip/in (approximately 10-15% of maximum moment). In most cases the bulk of the error is incurred at the points in the middle of each half-loop, indicating that the unloading stiffness of the steel bars is not well modelled. The maximum moment in each half cycle is generally predicted to within an error smaller than the root mean square, which is encouraging because the maximum moment is generally the most important for design purposes.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>R1/1</td>
<td>81</td>
<td>4.24E6</td>
<td>229</td>
<td>2.15</td>
<td></td>
</tr>
<tr>
<td>R1/2</td>
<td>66</td>
<td>4.07E6</td>
<td>248</td>
<td>2.69</td>
<td></td>
</tr>
<tr>
<td>R3/1</td>
<td>109</td>
<td>7.67E6</td>
<td>265</td>
<td>2.30</td>
<td></td>
</tr>
<tr>
<td>R3/2</td>
<td>90</td>
<td>2.02E6</td>
<td>150</td>
<td>1.10</td>
<td></td>
</tr>
<tr>
<td>R4/1</td>
<td>33</td>
<td>2.90E6</td>
<td>265</td>
<td>3.10</td>
<td></td>
</tr>
<tr>
<td>R5/1</td>
<td>99</td>
<td>38.20E6</td>
<td>621</td>
<td>2.41</td>
<td></td>
</tr>
<tr>
<td>R6/1</td>
<td>120</td>
<td>8.40E6</td>
<td>307</td>
<td>4.00</td>
<td></td>
</tr>
<tr>
<td>T1/1</td>
<td>92</td>
<td>8.09E6</td>
<td>278</td>
<td>2.22</td>
<td></td>
</tr>
<tr>
<td>T1/2</td>
<td>76</td>
<td>5.85E6</td>
<td>90</td>
<td>3.88</td>
<td></td>
</tr>
<tr>
<td>T2/1</td>
<td>15</td>
<td>0.12E6</td>
<td>565</td>
<td>2.97</td>
<td></td>
</tr>
<tr>
<td>T3/1</td>
<td>92</td>
<td>29.39E6</td>
<td>1061</td>
<td>1.88</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 9.3 - SERIES B RESULTS.** SAME PARAMETERS APPLIED TO ALL BEAMS.
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Beam R3/2 has a smaller r.m.s error than most (for no obvious reason) and beam T2/1 has an even smaller one of only 90. The good result for T2/1 is explained by the fact that the concrete rubble parameter was optimized for this beam and because the beam has such a short load history that the parameters which control the decay of the beam strength are not called into play. The worst errors in T2/1 occur in the second half cycle at a point where the resisting moment is carried by the steel couple alone. A reduction in the parameter R in the steel model would reduce the error.

The error function values obtained for each beam in this Series B study are used as reference values for the subsequent studies.

9.2.3 Test Series C

The Series C tests are intended to find out what improvement can be obtained by optimizing the concrete parameters for each beam. Seven beams were chosen (R1/1, R3/1, R5/1, R6/1, T1/1, T1/2 and T3/1) and in each case the rubble parameter alone was first optimized. In two cases (R5/1 and R6/1) the optimum value established was negative, and so the moments were calculated using a value of 0.0, and no further optimization was done. The results are given in Table 9.4, and the calculated moment-curvative relations are plotted with the experimental ones in Figs. 9.2 a-g. In each beam the error function was reduced to between 45% and 95% of the Series B value. In most cases the shape of the predicted moment-curvature is noticeably closer to the experimental one in the Series C study than in the Series A one, particularly at the end of a half loop where the cracks close and the concrete starts to carry load again. Of the parameters which are identified, only $e_a$ shows a consistent trend, namely a reduction to approximately $-10 \times 10^{-3}$ from the value of
<table>
<thead>
<tr>
<th>Beam</th>
<th>R1/1</th>
<th>R3/1</th>
<th>R5/1</th>
<th>R6/1</th>
<th>T1/1</th>
<th>T1/2</th>
<th>T3/1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\varepsilon_0$</td>
<td>-2.05</td>
<td>-2.05</td>
<td>-2.05</td>
<td>-2.05</td>
<td>-2.05</td>
<td>-2.05</td>
<td>-2.05</td>
</tr>
<tr>
<td>$\varepsilon_a$</td>
<td>-10.0</td>
<td>-10.95</td>
<td>-23.23</td>
<td>-23.23</td>
<td>-7.64</td>
<td>-23.23</td>
<td>-23.23</td>
</tr>
<tr>
<td>$a$</td>
<td>0</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.20327</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>$c_{mx}$</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>$r$</td>
<td>0.218</td>
<td>0.263</td>
<td>0.0</td>
<td>0.0</td>
<td>0.189</td>
<td>0.240</td>
<td>0.0</td>
</tr>
<tr>
<td>$\frac{\partial k}{\partial \varepsilon}$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>$\varepsilon_{lim}$</td>
<td>-18.0</td>
<td>-18.0</td>
<td>-18.0</td>
<td>-18.0</td>
<td>-18.0</td>
<td>-18.0</td>
<td>-18.0</td>
</tr>
<tr>
<td>$f'_c$</td>
<td>5.07</td>
<td>4.58</td>
<td>4.58</td>
<td>4.58</td>
<td>4.79</td>
<td>4.47</td>
<td>4.47</td>
</tr>
<tr>
<td>$\varepsilon_a/\varepsilon_0$</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>Error Function</td>
<td>1.96 E6</td>
<td>5.37 E6</td>
<td>28.71 E6</td>
<td>7.96 E6</td>
<td>3.87 E6</td>
<td>3.90 E6</td>
<td>13.89 E6</td>
</tr>
<tr>
<td>RMS Error</td>
<td>156</td>
<td>222</td>
<td>539</td>
<td>258</td>
<td>205</td>
<td>227</td>
<td>389</td>
</tr>
<tr>
<td>Max. Error</td>
<td>404 (3)</td>
<td>610 (7)</td>
<td>1099 (74)</td>
<td>882 (104)</td>
<td>627 (3)</td>
<td>1026 (67)</td>
<td>943 (25)</td>
</tr>
<tr>
<td>Series C/B</td>
<td>0.46</td>
<td>0.70</td>
<td>0.75</td>
<td>0.95</td>
<td>0.45</td>
<td>0.67</td>
<td>0.47</td>
</tr>
</tbody>
</table>

**TABLE 9.4 - SERIES C RESULTS. OPTIMIZATION OF CONCRETE PARAMETERS FOR EACH BEAM**
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-23.23 x 10^{-3} obtained from Park's formula. The rubble parameter has a value of approximately 0.2 in all beams in which it is positive except one. In beam T2 the optimum value was 0.7.

Because $\varepsilon_a$ had shown a reasonably consistent trend, a test was carried out on the corresponding value for the cover element ($\varepsilon_c$). Using the moment-curvature history of beam T1/1 the value was identified as 1.84 $\varepsilon_o$, comparing reasonably well with the assumed value of 1.5 $\varepsilon_o$.

9.2.4 Test Series D

The objective of the Series D tests was to investigate the effect of introducing the bond-slip mechanism. Preliminary tests had shown that one effect was to increase the cost of calculation by a factor of two to two and a half, so only a few beams were tested.

The early tests on beam R4 indicated that the analytical model was both stronger and stiffer than the test specimen, and the bond-slip model was developed in order to rectify the discrepancy. Therefore beam R4 was one of those chosen to include bond-slip. The others were:

- **T2/1** because it has a short load history
- **R5/1** in the hopes of improving the poor fit
- **R6/1** because it contains only one bar size and so should be simpler to identify.

The first trial runs were performed with beam T2. The bond-slip parameters found by identification from Viwathanatepa's tests on a #6 bar are:

\[
\begin{align*}
    x_1 &= PF = 5.0 & x_5 &= E_{\omega o} = 3.84 & x_9 &= R/P_o = 0.05 \\
    x_2 &= P_{\omega oT} = 46.92 & x_6 &= d_2/dam = 0.267 & x_{10} &= E_{o0} = 39.0 \\
    x_3 &= P_{\omega oC} = 43.62 & x_7 &= E_{\omega a} = 0.14 & x_{11} &= E_{o a} = 0.136 \\
    x_4 &= E_{u0} = 39.3 & x_8 &= P_{\omega a} = 0.037
\end{align*}
\]
Beam T2 contains #2, #5, and #6 bars, but for want of better information the values given above were used as initial estimates for the parameters in all the bars. Variations of all thirty-three of them (eleven for each of three bar sizes) is too time-consuming a task to be practicable, so four parameters \( \left( P_\infty T', E_\infty, E_0, \text{and } R/P_0 \right) \) for each bar were selected for variation. Experiments with the bond-slip model itself (Chapter 6) had shown that, besides the four parameters above, \( d_2 \) is also important, but it was not used here because T2 and R4 have such short load histories that the value of \( d_2 \) has no influence on the error function. A predicted moment history was calculated for beam T2/1 using these initial parametric values, and the error function was exactly twice as large as it was when perfect bond is assumed. The parameters were then varied one by one to determine which had the greatest influence on the response. Only variations in \( E_0 \) and \( P_\infty T \) in the top bars (#6) made any appreciable difference. Next, the four parameters in each bar size were taken as a group, and in three separate runs the error function was minimized with respect to each group. This was done with the intention of finding good initial estimates for the parameters before attempting to minimize all twelve at once. Finally, all twelve parameters were set free to be adjusted and their optimum values found. The complete set of bond-slip parameters at the approximate minimum is given in Table 9.5. The resulting curve is plotted in Fig. 9.3a and the associated errors are:

<table>
<thead>
<tr>
<th></th>
<th>Error Function</th>
<th>R.M.S. Error</th>
<th>Worst Error</th>
<th>At Point</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without Bond-Slip (Series B)</td>
<td>122209</td>
<td>90.262</td>
<td>267.0</td>
<td>13</td>
</tr>
<tr>
<td>With Optimal Bond-Slip Parameters (Series D)</td>
<td>126831</td>
<td>91.995</td>
<td>188.5</td>
<td>3</td>
</tr>
</tbody>
</table>
### TABLE 9.5
SERIES D RESULTS
OPTIMUM BOND-SLIP PARAMETERS FOR BEAM T2/1

<table>
<thead>
<tr>
<th>Parameters</th>
<th>#5 bars (bottom)</th>
<th>#6 bars (top)</th>
<th>#2 bars (slab)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>5.0</td>
<td>5.0</td>
<td>5.0</td>
</tr>
<tr>
<td>$x_2$</td>
<td>16.9</td>
<td>200</td>
<td>388</td>
</tr>
<tr>
<td>$x_3$</td>
<td>67.0</td>
<td>60.0</td>
<td>58.0</td>
</tr>
<tr>
<td>$x_4$</td>
<td>500</td>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>$x_5$</td>
<td>3.85</td>
<td>4.106</td>
<td>3.88</td>
</tr>
<tr>
<td>$x_6$</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>$x_7$</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>$x_8$</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>$x_9$</td>
<td>0.0227</td>
<td>0.0628</td>
<td>0.0428</td>
</tr>
<tr>
<td>$x_{10}$</td>
<td>105.2</td>
<td>183.6</td>
<td>100</td>
</tr>
<tr>
<td>$x_{11}$</td>
<td>0.136</td>
<td>0.136</td>
<td>0.136</td>
</tr>
</tbody>
</table>
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Thus the error function has a value 2% larger than it has when perfect bond is assumed, but the worst error is reduced by 30%. So, with the least square error function chosen, the best policy is to assume perfect bond, but if instead we were to use for the criterion the maximum absolute error, just the opposite would be true. The curve which includes bond-slip appears in the plots to lie closer to the experimental results than does the one which assumes perfect bond. The reason is that in the former case the maximum error lies at point 3, on the initial elastic section of the curve, where it is less visually apparent than if it lay on the inelastic segment.

These experiments with the bond-slip model were particularly tedious to perform because the computer runs frequently stopped. Problems were caused by the occasional failure to converge of the iteration procedure which divides the total strain at the bars into a steel strain component and a slip component. Some failures were caused by internal inconsistencies in the bond-slip model, which did not operate as originally intended when two load reversals succeeded each other so rapidly that the load did not fall to zero between them. The computer code is sufficiently complicated that the cause of the errors was not easy to locate. The iteration also failed to converge in the limiting number of cycles if the minimization algorithm assigned to one of the bond-slip stiffness parameters a value which differed radically from the bar stiffness. Under these circumstances the iterative calculation converges slowly and may not meet the tolerance before reaching the iteration limit.

The optimal bond-slip parameters found in the T2/1 tests were applied to beam R4/1, in which both the error function and the maximum error were reduced in comparison with the value calculated in Series A. The values are:
Fig. 9.3b shows a comparison of the experimental response and that calculated including bond-slip. The fit is improved by including bond-slip, but the predicted strength in positive bending (when the top bars are in tension) is still 33% too great. The error is probably caused by buckling of the bottom #5 bars since, in the predicted analysis, the strain in them changes from +93.24 to -0.53 \times 10^{-3} \text{ in/in.} in the last half cycle of load.

The global model including bond-slip was then applied to beams R5/1 and R6/1, both of which contain only one bar size (#6). In beam R5/1 the principal discrepancy between the Series B predictions and the experimental results lies in the stiffness directly after a load reversal. Thus the three parameters $E_{uo}$, $E_{oo}$, and $d_2/d_{am}$ were selected for adjustment. The other parameters were assigned values which would cause the bond-slip model to affect only the elastic unloading part of the curve. $E_o$, $E_{\infty}$ and $P_{\infty}$ were kept constant throughout the load history by setting $E_{oa}$, $E_{\infty a}$ and $P_{\infty a}$ equal to zero. The resulting predictions are shown in Fig. 9.3c. The value of the error function with and without bond-slip is:

<table>
<thead>
<tr>
<th></th>
<th>Function Value</th>
<th>R.M.S.</th>
<th>Worst</th>
<th>At Point</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without Bond-Slip (Series B)</td>
<td>38,190,900</td>
<td>621.00</td>
<td>1316</td>
<td>74</td>
</tr>
<tr>
<td>With Bond-Slip (Series D)</td>
<td>8,137,590</td>
<td>286.70</td>
<td>796.4</td>
<td>74</td>
</tr>
</tbody>
</table>

and the optimizing parameters are
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Fig. 9.3c shows a comparison between the predicted and experimental results. The fit between them is improved by the bond-slip model but it is still poor, so we conclude that the influence of shear is the prime cause of the poor prediction.

A similar exercise was carried out on beam R6/1. In the Series B tests, the ratio of the maximum to the r.m.s. error for beam R6/1 is 3.83. This value is greater than or equal to the ratio in any other beam, indicating that the errors in the predicted moment history for beam R6/1 are very unevenly distributed. In the interests of economy (because R6 has a long load history) and in order to omit the worst point, the bond-slip parameters in R6/1 were optimized using only the first half of the curvature history. The optimizing parameters so established were then applied to the beam with the full curvature history. The values of the parameters and the error function are:

\[
\begin{align*}
  x_1 &= 15.312 \\
  x_2 &= 74.31 \\
  x_3 &= 74.31 \\
  x_4 &= 155.3 \\
  x_5 &= 10.0 \\
  x_6 &= 0.0 \\
  x_7 &= 0.0 \\
  x_8 &= 0.0 \\
  x_9 &= .0206 \\
  x_{10} &= 155.3 \\
  x_{11} &= 0.0
\end{align*}
\]

<table>
<thead>
<tr>
<th>Function Value</th>
<th>R.M.S. Error</th>
<th>Worst Error</th>
<th>At Point</th>
</tr>
</thead>
<tbody>
<tr>
<td>Series B</td>
<td>8,399,090</td>
<td>265</td>
<td>1016</td>
</tr>
<tr>
<td>Series D</td>
<td>5,723,440</td>
<td>218</td>
<td>953</td>
</tr>
</tbody>
</table>
The results are shown in Fig. 9.3c. $P_{ooT}$ and $P_{ooC}$ were purposely set equal, and in separate trial runs the error function proved insensitive to their value provided it was greater than 74. $E_{uo}$ and $E_{oo}$ were also set equal.

9.2.5 Test Series E

Series E contained a study of only one beam, namely T1/1. The results of the studies in Series A-D indicate that the steel model, even in combination with the bond-slip model, is unable to predict perfectly the response of the bars in the beam. Since it matches the results of the axial bar tests extremely well, we conclude that the bars in the beam behave differently from the steel test specimens. Inspection of the plotted moment-curvature results reveals three major types of discrepancy. The analytical model is too stiff after a reversal point, it shows too sharp a knee in the middle portion of the half-cycles of load, and the predicted strength of the beam decays too rapidly with cycling. The Series E study is an attempt to improve the match achieved by the global model without going to the expense of introducing bond-slip. The concrete parameters are fixed at their Series C optimal values, perfect bond is assumed, the eleven steel parameters retain their values, and the steel model is then modified by introducing six new parameters. They are:

- $E_{\text{max}}$: assumed maximum value for Young's modulus (used to be 30.0 at $\varepsilon_r = 0$)
- $E_{\text{min}}$: assumed minimum value for Young's modulus (was 22.0)
- $\sigma_{\text{LT},\sigma_{\text{LC}}}$: limits to envelope stress shift (tension and compression)
- $R_{\text{FT}}, R_{\text{FC}}$: modification factor by which previously calculated $R$ value is multiplied (tension and compression)
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All other parameters were held constant, and these six were identified. Their values and that of the error function are:

\[
\begin{align*}
E_{\text{max}} &= 19 & \sigma_{\text{LT}} &= -10 & R_{\text{FT}} &= 0.486 \\
E_{\text{min}} &= 19 & \sigma_{\text{LC}} &= -15 & R_{\text{FC}} &= 0.720
\end{align*}
\]

<table>
<thead>
<tr>
<th>Function Value</th>
<th>R.M.S. Error</th>
<th>Worst Error</th>
<th>At Point</th>
</tr>
</thead>
<tbody>
<tr>
<td>Series B</td>
<td>3,873,120</td>
<td>205</td>
<td>627</td>
</tr>
<tr>
<td>Series E</td>
<td>1,460,870</td>
<td>126</td>
<td>626</td>
</tr>
</tbody>
</table>

A comparison of the Series B results (Fig. 9.1h) with the Series E results (Fig. 9.4) shows a marked improvement in the fit.

9.3 Discussion of Results

Figs. 9.1a to 9.4, which compare measured and predicted moment-curvature relations, show that in the majority of cases the form of the model is adequate to achieve its objective. Even when the values of the parameters are not the optimal ones, the predicted response has the correct shape, implying that a good model form is at least as important as optimizing the parametric values. This point is further emphasized by the fact that the optimum values for the parameters depend to some extent on the number and location of the digital points chosen to represent the continuous curve. In the present study we used about four points per half loop, located so as to pick up the salient features of the curve. More points would have given rise to parameters less sensitive to the exact location of the points but would have increased the computer time used.

The model performed worst in beams R5 (which was subjected to high
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shear), R4 (in which the bars almost certainly buckled), and T3 (in which the beam strength was overestimated for reasons which are not clear). However, even in beam R5 the maximum moments are quite well predicted.

Most of the discrepancies between the predicted and measured moments appear to be due to inadequacies in the steel model because they occur at points in the load cycle at which the concrete is unstressed. This must call into question the assumption made in Chapter 2 that the steel in the beam behaves in exactly the same way as the steel in the test specimens. Three explanations for the differences appear plausible. One is that the bars in the beam display a modest amount of buckling and so are more flexible than those in the steel tests. The second possibility is that the machining of the steel specimens influenced the shape of the branch curves. Because Ma only performed cyclic load tests on machined specimens, the parameters which control the branch curves were of necessity established from their response. The behavior of the unmachined reinforcement was then predicted using the same branch curve parameters but the envelope appropriate to un-machined bars. The last possibility is that the bars were slipping through the concrete in a way which the proposed bond-slip relation was not able to mimic successfully.

Of the concrete parameters, the most important were the rubble parameter and \( \varepsilon_a \), the strain at which the concrete strength becomes constant. The value of \( \varepsilon_a \) which gives the best results is about \(-10.0 \times 10^{-3}\) (approximately half that suggested by Park's formula). However, minor alterations in the steel model could change this value significantly.
The rubble parameter showed a variation from less than 0% (which makes no sense physically) to a maximum of 70%.

The model works best in a situation where decay of the stiffness and strength do not need to be modelled, as in beam T2, provided that the bars do not buckle.

To observe the model's ability to reproduce behavior of beams which are identical but for the size of reinforcing bars, we compare the results of beams R3/l and R6/l and of T1/l and T3/l. In Series B, beams R3/l and R6/l both had an r.m.s. error of 265 kip/in., whereas in Series C it decreased to 222 and 258, respectively. For all practical purposes both beams were equally well modelled. Comparing the two T-beams, we find that the response of T1 is much better reproduced than T3 in both the Series B and C tests. T3 was the more heavily reinforced.

The effect of the slab is seen by comparing beams T1/l to R1/l or R1/2 to T1/2. In both cases the rectangular beam was modelled better, although the predictions for both were adequate. Ma noted the presence of shear lag in the flange of the T-beams, which the model does not account for and which will detract from its performance. Also, the steel parameters used for the #2 bars in the slab were the same as those used for the #5 and #6 bars because no cyclic axial load tests were carried out on #2 bars. Both effects must detract from the accuracy with which the slab bars are modelled.

Comparison of R5/l and R6/l shows that the presence of high shear forces significantly impairs the model's ability to reproduce the moment-curvature relationship. However, the most important aspect (the maximum moment) is still adequately modelled.

The predicted values for only one beam (T2/l) come close to the
desired 5% accuracy without using the bond-slip relation. Results for most of the beams displayed r.m.s. errors which were 10-15% of the beam's strength. Thus there is still room for improvement in the model.
CONCLUSIONS AND SUGGESTIONS FOR FURTHER RESEARCH

Several conclusions can be drawn from the results of this research program. The most important is that the global model achieves its objective of predicting the moment-curvature relationship of a reinforced concrete beam. It does so best in circumstances which do not violate its underlying assumptions of negligible shear and bars which do not buckle. The root mean square difference between the predicted and measured response for most of the beams is on the order of 10% of the maximum moment. Considering the complications of reproducing the decay in strength and stiffness of each material, we feel that this level of accuracy is acceptable, particularly because the maximum moments are generally predicted with an error smaller than this value. However, the discrepancy is greater than the expected random errors in the data, so there is still some room for improvement in the model.

The model is expensive to use in its present form. To calculate a complete load history of 100 points requires about 8 seconds of CPU time on the CDC 6400 computer at the University of California at Berkeley, and about 20 seconds if bond-slip is included in the formulation. These times would be reduced slightly if coarser tolerances were accepted for some of the iterative calculations, but in most cases convergence is rapid enough that even a 20% saving in computer time could be obtained only by accepting calculations which are an order of magnitude less accurate.

The bond-slip model did not provide an improvement which is worth the extra expense incurred. The pull-out of the bars from the anchor
block had already been allowed for when the experimental $M-\phi$ curves were constructed, so the bond-slip model was required to reproduce only the slipping of the bars through the concrete in the beam itself, an effect which appears to influence the beam behavior to only a small degree. The pull-out of the bars contributes significantly to the total rotation of the beam and, if it had not been measured independently, the use of a bond-slip model to predict it would have been essential.

The greatest use of system identification lay in appraising the model form so that it could be modified as necessary. Previous authors [40] have used identification more as a process which is important in its own right, but here it is used very much as a tool applied in whatever situation it is needed.

An unexpected dilemma emerged because system identification was used in conjunction with a compound global model which was made up from a number of individual material models. The difficulty lies in deciding whether to satisfy the mathematical criterion of minimizing the error function or the practical criterion of retaining the physical significance of each parameter. The question does not arise in the modelling of a single homogeneous material, but in the present case it must be considered.

Certain aspects of the calculation strategy proved to be very successful. First, an enormous amount of effort was saved by using a minimization routine which does not require analytical expressions for the derivatives of the error function. The model form was changed so many times during its development that the use of a true gradient minimization method would have required a much greater programming effort.
Another feature which increased the program's flexibility of use was the ability to select, when the data for a particular run was input, which of the potential parameters were to be assigned fixed values and which were to be treated as truly adjustable parameters.

There are several developments which would add to the usefulness of the model.

(a) Increase the efficiency of the computer program. For example, integration across the cross section with, say, the trapezoidal rule or Simpson's rule might permit a significant reduction in the number of concrete layers needed.

(b) Test the steel model against more experimental data. We need to know if the branch curves for machined and unmachined steel differ, and if the model can be applied successfully to other types of steel with a knowledge only of their monotonic stress-strain curves.
APPENDIX A

Proof of the Orthogonality of the Search Directions in Powell's Minimization Method

The objective of this appendix is to show that the procedure outlined in section 8.4.2 does indeed generate the set of A-conjugate search directions which are crucial to the success of Powell's minimization method.

The proof requires the use of two theorems, which are presented first.

Theorem 1

Let \( f(x) = x^T A x - 2 b^T x + c \)  \( (A1) \)

where \( A \) is an \( n \times n \) symmetric positive definite matrix.

Let \( u_j, j = 1, m \) (\( m \leq n \)) be a set of non-zero A-orthogonal directions such that

\[ u_j^T A u_i = 0 \quad i \neq j \]  \( (A2) \)

Then the minimum of \( f(x) \) in the \( m \)-dimensional space defined by \( u_j, j = 1, m \) can be found by performing one line search in each of the \( m \) directions.

Proof

Let \( x \) be an arbitrary starting vector.

\( u_j, j = 1, m \) are non-zero and A-orthogonal, and so are linearly independent. Thus they form a basis, and any vector \( y \) in the \( m \)-dimensional subspace can be expressed as

\[ y = \sum_{j=1}^{m} a_j u_j \]  \( (A3) \)
Consider \( f(x + y) = f(x + \sum_{\ell=1}^{m} a_{\ell} u_{\ell}) \) \((A4)\)

where the \( a_{\ell} \) are arbitrary.

Now if \( a^{*}_{k} \) is the value of \( a_{k} \) which minimizes \( f(x + y) \) in
the direction \( u_{k} \)

\[
\frac{\partial}{\partial a_{k}} \left[ f(x + \sum_{\ell=1}^{m} a_{\ell} u_{\ell} + a_{k} u_{k}) \right]_{\ell \neq k} = 0
\]

\[
a_{k} = a^{*}_{k}
\] \((A5)\)

\[
\begin{align*}
\therefore \quad (x + \sum_{\ell=1}^{m} a_{\ell} u_{\ell})^T A u_{k} + a^{*}_{k} u_{k}^T A u_{k} - a^{*}_{k} b^T u_{k} &= 0 \quad \text{(A6)}
\end{align*}
\]

but eq\(^{(A2)}\)

leads to

\[
\begin{align*}
\sum_{\ell=1}^{m} a_{\ell} u_{\ell}^T A u_{k} &= 0 \\
\ell \neq k
\end{align*}
\]

\[
\begin{align*}
\therefore \quad x^T A u_{k} + a^{*}_{k} (u_{k}^T A u_{k}) - b^T u_{k} &= 0
\end{align*}
\]

and the value of \( a^{*}_{k} \) is independent of the \( a_{\ell}, \ell \neq k \).

So if we minimize \( f \) in the direction \( u_{k} \), and

then add to \((x + a^{*}_{k} u_{k})\) any vector of the form

\[
z = \sum_{\ell=1}^{m} a_{\ell} u_{\ell} \quad a_{\ell} \text{ arbitrary}
\]

\[
\ell \neq k
\]

the resulting vector \((x + a^{*}_{k} u_{k} + z)\) will still minimize \( f \)
in the direction \( u_{k} \). Thus the minimum of \( f \) in the

\( m \)-dimensional subspace spanned by \( u_{j}, j = 1, m \) can be

located by one line search in each of the \( m \) directions.

Q.E.D.
Theorem 2

Let \( f(x) \) be defined by equation (A1)

Let \( x_1^* \) and \( x_2^* \) minimize \( f \) in direction \( u \) (arbitrary),

starting from \( x_1 \) and \( x_2 \) respectively.

Then \( w = (x_2^* - x_1^*) \) is \( A \)-orthogonal to \( u \).

Proof

\( x_1^* \) and \( x_2^* \) minimize \( f \) in direction \( u \),

\[
\frac{a_i}{\partial a_i} \left[ f(x^*_1 + a_iu) \right] = 0 \quad i = 1, 2
\]

\[ a_i = 0 \]

\[
2u^T(A x_i^* - b) = 0 \quad i = 1, 2
\]

\[ u^T A(x_2^* - x_1^*) = u^T A w = 0 \]

Q.E.D.

Theorem 1, with \( m = n \), offers an alternative proof to the one given in section 8.4.2 of why the global minimum of a quadratic function can be located in \( n \) line searches, if \( n \) non-zero \( A \)-orthogonal search directions are available.

We also need to show that \( w^k \), the new search direction given by \( x_n^k - x_0^k \) in the \( k \) th subcycle of Powell's method, is \( A \)-orthogonal to \( u_i^k \), \( (i = n - k + 1, n) \). Theorem 1 shows that \( x_n^k \) minimizes \( f \) in directions \( u_i^k \) \( (i = n - k + 1, n) \), because they are mutually \( A \)-orthogonal and the line searches along them are performed after those in the non-orthogonal directions \( u_i \), \( (i = 1, n - k) \). But \( x_0^k \) also minimizes \( f \) in the same \( k \) directions \( u_i^k \) \( (i = n - k + 1, n) \), (although the minimization starts
and ends at different points in the full n-dimensional space), because, during subcycle k-1, line searches were carried out in these same directions, which were at the time called $u_{i}^{k-1}$, $(i = n - k + 2, n)$ and $w_{k-1}$. Thus, by Theorem 2, $w_{k}$ is A-orthogonal to the k vectors $u_{i}^{k}$, $(i = n - k + 1, n)$. This is the desired result.
APPENDIX B

B-1 General

Appendix B contains details of the computer program which was written to identify the parameters in the global model. In Section B-2 an outline of the whole program is presented, and Sections B-3 and B-4 give details of some of the numerical techniques used.

B-2 Program Outline

The layout of the program is most easily understood through flow charts. Fig. B.1 shows the outline of the whole program. The most important initial calculation is the processing of the data for the steel monotonic stress-strain curves, which is described in Section B-4. The scrambling of the parameters is the procedure by which the parameters to be adjusted are selected from the pool of (53) potential parameters and is described in Section B-3. Subprogram POWBRE is described in Section 8.4 and is a function minimization routine. It makes frequent calls on the function evaluation routine to which it transmits a set of parameters and from which it receives the corresponding error function value. The parameter adjustment occurs within POWBRE and is performed separately from the evaluation of the error function.

Fig. B.2 shows how the error function is calculated. First, variables (such as the accumulated plastic strain in the steel bars) must be reset. Then the parameters must be unscrambled so that they are compatible with the global model. At each point in the curvature history, the predicted moment is calculated, and the square of the difference between it and the measured moment is added to the error function value. The parameters are rescrambled before returning to POWBRE.
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The calculation of the moment at any given curvature is shown in Fig. B.3. We seek the strain distribution which satisfies axial force equilibrium, and find it by varying only the centroidal strain in the manner described in Chapter 7. The slope of the strain distribution is given, and is equal to the curvature. The axial force and bending moment are evaluated at each trial centroidal strain.

Fig. B.4 illustrates the calculation of the axial force and bending moment for a given strain distribution. The contribution of the concrete elements to the axial force and bending moment are calculated first. Strain at the layer center is obtained from the strain field, then the routine which contains the concrete model is called to compute the stress. The contributions from the steel are calculated similarly, except that the steel strains are obtained from the bond-slip relation, rather than directly from the concrete strain field.

None of the calculations are in themselves very time consuming, but the flow charts show clearly how they are nested inside each other, causing the innermost ones (calculation of material stresses) to be performed a very large number of times.

B-3 Selection of Adjustable Parameters From Potential Parameters

The parameters to be adjusted by subprogram POWBRE are transmitted to it in vector form through the argument list. The length, N, of the vector must also be supplied. However, all of the 53 potential parameters are needed by the function evaluation routine each time it is called by POWBRE. We thus need to rearrange the parameters before they enter POWBRE so that the ones to be adjusted occupy the first N locations.
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of the vector. This is achieved by reading in to the main program in a fixed order the initial values of all 53 potential parameters. A code number of 0 or 1 is read in for each, depending on whether or not the parameter is to be adjusted. The parameters are then reordered accordingly, and their new order is recorded in another vector. The true parameters are also scaled so that they all have a value of 1.0 on first entry to POWBRE. This is done because the position of the first point in any line search is chosen on the basis of an estimated distance to the global minimum. If the parameter values vary widely, this strategy could cause the small ones to change so radically that they enter the infeasible region. Scaling the parameters prevented this from happening. Thus the process of scrambling the parameters shown in Figs. B.1 and B.2 consists of ordering them and then dividing the N true parameters by the scale factors. Unscrambling is the reverse, namely multiplying by the scale factors, then reordering the elements of the vector to their original positions.

B-4 Definition of the Steel Stress-Strain Curve

We wish to define the monotonic stress-strain curve for steel in a way which will allow easy calculation of the stress and tangent modulus at any point along it and yet will still permit a completely arbitrary definition of its shape. Both objectives can be fulfilled if the curve is defined by specifying the coordinates of a number of points along it and then fitting cubic splines between them.

A p\textsuperscript{th} order spline function is a curve which is defined by a (different) p\textsuperscript{th} order polynomial between each pair of points, but which maintains continuity of p-1 derivatives over the whole interval. Spline
fitting is often preferable to polynomial interpolation (in which a single (n-1)th order polynomial is fitted between the n points) because the latter tends to give rise to enormous oscillations between the points if n is greater than about 4. The order of the spline, p, is almost always odd, in order to maintain symmetry of the end conditions. Here we use cubic splines, which are fitted as follows.

Given n points \((x_i, y_i)\) for \(i = 1, \ldots, n\)

define
\[
h_i = x_{i+1} - x_i, \quad i = 1, \ldots, n
\]

\[
d_i = \frac{y_{i+1} - y_i}{h_i}, \quad i = 1, \ldots, n
\]

\[
k_i = \left( \frac{dy}{dx} \right)_{x = x_i}, \quad i = 1, \ldots, n
\]

(note that the \(k_i\) are not yet known).

If
\[
t = \frac{x - y_i}{h_i}
\]

then
\[
q_i(x) = ty_{i+1} + (1-t)y_i + h_i t(1-t)(k_i - d_i)(1-t) - (k_i + 1 - d_i)t
\]

\[
i = 1, \ldots, n-1
\]

are the required interpolating cubics.

This is so because
\[
q_i(x_{i+1}) = y_{i+1} = q_{i+1}(x_{i+1}) \quad i = 1, \ldots, n-2
\]

which shows that \(y\) is continuous over the interval \([x_1, x_n]\).

To verify that \(\left( \frac{dy}{dx} \right)\) is continuous,
\[
\frac{dq_i(x)}{dx} = d_i[6t(1-t)] + k_i[(1-3t)(1-t)] + k_{i+1}[(t)(2-3t)]
\]
Setting \( t = 0 \) in (B-6) gives

\[
\frac{dq_i}{dx}(x_i) = k_i
\]  \hfill (B-7)

Substituting \( i+1 \) for \( i \) gives

\[
\frac{dq_{i+1}}{dx}(x_{i+1}) = k_{i+1}
\]  \hfill (B-8)

But \( t=1 \) in (B-6) gives

\[
\frac{dq_i}{dx}(x_{i+1}) = k_{i+1}
\]  \hfill (B-9)

\[
\frac{dq_i}{dx}(x_{i+1}) = \frac{dq_{i+1}}{dx}(x_{i+1})
\]

which shows that \( \left( \frac{dy}{dx} \right) \) is continuous on \([x_1, x_n]\).

Now

\[
\frac{d^2q_i}{dx^2}(x) = \frac{2}{h_i} \{3d_i(1-2t) - k_i(2-3t) - k_{i+1}(1-3t)\}
\]  \hfill (B-10)

But for \( y'' \) to be continuous on \([x_1, x_n]\), we require

\[
\frac{d^2q_i}{dx^2}(x_{i+1}) = \frac{d^2q_{i+1}}{dx^2}(x_{i+1})
\]  \hfill (B-11)

or

\[
\frac{2}{h_i} \{-3d_i + k_i + 2k_{i+1}\} = \frac{2}{h_{i+1}} \{3d_{i+1} - 2k_{i+1} - k_{i+2}\} \quad i=1, \ldots, n-2
\]  \hfill (B-12)

These conditions give \( n-2 \) equations with which to find the \( n \) unknowns \( k_i \). They can be expressed as
(h_{i+1}) k_i + 2(h_i+h_{i+1}) k_{i+1} + (h_i) k_{i+2} = 3(h_i d_{i+1} + h_{i+1} d_i) \\
\quad i = 1, \ldots, n-2 \quad (B-13)

Two more equations are needed, and they are obtained by imposing one condition at each end of the interval. In the program there is a choice of either setting the second derivative of \( q \) equal to zero or specifying the value of the first derivative. The former gives rise to

\[ 2k_1 + k_2 = 3d_i \quad (B-14a) \]

\[ k_{n-1} + 2k_n = 3d_{n-1} \quad (B-14b) \]

and the latter to

\[ k_1 = \tilde{k}_1 \quad (B-15a) \]

\[ k_n = \tilde{k}_n \quad (B-15b) \]

where the \( \tilde{k}_i \) are the specified values.

We thus have a set of \( n \) linear equations in \( n \) unknowns. The system is tridiagonal and is particularly easy to solve if pivoting can be avoided. Since the prime objective of pivoting is the prevention of error growth in the solution of a poorly conditioned unsymmetric system, it can be avoided by choosing the \( h_i \) to give a well conditioned system. If they are all equal, the system is symmetric and pivoting is unnecessary. If the \( h_i \) differ, but not by orders of magnitude, then the system is unsymmetric but well enough conditioned that a solution without pivoting will almost certainly be satisfactory. Large \( n \), large differences in the \( h_i \), or computations carried out to \( m \)-digit arithmetic where \( m \) is small are the conditions liable to cause problems.
Once the $k_i$ are known, Eqs. B-5 and B-6 can be rewritten as

$$q_i = a_{0i} + a_{1i} t + a_{2i} t^2 + a_{3i} t^3 \quad (B-16)$$

or

$$q_i = a_{0i} + t(a_{1i} + t(a_{2i} + t a_{3i})) \quad (B-17)$$

and

$$q'_i = b_{0i} + t(b_{1i} + t b_{2i}) \quad (B-18)$$

where

$$\begin{align*}
a_{0i} &= y_i \\
a_{1i} &= h_i k_i \\
a_{2i} &= h_i (3d_i - 2k_i - k_{i+1}) \\
a_{3i} &= h_i (k_i + k_{i+1} - 2d_i) \\
b_{0i} &= k_i \\
b_{1i} &= 2a_{2i}/h_i \\
b_{2i} &= 3a_{3i}/h_i
\end{align*} \quad (B-19)$$

The $a_{ji}$ and $b_{ji}$ are stored, and then for any $x$, Eqs. B4, B17 and B18 give $q$ and $q'$ at a cost of six multiplications. This is the desired result.
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