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PREFACE
This is the second report to the National Science Foundation AENV - RANN on a research program designed to establish the feasibility of a tsunami warning system based on data obtained using an HF Doppler technique which measures changes in the upper atmosphere caused by fast Rayleigh waves from a tsunamigenic earthquake. The program was supported by Foundation grants GI 34973 and ATA 72-03505.

The first report to the Foundation, dated July 15, 1973, discussed the present Pacific Tsunami Warning System and the need for additional information in order to make the present warning system more effective. It discussed the possible improvements to the tsunami warning system if the source mechanism of the earthquake could be determined and how this information might be obtained by monitoring the ionospheric signatures of the Rayleigh waves generated by the tsunami generating earthquakes. It further described and reported on the design and development of the instrumentation needed to obtain the recordings of these ionospheric signatures in a form useful to the tsunami warning system personnel.

Improvements on the initially-designed system have been carried out since the first report. These improvements have been to make the instrumentation more reliable and to prevent false triggering and recording of data. Although these problems are not trivial and are very time consuming in the deveiopment stages, they will not be discussed here because of the technical details involved and because they do not alter the fundamental principles of the instrumentation. Instead, a separate manual for the instrumentation has been prepared and is being updated for internal use.

This report describes the studies carried out to better interpret the ionospheric Doppler recording. The study covers the acoustic waves from the launch point to ionospheric heights through the atmosphere. It reports on the different aspects of determining the accuracy to which one could. determine the propagation path and the travel time for these long period acoustic waves. It describes the work carried out thus far on the determination of the initial phases of the Rayleigh waves and points out the extreme accuracy required of the recording and analysis of the data.

This work is the result of the joint effort of many people, some of whom are directly a part of the project and others with whom we have interacted. I wish to acknowledge the participation of: Paul C. Yuen and Augustus S. Furumoto, senior members on the project; Paul F. Weaver, faculty associate; Gaylord R. Miller, Director, Joint Tsunami Research Effort; Tom Soholowski, geophysicist at the Honolulu Observatory; Milton Y. Cha, research assistant; Yinn Nien Huang, Wayne Suenaga, and Lan Pui Wong, graduate research assistants; and Craig Fujimoto, Chi K. Lau, Clyde Kawakami, Paul Matsumoto, and Ralph Yamamoto, undergraduate student laboratory assistants. In addition, I wish to acknowledge the support of the students on the project: Alvin Agena, Jean Chikuami, Keith Ebisu, Janis Fujitani, Dennis Hara, Marjorie Higa, Sandra Ho, Ronald Ibaraki, Brian Kutara, Gajendra Mishra, Earl Yoshino, and Karen Watanabe.

Communication with Katsuyuki Abe, Ari Ben-Menahem, James N. Brune, and Hiroo Kanamori was very beneficial in the evaluation of our results.

1. Introduction ..... 1
II. Doppler Data and Interpretations ..... 3
A. The HF Radio Wave Reflection Height. ..... 6
B. The Ionospheric Doppler Data ..... 7
III. Propagation Paths for R-Infrasonic Waves ..... 15
A. The Model Atmosphere and Its Parameters ..... 15
B. Basic Definitions and Equations for Acoustic-Gravity Waves ..... 16
C. Determination of Ray Paths ..... 20
2. Ray Path Calculation ..... 20
3. Program Modifications ..... 21
D. Results. ..... 22
IV. Group Velocity of Oceanic Rayleigh Waves ..... 29
A. Empirical Group Velocity Dispersion Curve. ..... 29
B. Dispersion Curves from Doppler Data. ..... 33
C. Discussion of Results. ..... 49
V. Determination of the Initial Phases of Rayleigh Waves ..... 57
A. The Concept and Method ..... 57
B. Application and Discussion of Results. ..... 65
References ..... 70
Appendix 1: Refraction of Dispersed Wavetrains at the Boundary Between Two Dissimilar Media.
Appendix 2: Ray-Tracing for Atmospheric Acoustic andAtmospheric Gravity Waves.
Appendix 3: Measurements of Phase and Group Velocities of Seismic Rayleigh Waves in the Pacific Basin.
Appendix 4: A Method for the Determination of the IonosphericElectron Density Profile.
Appendix 4A: A Computer Program for the Calculation of $C_{N M}$.
Appendix 4B: A Computer Program for the Calculation of Electron Density Profile.
Anpendix 5: Ray-Tracing in the Ionosphere.
Appendix 5A: A Subroutine QUART for the Calculation of $Q-X$Curves.
Appendix 5B: A Computer Program to Plot Q-X Curves.
Appendix 5C: A Computer Program for Two-Dimensional Ray-Tracingin the Ionosphere.Appendix 6: Hilbert Transform Method of Determining the Periodof Rayleigh-Acoustic Wave Generated IonosphericDoppler Recordings.
Appendix 7: Method of Determining the Initial Phase of the Source of an Earthquake from the Doppler Records.

## I. INTRODUCTION

Shortly following the occurrence of the May 16, 1968 earthquake in Tokachi-Oki, Japan, the HF Doppler system operated by the Radioscience Laboratory detected fairly rapid oscillatory changes in the radio reflection heights in the ionosphere. These oscillations were explained in terms of upward propagating atmospheric acoustic waves generated at the surface of the earth near the sub-ionospheric point by the vertical ground movement during the passage of the Rayleigh waves from the earthquake (Yuen, et al., 1969). Similar observations were also recorded for the Kurile Island earthquake of August 11, 1969 (Weaver, et al., 1970), and the Kamchatka earthquake of November 23, 1969. This report describes the work carried out to obtain a thorough understanding of the processes involved in the propagation of the released energy from the earthquake's epicenter to the ionosphere.

The major objective of this study focuses on the question of whether one can predict the generation of a tsunami by appropriate interpretations of the recordings of the ionospheric oscillations. This would imply understanding the source mechanism of earthquakes and in particular the initial phase of the epicentral ground motion. In turn, this requires the determination of the propagation time and path of the acoustic waves in the atmosphere. A check on the accuracy of these calculations is obtained by calculating the corresponding group velocities of the Rayleigh waves and comparing them with the reasonably well established values obtained by seismologists.

This report is divided into three parts. The first describes the basic data used in subsequent analyses and calculations. These are: the height in the ionosphere probed by the HF Doppler Array; a collection of Rayleigh wave group velocities obtained from seismogram data and reported in the literature; and the ray path for the atmospheric acoustic waves. The second part describes the method used to calculate the group velocity for oceanic Rayleigh waves from the Dopplergrams. The results from these calculations are compared with the results reported in the literature. The last part is concerned with a possible method for inferring the source mechanism of the earthquake from observation of ionospheric motions. The method is applied to the 1968 and 1969 earthquakes. A discussion of the results is presented.

For simplicity in this report, atmospheric acoustic waves or acousticgravity waves with frequencies greater than the acoustic cutoff frequency are called "infrasonic waves", while those generated specifically by the Rayleigh waves are called "R-infrasonic waves".

## II. THE DOPPLER DATA AND INTERPRETATIONS

The processes through which the earthquake disturbance excites the ionosphere into oscillation and how this is detected are schematically presented in Fig. 1. The Rayleigh waves from the epicenter of a tsunamigenic earthquake induce vertical ground movements as they pass through the Hawaiian Island chain. This movement generates infrasonic waves of the same period, which then propagate upward to at least the Fl and F 2 regions of the ionosphere (the $180-350 \mathrm{~km}$ heights). These infrasonic waves produce up-and-down motions in the neutral particles (rarefraction and compression of the neutral gas). The positive ions follow the neutral gas particles because of elastic collisions and the electrons closely follow the positive ions because of the Coulomb attraction. Thus, as the pressure wave propagates through the lower ionospheric region, the height of the electron density layer moves up and down accordingly. The HF radio wave whose frequency is equal to the plasma frequency of the particular electron density layer is reflected back towards the ground and is received by our Doppler frequency detection system.

Fig. 2 is a map of the Hawaiian Island chain with the locations of the HF Doppler receivers and the corresponding sub-ionospheric points for the three-station array operated by the University of Hawaii. The HF Doppler detector used for the present project is located at Manoa, Oahu, with the sub-ionospheric point indicated midway between Barking Sands and Manoa. The location of the Honolulu Observatory, where the Pacific Tsunami Warning System is headquartered, is also indicated on the map.

There are several distinct but inter-related processes through which energy from the epicenter is transferred to the ionosphere: (1) transfer of the stress energy in the earth's crust into the seismic and water waves; (2) propagation of Rayleigh waves over the surface of the earth; (3) launching of the infrasound at the ground-air interface; (4) propagation of the infrasound waves in the atnosphere; and (5) ionospheric perturbations produced by the infrasound. The R-infrasonic waves of different periods generated near the sub-ionospheric point do not travel along the same atmospheric path and do not necessarily produce ionospheric effects at the same time. Therefore, the different frequency components observed at the ionospheric heights are, in general, not: launched at the same point along the path of the seismic wave.
EPICENTER
Figure 1. Schematic diagram of physical processes by which earthquakes produce distant

Figure 2. Three-station HF Doppler network in Hawaii.

## A. The HF Radio Wave Reflection Height

In order to trace the observed wave motion from the ionospheric height to the ground, it is essential that the height of reflection be accurately known. This height is dependent on the electron density, which in turn is dependent on the ionospheric temperature (dependent on the geomagnetic activity, solar activity, season, and solar cycle).

A computer program was developed by Huang (1973) as part of his doctoral dissertation to determine the reflection height of radio waves. The program uses the electron density distribution as input data and follows the ray path of the radio wave as it travels from a ground-based transmitter up to the ionosphere and back to a ground-based receiver. The reflection height and the coordinates of the ray path are printed out. If the electron density distribution (profile) is not available, another computer program, also written by Huang (1973), allows one to determine the electron density profile corresponding to the ionogram for a particular day and time. The latter is written in the right format for use in the former program. Descriptions of the method and the programs are given in Appendices 4 and 5 and listings of both programs may be found in Appendices $4 A, 4 B, 5 A, 5 B$, and $5 C$.

For the 1969 disturbance, a composite ionogram was calculated from ionograms made at 11:45, 12:00, 12:15, 12:30, and 12:45 Hawaiian Standard Time (HST), and the reflection height was computed from the corresponding electron density profile. For the 1968 disturbance, however, the reflection heights were computed from the electron density corresponding to ionograms made at 12:15 and 12:30 HST; then the reflection heights were averaged to give a representative height.

The reflection heights for the 1968 and 1969 earthquake-related disturbances for the 5 MHz and 10 MHz radio frequencies are listed in Table 1 below.

| Event | Heig |  |
| :---: | :---: | :---: |
|  | Reflection Height ( km ) |  |
|  | 5 MHz | 10 MHz |
| May 16, 1968 | 178.2 | 287.2 |
| August 11, 1969 | 153.5 | 332.4 |

Some error is expected in these estimates because of changes in the ionosphere during the day, especially in the case of the May 16, 1968 earthquake because of the time difference between the event and the ionograms. The period during which the ionospheric oscillations were recorded is from 0120 to 0140 UT.

## B. The Ionospheric Doppler Data

The Doppler records of the ionospheric oscillations induced by the earthquakes of 1968 and 1969 are shown in Fig. 3 and Fig. 4, respectively. These oscillatory traces, beginning at about 0124 UT on the 10 MHz records and at 0121 UT on the 5 MHz records in the former, and at about 2201 UT in the latter, represent Doppler shifts in the frequency of the radio signals from the time standard station WWVH.

Several characteristic features of these Doppler records can be readily recognized in Figs. 3 and 4:

1. The oscillations in the 10 MHz signal drift toward longer periods as time progresses. This suggests that the R-infrasonic wave trains are propagating in dispersive media.
2. The short period oscillations of about 20 seconds are observed in the 5 MHz ( $\simeq 150 \mathrm{~km}$ height) but not on the 10 MHz ( $\simeq 300 \mathrm{~km}$ height), thus the infrasonic waves are filtered as they propagate toward greater heights.
3. The amplitude of the oscillations on the 10 MHz signal has its largest amplitude at about the third peak and not at the beginning or end of the train.
4. The 10 MHz waveforms appear to be congruous to that of well-dispersed wave trains with quasi-sinusoidal oscillations, corresponding to the stationary phase approximation to a Fourier integral. However, the 5 MHz waveforms are very similar to the seismic oscillations at about 20 to 40 seconds period.
Table 2 contains a list of the periods of the maximum upward and downward excursions in the waves. These excursions correspond to variations in speed with which the ionospheric layer at the radio reflection height moves downward or upward, respectively. The periods were determined by means of the peak and trough method (Ewing and Press, 1954). To determine the period of the extrema in displacement, which correspond to the maximum

Figure 3. Doppler waveform of ionospheric disturbance produced by the May 16, 1968

Figure 4. Doppler waveform of ionospheric disturbance produced by the August 11, 1969 Kurile Island earthquake.

| Year | Frequency | Feature | Character | Period |
| :---: | :---: | :---: | :---: | :---: |
| 1968 | 10 MHz | 1 | P (peak) | 48 sec |
|  |  | 2 | T (trough) | 68 sec |
|  |  | 3 | P | 80 sec |
|  |  | 4 | T | 90 sec |
|  |  | 5 | P | 93 sec |
|  |  | 6 | T | 110 sec |
|  |  | 7 | P | 135 sec |
|  |  | 8 | T | 170 sec |
|  |  | 9 | P | 190 sec |
| 1969 | 10 MHz | 1 | P | 46 sec |
|  |  | 2 | T | 48 sec |
|  |  | 3 | P | 52 sec |
|  |  | 4 | T | 70 sec |
|  |  | 5 | P | 95 sec |
|  |  | 6 | T | 110 sec |
|  |  | 7 | P | 130 sec |
|  |  | 8 | T | 150 sec |
|  |  | 9 | P | 170 sec |
|  |  | 10 | T | 188 sec |
|  |  | 11 | P | 220 sec |
| 1968 | 5 MHz | 1 | P | 40 sec |
|  |  | 2 | T | 38 sec |
|  |  | 3 | P | 35 sec |
|  |  | 4 | T | 30 sec |
|  |  | 5 | P | 28 sec |
|  |  | 6 | T | 28 sec |
|  |  | 7 | P | 20 sec |
|  |  | 8 | T | 20 sec |
|  |  | 9 | P | 22 sec |
|  |  | 10 | T | 20 sec |
|  |  | 11 | P | 20 sec |
|  |  | 12 | T | 20 sec |

upward and downward movement of the ground, the zero-crossings of the waveforms were found by means of the bisector between successive peaks and troughs, then the peak and trough method was applied at these points. The periods found are listed in Table 3. When these periods are plotted as functions of displacement, they show that: (a) the waveforms are welldispersed; (b) only inverse dispersion is present; and (c) periods less than or equal to about 50 seconds are absent.

The amplitudes of the peaks and troughs were measured from a reference line determined by the set of line segments passing through the mid-points of the upward and downward excursions. Fig. 5 shows the ratios of these amplitudes normalized relative to the largest amplitude. The ratios for successive peaks and troughs are plotted at unit horizontal intervals, with the peaks plotted above and the troughs below the horizontal axis. The feature numbers are used for reference purpose and are indicated at the bottom of the figure. For the 1968 case, the same maximum amplitude occurred at features 5, 6, and 7; hence the ratios were plotted starting with feature 6 located on the vertical axis. Since features 6 and 7 in the 1969 case had the same amplitude and feature 8 was slightly smaller, the ratios for feature 7 were plotted on the vertical axis.

The amplitude ratio plots for 1968 and 1969 indicate that the oscillations both built up at the same rate and again decayed at the same rate. In addition, the maximum appears to occur at the same time if measured in terms of the number of oscillations that have occurred since the beginning of the wave train. Thus it appears that the 1969 disturbance differs from the 1968 disturbance only in scale (it is about three times larger) and perhaps the exact period of the individual oscillatory components but not in the range of the periods. Thus, the R-infrasonic waves for the 1969 case were stronger and of slightly different periods, but were generated and propagated in an essentially similar manner.

Abe (1972) has generated synthetic Rayleigh waves from a source model which has a double-couple pure dip-slip with a dip angle of $45^{\circ}$ located at various depths. His results show very distinct Rayleigh spectra for sources at different depths. He points out that "...Rayleigh waves can be used as a good diagnostic element for estimating the source depth." If this is indeed the case, then they could be very useful for the prediction of tsunami generation. We shall pursue this idea further. Since these

Table 3 Period of Peaks and Troughs in Displacement

| Year | Frequency | Feature | Character | Period |
| :---: | :---: | :---: | :---: | :---: |
| 1968 | 10 MHz | 1 | $P$ (peak) | 43 sec |
|  |  | 2 | T (trough) | 52 sec |
|  |  | 3 | P | 67 sec |
|  |  | 4 | T | 80 sec |
|  |  | 5 | P | 94 sec |
|  |  | 6 | T | 105 sec |
|  |  | 7 | P | 120 sec |
|  |  | 8 | T | 145 sec |
|  |  | 9 | P | 170 sec |
|  |  | 10 | T | 210 sec |
| 1969 | 10 MHz | 1 | p | 42 sec |
|  |  | 2 | T | 42 sec |
|  |  | 3 | P | 47 sec |
|  |  | 4 | T | 65 sec |
|  |  | 5 | P | 81 sec |
|  |  | 6 | T | 100 sec |
|  |  | 7 | P | 120 sec |
|  |  | 8 | T | 135 sec |
|  |  | 9 | P | 157 sec |
|  |  | 10 | T | 175 sec |
|  |  | 11 | P | 200 sec |



Figure 5. Comparison of increase and decrease of the relative amplitude of peaks and troughs in the 1968 and the 1969 waveforms. Base amplitude located on the vertical axis. Numbers below allow a correspondence between points shown and featured in Figures 3 and 4.
are only two samples, we are not positive as to whether all large shallowfocus earthquakes produce essentially the same type of recordable ionospheric disturbance.

White it would be of great interest to determine the anisotropy of the response of the ionosphere to R-infrasonic waves, there have been only very small disturbances even for very large magnitude earthquakes from the direction of the south-west Pacific Ocean basin. Whether this is due to the type of earthquake sources or whether this lack of data is due to the numerous atolls and relatively shallow ocean depths of the propagation medium is not known at this time. Nevertheless, there is a marked lack of Doppler records of ionospheric disturbances due to earthquakes generated in that area.

## III. PROPAGATION PATHS FOR R-INFRASONIC WAVES

Since a part of the energy from an earthquake propagates on the outer surface layer of the solid earth as Rayleigh waves which then cause disturbances which propagate to ionospheric heights as infrasonic waves, propagation paths and delay times for the infrasonic waves to travel from the ground up to the radio reflection height for a Doppler system must be determined in order to trace the wave components back to the source. For our purpose it is most convenient to carry out a ray analysis of infrasonic waves in the earth's atmosphere.

The ray-tracing program attempts to find the path in the atmosphere along which a group of small amplitude infrasonic waves will propagate with a group velocity. This requires one to find a bundle of rays in order to determine the shape of the wave front. To find such paths, the ray-tracing techniques developed for internal gravity waves (but not limited ato them) by Cowling, et a1., (1970, 1971), Jones (1969), and Yeh and Liu (1974), will be used. In general, the program is essentially the same as that used by Cowling with modifications in the input and output, calculation of the group velocity and certain initial parameters, and vertical variation in the atmospheric parameters. The program uses the complete dispersion relationship for acoustic--gravity waves.

## A. The Model Atmosphere and its Parameters

We assume a flat earth surface geometry with atmospheric parameters varying only in the vertical direction and that the air is inviscid and non-dissipative throughout the atmospheric region of interest. Thus it implicitly assumes that the rarefied air at heights of several hundred kilometers can be treated the same as air at low levels and that there is no ionosphere or geomagnetic field. Only two atmospheric parameters appear directly in the program: the speed of sound and the ratio of the specific heats, $\gamma$. The pressure, temperature and density of the atmosphere are entered into the program through the speed of sound, the acoustic cut-off frequency and the Brunt frequency. The integration interval is taken to be 10 km , from 0 to 400 km , and the acceleration of gravity, $g$, is taken to be height dependent.

Presently, we have two sets of the speed of sound distributions; one is for the summer during the period of maximum solar activity and the
other is for a minimum in solar activity. The first case was calculated by Huang using the $15^{\circ} \mathrm{N}$ annual model in the 1962 Standard Atmosphere for heights less than 120.0 km and the summer model for an exospheric temperature of $1000^{\circ} \mathrm{K}$ in the 1966 Supplement for heights greater than 120.0 km . These values were found from the expression in the 1962 Standard Atmosphere, assuming $\gamma=1.4$ (there is only a small change if $\gamma$ were allowed to vary with height) and that the molecular weight decreases above 120.0 km as indicated by the summer model. These values are appropriate for the amount of solar radiation that impinged on the atmosphere around August 1969, which was near the solar activity maxinum. For the latter case, for solar activity minimum, the expression and procedures used were the same. The height variation of $\gamma$ was determined by linearly extrapolating the values shown in Midgley and Liemohn (1966).

## B. Basic Definitions and Equations for Acoustic-Gravity Waves

The most important physical quantities and the corresponding mathematical expressions that appear in the ray-tracing program are collected for raference. For additional details, see Cowling, et al., (1970) and the references cited in it.

1. Acoustic cut-off frequency, $f_{a}$, sets the lower limit on the frequency scale for atmospheric acoustic waves; i.e., acoustic type waves cannot propagate if their frequencies were less than that for $f_{a}$. The angular frequency for a plane wave or exponential-like solution in a planar isothermal atmosphere is given by

$$
\begin{equation*}
\omega_{a}=2 \pi f_{a}=\frac{\gamma g}{2 c} \tag{1}
\end{equation*}
$$

where $\gamma=$ ratio of specific heats, $\exists=$ acceleration of gravity, and $c=$ speed of sound.
2. Brunt frequency, $f_{g}$, is similar to $f_{a}$, except that it applies to internal gravity waves and sets an upper limit to the allowed frequencies, i.e. propagation of buoyancy oscillations is not possible for frequencies greater than $f_{g}$. The exponential-like solution in an isothermal atmosphere gives this expression:

$$
\begin{equation*}
\omega_{g}=2 \pi f g=\frac{\sqrt{Y-T}}{c} g \tag{2}
\end{equation*}
$$

where the symbols are the same as in (1) above.
3. Dispersion relationships. If the acoustic cut-off and Brunt frequencies were both zero, then propagation of the atmospheric wave would not be dispersive and the angular frequency, $\omega$, would be a linear function of the wave number vector, $k$. However, frequencies of plane waves in a planar isothermal atmosphere have the relationship

$$
\begin{equation*}
\omega^{4}-\omega^{2} c^{2}\left(k_{x}^{2}+k_{z}^{2}\right)+\omega_{g}^{2} c^{2} k_{x}^{2}-\omega_{a}^{2} \omega^{2}=0 \tag{3}
\end{equation*}
$$

where $k_{x}$ and $k_{z}$ are the $x$ (or horizontal) and $z$ (or vertical) components, respectively, of the wave vector, and $\omega_{a}$ and $\omega_{g}$ are given in 1 and 2 above. Without loss in generality, the propagation is assumed to be two-dimensional. Highly localized pressure of displacement perturbations will tend to disperse or spread out into nearly sinusoidal waves with slowly changing frequency and wavelength in accordance with equation (3).

The phase velocity of a harmonic component depends on the wavelength of the waves. Moreover, it depends on $\omega_{a}$ and $\omega_{g}$ and both $k_{x}$ and $k_{z}$ rather than just $|\underline{k}|$. Therefore, it is difficult to completely show the functional relationship of (3) graphically. Thus one dimension or variable is usually suppressed (see the figures on pages 55 and 59 in George (1968) and page 49 in Cowling, et al., 1970).
4. Group velocity, $V_{g}$, is defined (Lighthill, 1965) as

$$
\begin{equation*}
\underline{v}_{g}=\nabla_{k} \omega \tag{4}
\end{equation*}
$$

where $\nabla_{k}$ is the gradient operator with respect to $k$. Applying this to the dispersion relationship of (3), we find that
and

$$
\begin{equation*}
v_{g x}=\frac{\omega c^{2} k_{x}\left(\omega^{2}-\omega_{g}^{2}\right)}{\omega^{4}-\omega_{g}^{2} k_{x}{ }^{2} c^{2}} \tag{5}
\end{equation*}
$$

$$
\begin{equation*}
V_{g z}=\frac{\omega^{3} c^{2} k_{z}}{\omega^{4}-\omega_{g}^{2} c^{2} k_{x}^{2}} \tag{6}
\end{equation*}
$$

Since usually $\omega_{a}>\omega_{g}$, we identify the following two branches:
a) Infrasonic branch: $\omega>\omega_{a}>\omega_{g}$
$\omega^{2}-\omega_{g}{ }^{2}>0$
$\omega^{4}-\omega_{g}^{2} c^{2} k_{x}^{2}>0$
$V_{g x}$ has the same sign as $k_{x}$
$V_{g z}$ has the same sign as $k_{z}$
b) Internal gravity branch: $\omega<\omega_{g}<\omega_{a}$

$$
\omega^{2}-\omega_{g}^{2}>0
$$

$$
\begin{aligned}
& \omega^{4}-\omega_{g} c^{2} k_{x}^{2}>0 \\
& V_{g x} \text { has the same sign as } k_{x} \\
& V_{g z} \text { has the opposite sign from } k_{z} .
\end{aligned}
$$

The magnitude of the group velocity is given, as usual, by the sum of the square of its components: $\left|\bar{V}_{g}\right|^{2}=V_{g x}{ }^{2}+V_{g z}{ }^{2}$ and the ray-path is the path in the atmosphere traced out by $\nabla_{g}$. The slope of the ray-path with respect to the ground is $V_{\mathrm{gx}} / V_{\mathrm{gz}}$.

The group velocity is normal to the $\omega$-contours in $k$-space, as shown in Fig. 4.1 on page 49 in Cowling, et a1., (1970). Such diagrams represent one possible way of studying the characteristics of rays. These $\omega$-contours will be ellipses in the case of infrasonic waves (Georges, 1967).

The above equations have been derived under the assumption that the planar atmosphere is motionless except for the waves. However, if a wind is blowing in the horizontal direction, the frequency of the waves may be Doppler shifted. If $\Omega$ is the angular frequency in a reference frame moving with the atmosphere, then this Doppler shifted angular frequency is given by

$$
\begin{equation*}
\omega=\Omega-\underline{k} \cdot \underline{v} \tag{7}
\end{equation*}
$$

where $\underline{k}$ is the real part of the wave vector and $\underline{v}$ is the horizontal velocity of the atmosphere, i.e.s the horizontal wind velocity.

Equation (7) is used to transform from the moving frame to the ground or laboratory frame. The equations (1) to (6) are applicable in the moving frame since the atmosphere is stationary (at rest) with respect to it. Observations and initial specification of the wave motion are made relative to the ground frame. Thus, the following relationships are important in making the transformations:

$$
\begin{align*}
k_{x} & =\frac{\Omega}{V_{p}} \quad \text { in ground frame }  \tag{8}\\
& =\frac{\Omega}{V_{p}} \quad \text { in rest frame }
\end{align*}
$$

where $V_{p}$ is the phase velocity (as measured in the reference frames mentioned) and

$$
\begin{equation*}
\underline{V}_{g} \text { (in ground frame) }=V_{g} \text { (in moving frame) }+\underline{V} \text {. } \tag{9}
\end{equation*}
$$

This shows that atmospheric waves may be carried along or retarded by horizontal winds.
5. Interpretations of $\omega$ and $k_{x}$ : According to the derivations leading to the dispersion equation, $\omega$ and $k_{x}$ are the angular frequency and horizontal wave number of a plane sinusoidal wave. However, we can never observe a perfect sinusoidal wave since we can observe only groups of waves, or equivalently, a finite wave train. If the medium is dispersive, the wave train will spread out as it propagates and the frequencies of the oscillations in the wave train will gradually vary along the wave train. If the medium is inhomogeneous, then w will vary as the wave train travels through the inhornogeneity. Similar remarks appiy to the wave vector, $k$. Therefore, the relationship between ( $\omega, \underline{k}$ ) and features of the waveforms must be understood before the ray-tracing results can be used in interpreting observations.

The horizontal wave number, $k_{x}$, cannot vary because the model atmosphere is assumed to be homogeneous in the horizontal direction. Thus $k_{x}$ must remain fixed at the initial value specified at the onset of a raytracing run, regardless of the stage of calculation of a ray. $k_{z}$, on the other hand, will vary with height during the different stages of the ray calculation.

The angular frequency, $\omega$, is invariant along the path defined by the group velocity in an inhomogeneous and dispersive medium (Lighthill, 1965) and should remain constant along the rays in the atmosphere. Since the wave train is dispersive, we see that $\omega$ is the angular frequency ( a sort of average angular frequency) of the narrow band of harmonic components that interfere to produce the sub-group of oscillations in the wave train with the same angular frequency. That is, $\omega$ should be interpreted as the angular frequency of a harmonic component in the sense prescribed by the application of the method of stationary phase in the homogeneous case. Since $k_{x}$ is invariant along a ray, it can also be interpreted in this sense.

## C. Determination of Ray-Paths

## 1. Ray-Path Calculation

For the purpose of ray calculations the dispersion relationship of equation (3) is solved for $k_{z}$ in the form

$$
\begin{equation*}
k_{z}^{2}=\left(\frac{\omega^{2}-\omega_{a}}{c^{2}}\right)+k_{x}\left(\frac{\omega_{b}^{2}}{\omega^{2}}-1\right) \tag{10}
\end{equation*}
$$

Moreover, we define the following quantities:
$\lambda_{z}=\frac{2 \pi}{k_{z}}=$ wavelength in the vertical direction
$h_{0}=$ initial height above the ground
$x=$ distance $i n$ the horizontal direction from initial position of the wave
$t=$ time
and $\theta=$ angle between $k$ and the vertical direction.
The following procedure for calculating the ray for given $\omega, k_{x}, h_{0}$, and the initial direction of the phase propagation is used in the raytracing program.
a) Find the values of $k_{x}$ at $h_{0}$ from the dispersion equation, subject to the modifications introduced by the wind.
b) If $k_{z}$ is real, then calculate $U_{x}, U_{z}$, and $\lambda_{z}^{\prime}=0.10 \lambda_{z}=0.10 \frac{2 \pi}{k_{z}}$.

The thickness of the equivalent isothermal layer at this height is $\lambda_{2}^{t}$ or 10 km , whichever is smaller.
c) If the thickness is $\Delta h$, then the time required to traverse the path in the current layer is $\Delta t=\Delta h / U_{z}$, where the vertical distance traversed is $\Delta h$ and the horizontal distance traversed is $\Delta x=U_{X} \Delta t$.
d) After adding $\Delta h, \Delta t$, and $\Delta x$ to running sums, replace $h_{0}$ by $h_{0}+\Delta h$ and repeat the steps (a) to (d) until the top of the atmosphere is reached or the situation in (e), below, occurs.
e) If $k_{z}$ is imaginary, divide the current $\Delta h$ in half, step upwards by $0.5 \Delta h$ and repeat steps (a) to (d). This is continued until a height is reached where $k_{z} \simeq 0.0$ and this is called the reflection height, $h_{r}$.
f) Since reflection has occurred at $h_{r}$, the program now begins to
trace downward, repeating the sequence (a) to (d) with $h_{r}$ replaced by $h_{r}-\Delta h$ initially, then $h_{r}-\Delta h$ replaced by $\left(h_{r}-\Delta h\right)-\Delta h_{(n e w)}$, etc., until $k_{z}$ again becomes 0.0 , or the ray reaches the ground, or the ray reaches as close to the ground as possible.
Thus, the rays either continue to the top of the atmosphere or reflect at some intermediate height. If winds are included, rays may be trapped (Cowling, et al., 1970).

The initial step, $\Delta h$, either upwards or downwards is controlled by the direction of phase propagation specified at the onset (the phase and energy propagate in the same direction only for infrasonic waves). The program remembers the direction so that it can step in the correct direction after a reflection. Moreover, since $\lambda_{z}$ is large for the lower frequency internal gravity waves, it is necessary to divide the interval, $\Delta h$, by 10 to keep the steps reasonable. The program interpolates between the layers of the model atmosphere when necessary.

Finally, the reflected rays may not be summetrical because the steps just before reaching $h_{r}$ are not necessarily the same as that just after reaching $h_{r}$. This is a result essentially because $k_{z}$ at the point before $h_{r}$ may be slightly different from $k_{z}$ at $h_{r}$. The computer program and its inscructions for the ray calculation are given in Appendix 2.

## 2. Program Modifications

For the internal gravity waves, the minimum information required at the outset is $\omega, k_{x}, h_{0}$, and the direction of phase propagation. If a wind model is to be included, one must also specify the launch time, and the initial azimuth relative to north of the waves. The program can also be changed to accept other sets of initial data, such as $\omega$ and the horizontal trace velocity, and let the program compute $k_{x}$.

For the infrasonic waves, the program is set up to accept $\omega, h_{0}, \theta$ and the direction of phase propagation. Then $k_{x}$ and $k_{z}$ are found from the dispersion equation and the relationship $k_{x}=k_{z}(\tan \theta)$. The range of angles for $\theta\left(3^{\circ}\right.$ to $\left.7^{\circ}\right)$ has been chosen to agree as closely as possible with the situation for atmospheric waves launched by Rayleigh waves. In the determination of this angle, $k_{x}$ is assuned to be the same as the phase constant of the Rayleigh waves at the ground - air interface. On the other hand, we could have specified $\omega$ and the Rayieigh phase velocity and allowed
the program to compute $k_{x}$ and 0 . Finally, since. $\lambda_{z}$ for these waves is much smaller than that for the internal gravity waves, the factor of 10 in $\lambda_{z} / 10$ has been removed. This has the effect of increasing the steps from 1 km to 10 km , so that the ray-tracing calculation would not be too timeconsuming.

## D. Results

Figures $6 \mathrm{a}, 6 \mathrm{~b}$, and 6 c show ray-paths and travel times for atmospheric acoustic or infrasonic waves in a windless atmosphere. The waves are assumed to be launched from a ground level source and the curves are parameterized in terms of $\theta_{k}$, the angle between $k$ and the vertical. The set of curves in each figure is for waves with the same period and the travel time along the ray is again indicated by short horizontal bars. To generate these rays, $\theta_{k}$ rather than $k_{x}$ or the horizontal trace velocity, was read into the program along with $\omega$ (or period). The insert shows the ralationship between $\theta_{k}$ and both the apparent horizontal velocity $\left(V_{h}\right)$ and the initial angle $\left(\theta_{r}\right)$ between the group velocity and the vertical. Therefore, to apply these results to different ground sources, one only has to match the "launch" angle, $k_{x}$, or the horizontal trace velocity, $v_{h}$ (it is usually difficult to find the initial $\theta_{r}$ because this requires a superposition of waves).

An interesting result of these calculations is the progressive change in the ray path as the waves change from nearly pure acoustic (Fig. 6a) to long-period infrasonic (Fig. 6c). The latter waves not only take longer to propagate but also travel upward at a steeper angle. However, again we need to pursue ray-tracing in a windy atmosphere before we can reach firm conclusions and check the ray information for periods greater than 30 seconds.

For the vertically propagating infrasounds generated by the seismic Rayleigh waves from some large earthquakes, we assume the phase velocity of the Rayleigh waves is equal to the initial horizontal velocity of the wave. Thus we can find the appropriate ray by setting $V_{h}$ equal to the phase velocity for the given period and find the proper $\theta_{k}$. It is therefore possible to determine the travel time and the horizontal distance traversed by the infrasound from the launch point at the ground to the ionospheric heights.
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Another set of curves presenting the ray paths and travel time for different period waves has been plotted in Figs. 7a and 7b. In these curves, the phase velocity for each Rayleigh wave is taken in accordance with the dispersion curve given by Ben-Menahem and Toksoz (1962) or with the results given by Dorman (1969) (see Fig. 21). Thus there is a slightly different $\Theta_{k}$ for the ray paths corresponding to the different periods.

The greatest deviations among the ray paths and delay curves for the different periods occur in the atmosphere below about 125 km where there is also the greatest variation in the temperature/sound speed. At greater heights these curves have essentially the same rate of change for all periods.



## IV. THE GROUP VELOCITY OF OCEANIC RAYLEIGH WAVES

Before one can accept the calculations for the infrasonic ray paths and delay times in the earth's atmosphere, it is essential that they be verified and their accuracy established. This can be done by determining the group velocity of the Rayleigh waves and comparing the results with those measured by seismographs. We have made a reasonably thorough literature search of group velocity dispersion data for the Pacific basin and the findings are summarized in Section $A$. The analysis procedure and the results of the group velocity determined from the Doppler data are presented in Section $B$ and the discussions of the results are given in Section C.

## A. Empirical Group Velocity Dispersion Curve

A short description of the literature search for information on the group velocity of seismic Rayleigh waves along paths crossing the Pacific basin is given. The search was confined to the Bulletin of the Seismologicai Society of America and the Journal of Geophysical Research while other journals were checked only if the particular article was referred to many times. No extensive analysis of the information found was attempted but a set of composite dispersion curves will be presented in this section.

In general the search was confined to papers that contained recent observations made after 01iver's (1962) summary, studies of seismic waves from earthquakes around the Pacific basin, and reported observations from stations in the Pacific basin. Unfortunately there were only a few papers that satisfied these criteria. Relevant observations were reported in Abe (1972), Brune (1969), Dorman (1969), Ewing and Press (1954), Hamada (1971), Dziewonski (1970), Dziewonski and Landisman (1970), jacob and Hamada (1972), Gupta and Santos (1973), Kanamori (1970), Kausels et al., (1974), Kuo, et al., (1962), Saito and Takeuchi (1966), Santo (1963), Santo and Bach (1963), and Toksoz and Anderson (1966).

In addition, according to the literature citations, there appears to be very significant research work on Rayleigh wave dispersion being carried out by researchers in Japan. But the papers and articles were not available to us.

Figure 8 summarizes the significant information obtained from the study and shows several sets of recent measurements of the long period


Rayleigh wave group velocities in the Pacific basin and the average curve obtained by 0liver (1962). Not all the values in a given set of measurements were plotted, but only enough to show the general shape of the dispersion curve. Table 4 gives the symbol notation for the different curves, the particular path over which the Rayleigh waves propagated, and the references for which the curves were obtained. There are also several short period (less than 40 seconds) Rayleigh oceanic curves from Santos (1963) for reference.

Table 4 Quantities Plotted in Figure 8
Symbol
Quantity, reference, and path
A
Period < 150 seconds: representative curve obtained by taking average of values from Abe (1972).
Period > 150 seconds: representative values from Dziewonski and Landisman (1970).
$A_{3} \quad$ Values for Alaska to Fiji as a typical oceanic path from Abe (1972). A6 Values for Japan to Fiji as a typical oceanic path from Abe (1972).
$K \quad$ Average values of typical oceanic path in Pacific from Kuo (1962).
Early standard values for oceanic paths with error bars from 01iver (1962).
(A continental branch is also included for reference.)

Several general observations that can be made about these oceanic Rayleigh wave group velocities have been reported in the research journals:

1. There is no one dispersion curve that applies throughout the Pacific basin.
2. The deviations in the dispersion curves are inversely proportional to the period and the measurements tend to converge at about 160 to 180 seconds.
3. The peaks of the group velocity waves occur at periods of about 45 seconds.
4. The lowest group velocity occurs at periods of about 220 seconds at the long period range.
The variability of the Rayleigh wave group velocities appears to be due to the depth of penetration of the components of the guided wave into
the underlying surface. If the wave components penetrate to between $1 / 2$ to 1 wavelength, then the wave propagation characteristics are largely determined by the velocity properties of the structure within this depth. Thus the behavior of the waves of periods shorter than $\simeq 40$ seconds is determined by the crustal structure. The behavior of the waves of periods greater than 180 seconds is determined by the structure of the upper mantle, which is fairly homogeneous laterally, and should show little or no variability. Many of the average values in Fig. 8 are for very long paths, up to several earth circumferences and much of the variation due to the crustal structure has been averaged out. Therefore, the velocity observations for periods less than 80 seconds do not provide a good measure if the paths were very long. Thus direct path measurements are always preferred over chose made over long patins. The intermediate periods, between 80 to 180 seconds, may or may not be anisotropic.

An impressive work is that of Santo (1963) on the sectioning of the Pacific basin according to Rayleigh wave group velocities. The results are shown in Figs. 2(a) and 2(b) of Appendix 3 which were taken from Saito and Takeuchi (1966). The sectioning was made directly in terms of group velocities rather than other geophysical quantities such as shear velocities and heat flow as in Brune (1969). It is particularly valuable because it is empirical and not theoretical. A single dispersion curve applies to all points of a given region and different curves apply to different types of regions. The types of regions range from typical deep water basin ("0") and typical oceanic structure ("1") to typical continental structure ("7"). The structure is very complex for regions west of the andesite line and less complex but variable in the South Pacific regions. Most of the northern Pacific region is of the deep water basin type, except for the continental type along the Hawaian Jsland chain.

The number of regions as well as the shape of the regions will vary with the range of periods under consideration. One would expect that as longer period waves are considered, the number of regions will become less, the size of the region will become broader and more regular, and there may only be one region for periods greater than 180 seconds.

A possible way of summarizing the anisotropy and the dispersion properties of the Rayleigh wave group velocities in the Pacific basin might be to construct maps such as Santo's showing isodispersive areas. There would be probably 2 to 4 maps for each of the 2 to 4 ranges of periods, such as
$0-60$ seconds, $60-120$ seconds, $120-180$ seconds, and $180-280$ seconds. If such maps can be constructed, one can determine, reasonably accurately, the time of arrival of the different frequency components if the epicenter and the observation points are known.

However, if one is limited to the use of a single dispersion curve, the best compromise appears to be one synthesized by the average of Kuo's and Abe's data between 20 and 100 seconds, the average of Abe's and Dziewonski and Landisman's data between 120 and 150 seconds, and Dziewonski and Laridisman's data for periods beyond 150 seconds. Such a curve, shown in Fig. 8, lies in the middle of the scatter and would probably be in serious error only toward the short period end. It is of some interest to see that Santo's curve ("0") shows a high velocity of about $4.15 \mathrm{~km} / \mathrm{sec}$ near the peak of the curve at 40 seconds.

## B. Dispersion Curves from Doppler Data

We have assumed that the Rayleigh waves and the R-infrasonic waves are well-dispersed and, according to the method of stationary phase, the group velocity is the distance traveled divided by the travel time (Ewing and Press, 1954). The records analyzed were the waveforms recorded by the HF Doppler array after the 1968 Hachinohe and the 1969 Kurile Island earthquakes. The procedure is:

1. Find the period of the R-infrasonic waves from the data by the peak and trough method.
2. Note the arrival time of the peaks and troughs and hence, the arrival times of the waves.
3. Find the time taken by the R-infrasonic waves of a given period to reach the appropriate radio reflection height from a set of ray paths, which are parameterized in terms of wave periods.
4. Find the distance away from the sub-ionospheric point at which the R-infrasonic waves were launched from the ray paths.
5. Determine the times the R-infrasonic waves of the given periods were launched by subtracting atmospheric travel time from the ionospheric arrival time.
6. Determine the launch-point by starting at the sub--ionospheric point and back-tracking along the great circle seismic path by the amount found in (4) above.
7. Calculate the group velocity by dividing the path length between the epicenter and launch point by the time interval between the occurrence of the earthquake and the launching of the R-infrasonic waves.
The initial calculations were carried out by Huang, et al., (1973), for periods greater than about 50 seconds and the results were displayed in the usual manner on a dispersogram. The values agreed reasonably well with the values inferred from seismograms, for example, the dispersion curve compiled by 0liver (1962). However, the curves were systematically lower by about 0.1 to $0.2 \mathrm{~km} / \mathrm{sec}$ at long periods of about 150 to 200 seconds. At shorter periods of about 40 to 50 seconds, the calculated values were slightly higher. While the short period portion of the curve may be explained in terms of the properties of the crustal structure, the difference in the two curves for the very long period portion of the curve appeared strange since one would have expected greater agreement and less deviation.

The group velocity dispersion curves were re-calculated from the 1968 and 1969 Dopplergrams. A new set of supposedly more accurate ray paths were generated. The calculations were also extended to include the shorter and longer period waves in the 10 MHz waveforms and the shorter period waves in the 19685 MHz waveforms. The Dopplergrams which are proportional to velocity were converted to corresponding peaks and troughs in the displacement. The details of this work and the results are presented below.

Figures 9 and 10 show the arrival times of the maxima and minima in the 1969 and the 1968 waveforms as functions of the extrema according to the peak and trough method. Similar plots for the extrema in displacements are shown in Figs. 11 (a) and 11 (b). In these plots, smooth best-fit curves are drawn through the points rather than connecting them with straight line segments because (1) of the slight but real change in period near the beginning of the 5 MHz curve, and (2) of the increased reading error and uncertainty near the end of the 10 MHz curve (the period of the last trough in the 1969 waveform could not be determined and the position of the previous peak is somewhat uncertain). The curves thus obtained appear to give better representaition of the period variation. The periods shown in Table 2 (see page 10) were then determined by constructing the tangent at each point and evaluating the slope. Figure 12 plots the period as a function of the event number. The curves show the general consistency



Figure 10a. Same as Figure 9, except for the 19685 MHz event.



Figure 11a. Same as Figure 9 except peaks and troughs refer to displacement.


Figure lib. Same as Figure $10 b$ except peaks and troughs refer to displacement.

Figure 12. Period of peaks and troughs vs. event number.
of the periods determined from the velocity and the displacement. The general shape of the curves indicates that the waveforms belong to the inverse dispersion branch. (The periods for the 10 MHz waveforms generally differed by about 5 - 10 seconds from the periods determined by Furumoto (1970) and Huang, et al., (1973)).

Since the 5 MHz record was not of the same quality throughout the time interval for the disturbance, only two packets that could be clearly read were chosen. The firsi packet shows normal dispersion, i.e., a drift toward shorter periods, while the second was essentially of constant period.

The travel time in the atmosphere and the horizontal trace distance of the R-infrasonic waves as functions of the periods for the ionospheric event are respectively shown in Figs. 13 and 14. These curves were determined directly from the ray path and travel time curves in Figs. 7(a) and 7 (b) by reading the values given by the radio reflection height for each event. The final values represent converged values found by decreasing the thickness of the layer toward 1 km and determining the limiting value (see Figs. 15a to 15d).

The origin time for the 1968 and 1963 earthquakes were reported in the "Preliminary Determination of Epicenters" at $00^{h} 48^{m_{5}} 55^{3} U T$ and $21^{\mathrm{h}} 27^{\mathrm{m}} \mathrm{s}^{\mathrm{s}} \mathrm{UT}$, respectively. The location of the epicenters were $\left(40.8^{\circ} \mathrm{N}\right.$, $143.2^{\circ} \mathrm{E}$ ) and $\left(44^{\circ} \mathrm{N}, 149^{\circ} \mathrm{E}\right)$ for the Hachinohe (magnitude 7.5) and Kurile (magnitude 7.9) earthquakes, respectively. The distance from the epicenter to the sub-ionospheric point $\left(21^{\circ} \mathrm{N}, 157^{\circ} \mathrm{W}\right)$ for the 10 MHz signal for the Manoa station (WWVH was located at Kihei, Maui at that time) is 5975 km and 5615 km , respectively.

Subtracting the travel time of the infrasonic waves in the atmosphere from the observation time of the Doppler signal (Figs. 3 and 4) gives the launch point. Dividing the distance between the launch point and the epicenter by the difference in time between the origin time and the launch time gives the Rayleigh wave group velocity. These calculations are carried out for each period observed in the 1968 and 1969 events in the Doppler data and the results are plotted in Figs. 16 and 17, respectively. These group velocitics are thus inferred from the peaks and troughs in the velocity. The process is repeated by considering the peaks and troughs in the displacement and the results are also plotted in Figs. 16 and 17. The dispersion curves determined from the displacements show at the very long

Figure 13. Travel time for R-infrasonic waves as a function of period for the four ionospheric

Figure 14. Horizontal displacement of rays as a function of period for the four ionospheric
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Figure 15a. Limiting values of travel time and horizontal displacement, as atmospheric layer thickness decreases. Separated according to radio reflection height.
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Figure 17. Values of group velocity from the 1969 Dopplergram. Values inferred from the

periods, less deviations from 07 iver 's curve than that determined from the velocity,

In Fig. 19, che above results are compared with several sets of group velocities presented in Fig. 8. The vertical scale has been expanded to avoid congestion. In addition, we have included the averages of Yoshii's studies of earthquakes in the Kurile Islands and Japan and measured at Kipapa, Hawaii (1975). Generallv it is difficult to find measurements inferred from $R_{y}$ for earthquakes in the Japan - Kurile area and observing stations either in Hawaii or on a path passing through the Hawaiian Islands.

## C. Discussion of Results

Figures 16 to 18 show that the group velocity curves determined from the Dopplergrams are within about $5 \%$ of the values reported for comparable paths and for average oceanic paths determined from seismograms. The agreement is good for periods less than about 100 seconds and fair for longer periods. The agreement is excellent over periods less than 40 seconds and agrees with Santo's assigrment of group velocity regions in the Hawaiian Island chain. The values for periods from 50 to 100 seconds lie above the $R_{1}$ curve reported by Yoshii (1975) for $R_{1}$ paths measured along oceanic paths. On the other hand, the values determined for the 100 to 200 second periods fall noticeably below the values reported for oceanic and averaged-out paths.

There appears to be a break in the 1968 and 1969 Dopplergram-determined values at a period of about 100 seconds. This is shown by drawing a smooth, best-fit curve through the values. The curve is parallel to the seismogramdetermined curves and suggests a delay at the source in the time at which the long period waves were emitted.

There are several possible sources of error in our method for determining the group velocity:

1. Uncertainty in the geographic location of the earthquake.
2. Uncertainty in the time of occurrence of the earthquake.
3. Error in the arrival time.
4. Error in the path of the R-infrasonic waves.
5. Error in the travel time of the R-infrasonic waves.
6. Error in the radio reflection height.


Figure 18. Measurements of group velocity, as determined from the 1968 and the 1969 Dopplergram and seismograms.


Figure 19. Rayleigh wave group velocity dispersion curves from the 1968 and 1969 Dopplergrams with the correction of 40 seconds in the origin time.
7. Error in the period of the waves.

In addition there are possible errors in applying the correct model to the different types of earthquakes such as those with long ruptures which develop at finite speeds and those with the sinking or rising of approximately elliptic regions.

Due to lack of sufficient data, it is not possible to discuss all of these sources of error and their effect on the calculation of the group velocity. There are no independent data which could be used to indicate whether there is an error in the ray path and travel times (items 4 and 5, above). In fact, when all details are carefully evaluated, this study would give an indication of the correctness of the theory used in calculating the ray paths and travel times. A very complex calculation is used to determine the reflection height (6) from the distribution of the electron density which depends on the season, the solar activity, and the time of day. While it is complex, the physics and theory are relatively well understood and the reflection height reasonably accurately determined (see Appendices 4 and 5). Thus we shall discuss the sources of error due to 1, 2, 3, and 7 in greater detail below.

In studying great earthquakes in the Japan - Kurile Islands area, Abe (1973) recalculated epicentral data for the 1969 earthquake from data provided by the U. S. Coast and Geodetic Survey and also in the Seismological Bulletins of the Japan Meteorlogical Agency. He found slightly different geographic coordinates for the epicenter ( $43.18^{\circ} \mathrm{N}, 147.48^{\circ} \mathrm{E}$ ) instead of the usual position given ( $43.7^{\circ} \mathrm{N}, 147.7^{\circ} \mathrm{E}$ ) and an origin time of $21^{\mathrm{h}} 27^{\mathrm{m}} 40^{\mathrm{S}} \mathrm{UT}$, a correction of 40 seconds from the initially listed time of $27^{\mathrm{h}} 27^{\mathrm{m}}$ - ST . While the change in geographic coordinates has almost no effect on the group velocity calculations, the 40 seconds later time of occurrence increases the group velocities by about $0.1 \mathrm{~km} / \mathrm{sec}$.

Fukao and Furumoto (1975) studied the Hachinohe earthquake of 1968 using long period seismograms of the World Wide Seismological Stations Network (WWSSN). They show that this earthquake was formed of multipleshock activities with the largest two shocks generated at 57 km and 93 km WSW of the initial hypocenter at 32 and 45 seconds after the initial break, respectively.

The group velocities were re-calculated with the 40 seconds delay for the above two cases and replotted in Fig. 19. Over almost the entire
range of periods from 40 to 220 seconds, the new curve does not deviate more than about 1.5\% from the generally accepted curve. However, there appears to be a jump discontinuity at about 100 seconds period as pointed out earlier. The curves in the lower period range, from 40 to 80 seconds fall above the average curve and deviate considerably to approximately $4.2 \mathrm{~km} / \mathrm{sec}$ at 40 seconds. While this is within the error bar indicated by Oliver (1962), it is on the extreme high side. According to Santo's classification of the Pacific basin and the corresponding dispersion curve for Rayleigh waves of periods below 40 seconds (see Fig. 8), aside from the Hawaiian chain, the northern Pacific ocean is of the deep ocean type With group velocities of about $4.15 \mathrm{~km} / \mathrm{sec}$ at 40 seconds. A relatively smooth curve can be drawn through the points if we assume that the apparent discontinuity in the curves near 100 seconds period is in error and draw an average curve through these points.

The two curves for 1968 and 1969 as constructed give a large difference of about $0.1 \mathrm{~km} / \mathrm{sec}$, which does not appear to be normal for waves from two sources separated by about 450 km and propagating to Hawaii. Another possibility then, is that the curve is a composite made up of the shorter period wave components ( $40-80$ seconds) generated by the early event and the longer period components generated by the second event about 40 seconds later.

In calculating che group velocity from the Dopplergram, the arrival time could be read fairly well on the front half of the waveforms before the peak in the envelope, which contains the short and medium periods less than 100 - 120 seconds. However, the arrival time could not be read as well on the back half which contains the longer periods. The upward and downard excursions in the front half are nearly sinusoidal with welldefined maxima and minima. On the other hand, the upward excursions in the back half have sharp rises and gradual declines and vice versa for the downward excursions. This has made it difficult to locate the "peaks" and "troughs". An error of 10 to 20 seconds may be possible and this could lead to an error of about $1 \%$ in the calculated group velocity.

An error in the arrival time could lead to an even larger error in the group velocity because of the way the periods' are determined. As shown in Figs. 9 to 12, a change in the arrival time will alter the shape of the curve in the figures and thereby alter the slope of the tangent to the curve. The period is related to the value of the slope and could
ultimately affect the value of the group velocity calculated since the error in period will lead to errors in both the atmospheric travel time and the horizontal displacement. However, no attempt was made to estimate the magnitude of the error.

There are two other sources of error in finding the periods: (1) in determining the curves which give the best representation of the data on arrival time vs. phase and (2) in determining the tangent to this curve. Large errors can be introduced by connecting consecutive points and forming derivatives from neighboring points, unless the figure contains a large number of closely spaced points, i.e., the waveform contains many sinusoid-like oscillations with only slightly different periods. A better method would be to find the curve which best fits the given points and find the tangent to the curve. This latter method was used to deter. mine the periods in Figs. 9 to 12. It is quite easy and quick but it can introduce an error of 10-20 seconds in the period, especially at the ends of the curve. Lau (1974) computed the periods using the Hilbert transform and analytic signal method. This latter method tends to give periods representative of the curvature of the waveform near the peak or the trough. The largest difference in the period in the two methods was about 20 seconds.

As previously noted, an error in period will result in an error in the atmospheric travel time and horizontal displacenent. The error in the travel time from ground level to the ionosphere could be quite significant at the long periods where a 20 second error in the period could result in an error in the travel-time by as much as 1.5 minutes. A careful FFT calculation should be carried out to determine che period of the waves with possibly greater accuracy.

Ben-Menahem (1961) has shown that the phase of the harmonic components of a Rayleigh wave train will be retarded by the amount

$$
\begin{equation*}
x=\frac{b \omega}{2 V_{f}}\left(1-\frac{V_{f}}{V_{p}} \cos \theta\right) \tag{11}
\end{equation*}
$$

if the ground ruptures of length $b$ along a line, at a speed $V_{f}$, and at an angle $\Theta$ between the rupture line and the direction of the observer. $\omega$ is the angular frequency and $V_{p}$ is the phase velocity of the Rayleigh wave component. Press and Ben-Menahem (1961) then showed that one will observe a group velocity:

$$
\begin{equation*}
U^{\prime}=\frac{X}{i}=\frac{U}{1+\frac{b}{2 X}\left(\frac{U}{V_{p}}-\cos \theta\right)} \tag{12}
\end{equation*}
$$

where $X$ is the distance traveled, $t$ is the travel time, and $U$ is the usual group velocity, i.e., $U=\frac{d \omega}{d \underline{k}}$, where $k$ is the wave vector. Thus the observed group velocity $U$ ' Will not be the same as the mathematically defined velocity $U$ because of the influence of $b$ and $V_{f}$.

Solving equation (12) for $U$, we have

$$
\begin{equation*}
U=\frac{U^{\prime}\left(1-\frac{b}{2 X} \cos \theta\right)}{\left(1-\frac{b}{2 X} \frac{U^{\prime}}{V_{f}}\right)} \tag{13}
\end{equation*}
$$

From Abe (1973) we assume the parameters

|  | $\frac{b(\mathrm{~km})}{100}$ | $\underline{V}_{\mathrm{f}} \frac{(\mathrm{km} / \mathrm{sec})}{3.8}$ | $\frac{\theta\left({ }^{\circ}\right) \text { estimated }}{}$ |
| :--- | :---: | :---: | :---: |
| 1968 | 400 | 3.8 | 40 |
| 1969 | 40 | 50 |  |

Table 5 shows the calculated results of the finiteness factor correction to the group velocity for some of the longer period waves. The increase from $U$ 'to $U$ is less than $0.02 \mathrm{~km} / \mathrm{sec}$ and $0.05 \mathrm{~km} / \mathrm{sec}$ for the 1968 and 1969 events, respectively. Since $b=400 \mathrm{~km}$, used for the 1969 event, is about two times as large as the area reported by Abe (1973), we can say that the finiteness factor introduces an error in the group velocity of less than $1 \%$.

With the new information on the origin time of the 1968 and 1969 earthquakes, the group velocity dispersion curves calculated from the Dopplergrams is within about $2 \%$ or less of the values inferred from seismograms. Possibly $1 \%$ of the error could be due to an uncertainty in the travel time which comes from the proper choice of the occurrence time, the arrival time of the various periods, the travel time of the R-infrasonic waves, and the determination of the reflection height of the radio wave. The other $7 \%$ of the error could be due to an uncertainty in the period of the harmonic component recorded on the Dopplergram. This affects the ray path and travel time of the R-infrasonic waves, especially at the long periods. The finiteness factor due to $b$ and $V_{f}$ is evidently too small to account for any sizable portion of the error.

## Table 5 Finiteness Factor Correction

1969 Kurile Islands earthquake:

| $V_{f}$ | $=3.8 \mathrm{~km} / \mathrm{sec}$ |  |
| ---: | :--- | ---: |
| $b$ | $\simeq 400 \mathrm{~km}$ |  |
| $\theta$ | $\simeq 50^{\circ}$ |  |
| $x$ | $=5675 \mathrm{~km}$ |  |
| $U^{U}(\mathrm{~km} / \mathrm{sec})$ | $\underline{U}(\mathrm{~km} / \mathrm{sec})$ |  |
| 3.85 | 3.97 |  |
| 3.77 | 3.82 |  |
| 3.63 | 3.68 |  |
| 3.54 | 3.58 |  |
| 3.43 | 3.46 |  |
| 3.32 | 3.35 |  |
| 3.37 | 3.40 |  |

1968 Tokachi-Oki earthake:

$$
\begin{aligned}
V_{f} & =3.8 \mathrm{~km} / \mathrm{sec} \\
b & \simeq 100 \mathrm{~km} \\
\theta & \simeq 40^{\circ} \\
x & =5975 \mathrm{~km}
\end{aligned}
$$

| Feature \# | Period | $\mathrm{U}^{\prime}(\mathrm{km} / \mathrm{sec})$ | $\underline{U}(\mathrm{~km} / \mathrm{sec})$ |
| :---: | :---: | :---: | :---: |
| 5 | 93 sec | 3.71 | 3.72 |
| 6 | 110 sec | 3.65 | 3.67 |
| 7 | 135 sec | 3.56 | 3.56 |
| 8 | 170 sec | 3.49 | 3.49 |
| 9 | 190 sec | 3.43 | 3.49 |

## V. DETERMINATION OF THE INITIAL PHASES OF RAYLEIGH WAVES

According to the theories of Iida (1970), Ben-Menahem, et al. (1972), and others, a large dip-slip type earthquake in the ocean could generate long period Rayleigh waves and long period water waves simultaneously while a strike-slip type will generate neither Rayleigh nor water waves. Moreover, the generation of long period Rayleigh waves would imply that the source of the earthquake is of large areal dimensions and involves huge amounts of energy. The sudden change in the gravitational potential energy due to the sudden displacement of the ocean floor would transfer this energy into kinetic wave energy of the water waves. Thus the mere observation of the long period Rayleigh waves should signal the possibility of strong long period water waves, which could travel to great distances, if the earthquake occurred in relatively shallow waters. It has been implicitly assumed in our study that the initial phase would give us another measure of the earthquake source and improve the predictability of whether a tsunami has been generated.

This chapter is concerned with a method of determining from the Dopplergram the initial phase of the ground motion of an earthquake. Furumoto (1970) first proposed the method and applied it to the 1969 Kurite Island earthquake. The method was subsequently modified by Najita and Lau (1974) and it was applied to the 1968 Tokachi-Oki as well as the 1969 Kurile Island earthquake. In Section $A$, the steps in the method will be presented. In Section B, the method will be applied to the 1968 and 1969 earthquakes and in Section C, a discussion of the results will be presented.

## A. The Concept and Method

We assume that an earthquake with strong vertical motion has generated large amplitude long period Rayleigh waves, and that these waves have generated R-infrasonic waves in the lower atmosphere which then propagated to the upper atmosphere and produced oscillatory ionospheric motions. These motions are then detected by the HF Doppler method and a Dopplergram of the oscillations is produced in the manner schematically presented in Fig. 1. The procedure for determining the initial phase of the Rayleigh waves from the Dopplergram follows:

1. Convert the Dopplergram from one representing variations in the vertical velocity of the reflecting layer to one representing the variation in the height of the layer.
2. Determine the arrival time of the peaks and troughs in the converted record.
3. From the information in Step 2 and the properties of the R-infrasonic waves, calculate the arrival time and the location (relative to the sub-ionospheric point) of the corresponding peaks and troughs in the Rayleigh wave train.
4. From the results in Step 3 and the phase velocity of Rayleigh waves at the appropriate periods, determine the initial phase of the harmonic components that produced the peaks and troughs.
The procedure described above is an adaptation of a general method of determining source mechanism devised by Brune, et al., (1960). Brune's method attempts to use the phase information available in records of well dispersed wave trains to find the initial phase of the harmonic components if the phase velocity dispersion curve is known. The method hâs also been used to determine the phase velocity dispersion curve if the initial phase is known as in the case of a known source in a laboratory experiment. The method has been used in a number of different situations (e.g. Brune and Dorman, 1963; Nafe and Brune, 1960; Gregersen, 1970; and Weidner, 1974).

Brune's method starts with the disturbance written as a Fourier integral (in a one-dimensional format):

$$
\begin{equation*}
U(x, t)=\frac{1}{2 \pi} \int_{0}^{\infty} A(k) \cos (\omega t-k x+\phi) d k \tag{14}
\end{equation*}
$$

where $U(x, t)$ is a component of the disturbance at position $x$ and time $t$, $k$ is the wave-number, $\omega$ is the angular frequency, $A(k)$ is the amplitude of a harmonic component and $\phi(k)$ is the initial phase. If we expand the cosine term we have:

$$
\begin{align*}
U(x, t)= & \frac{1}{2 \pi} \int_{0}^{\infty} A(k) \cos \phi \cos (\omega t-k x) d k \\
& -\frac{1}{2 \pi} \int_{0}^{\infty} A(k) \sin \phi \sin (\omega t-k x) d k \tag{15}
\end{align*}
$$

The stationary phase approximation (see e.g. Jeffreys and Jeffreys, 1966; Murray, 1973) can be applied to each integral separately and the results recombined to obtain:
$U(x, t) \simeq\left[\frac{1}{2 \pi t\left|\omega^{\prime \prime}\right|_{0}}\right]^{1 / 2} A\left(k_{0}\right) \cos \left(\omega_{0} t-k_{0} x+\phi\left(k_{0}\right) \pm \pi / 4\right)$
where $\omega^{\prime \prime}=\frac{d^{2} \omega}{d k^{2}}$, the subscript "o" denotes the solution $k=k_{0}$ to the equation for the group velocity, $x / t=V_{g}(k)$. The phase shift, $\pi / 4$,
introduced by the approximation is positive for normal dispersion, $\frac{d V}{d P}>0$, where $P=$ period, and negative for inverse dispersion. The phase term in equation (16) implies that the harmonic component of period $P_{0}=\frac{2 \pi}{\omega_{0}}$, which produced a peak or trough at time $t_{0}$, arrived at $t_{0}-\frac{P_{0}}{8}$ for inverse dispersion. This shows how one can relate the extrema in the observed wave form to the corresponding extrema in the harmonic component. There is an additional phase advance of $\pi / 4$ for the components due to the mechanism of wave-emission for seismic sources (Brune, 1961).

While both Furumoto (1970) and Najita and Lau (1974) carried out
Step 4 graphically, they differed in the criteria used to find the initial phase on the graph.

The graphical method consists of the following steps:

1. Plot a periodic wave of the appropriate period, such as a sawtooth wave, as a function of distance to represent the harmonic component that produced the first peak or trough in the observed wave train.
2. Plot periodic waves of the appropriate periods for the harmonic components that produced the succeeding peaks and troughs below the first wave. However, delay them relative to the first wave by a distance $=$ (phase velocity) $\times$ (difference in arrival time relative to the first peak or trough).
3a. (Furumoto) Trace back along the periodic waves ioward the source and find the position where the phase of the waves are identical. This phase is then the required initial phase.
3b. (Najita and Lau) Calculate the distance the point of the initial phase of the different periodic waves had traveled during the time between the occurrence of the eartnquake and the arrival of the first peak or trough at the launch point, then trace forward on the periodic waves by this distance and read the initial phase for the harmonic components for the given periods (see Appendix 7).

Furumoto arrived at an initial phase of $\pi / 4$ before a trough (for all periods, because this is buitt into his criterion) and concluded that the initial motion was downward at a dip angle of $45^{\circ}$. Interestingly enough, Najita and Lau also arrived at the same initial phase for all periods. These agreements were arrived at in spite of the fact that both Furumoto and Najita and Lau did not include all of the necessary phase shifts or
even the same phase shifts.
Our present procedure for calculating the initial phase of the ground motion of earthquakes follows the steps outlined earlier. However, the following modifications are made: 1) the peaks and troughs in displacement are used; 2) the revised calculations of the ray paths and travel times of the R-infrasonic waves are used; and 3) the $\pi / 4$ phase shift from the stationary phase approximation is included.

The peaks and troughs in the displacements and the corresponding periods are listed in Table 3 (see page 12). The phase velocity at the different periods was determined from the graph of Fig. 20, which is a reproduction from Dorman (1969). The basic travel time is the number of seconds between the time of occurrence of the earthquakes and the time the R-infrasonic waves were launched. This is obtained from the work on group velocity and corrected for the $\pi / 4$ phase shift from the stationary phase approximation by adding $P / 8$. The distance the point of initial phase traveled is found by multiplying the corrected travel time and the phase velocity. The distance this point is ahead or behind the peak or trough at the launch point is found by subtracting the distance from the epicenter to the launch point. The residual (i.e. excess distance) is then expressed in units of wavelength by dividing it by the product of phase velocity and period. Thus, the point of initial phase is found to be ahead of or behind the corresponding peak or trough by an integral number of wavelengths plus a portion of a wavelength, and the latter, the fractional part, is the initial phase given essentially in fractions of a cycle. For convenience in representing the results on a graph, the calculated values are adjusted so that they give the phase relative to the nearest peak, as shown schematically in Fig. 21. The phase is read with respect to the peak since $\phi=0$ corresponds to a peak for the cosine function. As shown in the diagrain, a positive (negative) phase corresponds to a point in the first cycle ahead of (behind) a peak.

These first estimate values of initial phase are plotted in Figs. $22(a)$ and $22(b)$ to provide a more direct visual representation of the initial phase. The peaks and troughs at the launch points have been shifted laterally so that they coincide at the vertical reference line.

Ben-Menahem and Toksoz $(1962,1963)$ point out that the initial phase is made up of three parts:

Figure 20. Summary of phase velocity of oceanic Rayleigh waves (from Dorman, 1969, p. 259).


Figure 27. Diagram showing how the initial phase, $\phi$, is defined.


Figure 22a. Determination of the initial phase of the ground motion at the cpicenter for the 1968 earthquake. The initial phase is shown on the period waves of the appropriate period. The peaks and troughs at the launch points have been shifted horizontally until they coincide at the vertical line.


Figure 22b. Determination of the initial phase of the ground motion at the epicenter for the 1969 earthouake. The initial phase is shown on the period waves of the appropriate period. The peaks and troughs at the lauch points have been shifted horizontally until they coincide at the vertical line.

$$
\begin{equation*}
\phi=\phi_{\mathrm{S}}+\phi_{\mathrm{t}}-\phi_{\mathrm{f}} \tag{17}
\end{equation*}
$$

where $\phi_{S}=$ phase due to the spatial distribution of the stress;
$\phi_{t}=$ phase due to the function describing the temporal response of the disturbance, i.e., essentially the rise time function;
$\phi_{f}=$ phase due to the finiteness of the faulting, i.e., a
finite rupture developing at a finite speed.
To examine the intrinsic behavior of the disturbance, we estimate the finiteness phase $\phi_{f}$ and remove it from $\phi$ and obtain

$$
\begin{equation*}
\phi^{\prime}=\phi+\phi_{f}=\phi_{S}+\phi_{t} \tag{18}
\end{equation*}
$$

The finiteness phase is:

$$
\begin{equation*}
\phi_{f}=\frac{b \omega}{2 V_{f}}\left(1-\frac{V_{f}}{V_{p}} \cos \theta\right) \tag{19}
\end{equation*}
$$

where $b$ is the overall rip length, $V_{f}$ is the rip velocity, and $\theta$ is the angle between the direction of the rip and the direction of the observa.. tion station.

## B. Application and Discussion of Results

The source parameter values used in estimating the finiteness phase angle for the 1968 and 1969 earthquakes were taken from Abe (1973) and are given below:

| Event | Overall rip length, b (km) | Rip velocity, $\underline{V_{f}(\mathrm{~km} / \mathrm{sec})}$ | Orientation angle, $\theta\left({ }^{\circ}\right)$ | Finiteness phase angle, $\phi$ s |
| :---: | :---: | :---: | :---: | :---: |
| 1968 | 100 | 3.8 | 40 | 0.52 to 0.75 |
| 1969 | 200 | 3.8 | 50 | 1.53 to 0.38 |

and the $\phi_{f}$ for the periods corresponding to the peaks and troughs in the displacement were calculated. Moreover, $\phi-\phi_{f}=\phi_{s}+\phi_{t}$ was calculated, where $\phi$ is the initial phase determined by the graphical calculation. The tabulation of the calculations and the graphical determination of each initial phase for the 1968 and 1969 earthquakes are shown in Appendix 7. The plots of the initial phase, $\phi$, and the corrected initial phase, $\phi-\phi_{f}$, as functions of period are plotted in Figs. 23 and 24 , respectively. Because of the lack of detailed information, one can expect on the initial phases for the different types of earthquakes, the interpretation and assessment of the results shown in Figs. 23 and 24 will not be obvious. In particular, we cannot at this time determine whether the


[^0]
calculated distribution of initial phase for the 1968 and 1969 earthquakes is reasonable. Therefore, we shall first discuss the initial phase obtained for other large earthquakes around the Pacific basin by other researchers. While this should possibly provide some reference for comparison and evaluation of our results, it is not necessarily representative.

Brune, et al. (1960b), examined records of surface waves from the large Chilean earthquake of May 22, 1960, and calculated the initial phase as seen at three stations with different azimuths. The Rayleigh modes used were $R_{2}, R_{3}$, and $R_{4}$. The initial phases in units of $2 \pi$ turned out, in general, to be constant over the range of periods from 200 to 500 seconds at the three stations and had a magnitude of either 1.0 or 0.5. Ben-Menahem and Toksoz (1962), on the other hand, calculated the initial phase for the large Mongolian earthotake of December, 1957, from records of long period surface waves made at Pasadena. They used the Rayleigh modes $R_{3}$ and $R_{4}$ which resulted in values of $\phi$ varying between -1.0 to -0.5 for periods from 100 to 200 seconds, then increasing more or less linearly toward +0.5 as the period increased beyond 400 seconds.

Ben-Menahem and Toksoz (1963) calculated the initial phase of the large Kamchatka earthquake of November 4, 1952. Again they used the long period surface waves made at Pasadena. The initial phases inferred from the $R_{2}$ and $G_{2}$ modes had a more or less constant value of -0.5 cycles over the range of periods from 80 to 120 seconds, but increased toward -0.25 as the period increased further to about 500 seconds. Ben-Menahem, et al., (1972) also found the initial phase of the Alaskan earthquake of 1964 during the course of studying the source mechanism of this very large seismic disturbance. The procedure was essentially the same as their previous analyses. While no figures were presented, a table giving the initial phase as a function of period was included. Generally, $\phi$ varied and decreased from +0.25 to +0.6 as the period decreased from 300 to 200 seconds at some stations and varied in the opposite direction for others.

In view of the above results, the initial phase in Fig. 23 appears reasonable except for the sharp jump around a period of 140 seconds. That is, the values for the 1968 and the 1969 events are of the same order of magnitude as the values obtained by other researchers for other earthquakes. The sharp jump is the only "discontinuous" type of variation
that occurs over the range of periods measured and the curves vary smoothly. Also the data points that correspond to the jumps for both cases come from those peaks and troughs in displacement that occur where the waveform is changing from a series of sinusoidäl-like oscillations to longer strung-out oscillations. However, no attenpt was made to determine whether or not such changes would lead to large errors in some of the derived quantities such as travel time, which could contribute to the sharp jumps.

The curves for $\phi-\phi_{f}$ vs. period, plotted for the 1968 and 1969 earthquakes in Fig. 24 s appear to be very close but this may be just an accident for several reasons. First, the magnitude, $\phi_{f}$, is proportional to the rip length b, so will change rapidly with this parameter and the value of this parameter could be as large as 200 km (Kanamori, 1971, 1973b). Second, $\phi_{f}$ also depends on $V_{f}$. However $V_{f}$ does not vary as rapidly as with b and it may be as low as $3.0 \mathrm{~km} / \mathrm{sec}$ (Kanamori, 1971. 1973b). Therefore, the 1968 curve could lie as much as 0.3 above the 1969 curve. Furthermore, if the long period waves for the 1968 earthquake were generated by a very strong second event 40 seconds after the initial break, the above analysis would have to be modified.

In sumary, the initial phases inferred from the 1968 and 1969 Dopplergrams are very tentative and require further study. While the initial phases from the two Dopplergrams seem to agree fairly well with each other, we cannot tell, at this time, whether or not this should be so. Generally, it is not possible to draw firm conclusions concerning the source mechanism for the 1968 and the 1969 earthqakes from the initial phase without further information on the relationship between initial phase and source mechanism. In particular, there does not seem to be any obvious relationship between initial phase and dip angle, or the initial phase and dip-slip and/or strike-slip components, Hence it is not possible at the present time to use Iida's results on earthquakes and tsunamis (see Furumoto, 1970) to infer whether or not the 1968 and 1969 earthquakes were tsunamigenic because we have not been able to determine every parameter accurately enough to determine the initial phase.

Ben-Menahem (personal communication, 1976) suggests that one should Fourier-analyze the Dopplergram to determine the periods and the position of the peak. He suggests that the asymptotic expansion and Ewing's peak-and-trough method would not be accurate enough for the determination of the initial phase. This aspect will be carefully studied.
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## APPEMDIX 1

## REFRACTION OF DISPERSED WAVETRAINS AT THE BOUFDARY BETVEEN TWO DISSIMILAR MEDIA

The main kinematic properties of the coupling between Rayleigh waves and the concomitant atmospheric waves can be found by applying the argument of Jeffreys and Jeffreys (1966; see also Officer 1958) to a planar boundary between the atmosphere and the ground. In the diagram below, medium 1 is the ground, $S$ and 0 are the source and point of observation, respectively and distances along the ground (denoted by 1) are measured from A. Also shown are 1) the path of waves from $S$ to 0 ; 2) distances, $\alpha_{1}$ and $\alpha_{2}$, from $S$ to the boundary $B$, and from $B$ to 0 ; and 3 ) the normal and andes of refraction in each medium. After expressing the

disturbance at 0 as a superposition of hamonic components from $S$ with phase, $\exp \left(i\left(w t-k_{1} \alpha_{1}-k_{2} \alpha_{2}\right)\right)$, where $k_{1}$ and $k_{2}$ are the appropriate wave numbers and $w$ is the angular frequency, the method of stationary phase is applied in order to determine the asymptotic form for large $t$; only now one seeks stationary values with respect to $w$ (the variable of integration) and $l$. The latter must be included because the components may cross the boundary at different points (i.e., different l's). The conditions for stationary
values are then

$$
\begin{aligned}
& k_{1} \frac{d \alpha_{1}}{d 1}+k_{2} \frac{d \alpha_{2}}{d 1}=0 \\
& t-\alpha_{1} \frac{d k_{1}}{d w}-\alpha_{2} \frac{d k_{2}}{d w}=0
\end{aligned}
$$

In terms of the phase and group velocity, $V$ and $U$, respectively, these equations have the form

$$
\begin{align*}
& \frac{1}{V_{1}} \frac{d \alpha_{1}}{d 1}=\frac{1}{v_{2}} \frac{d \alpha_{2}}{d 1}  \tag{1}\\
& \frac{\alpha_{1}}{U_{1}}+\frac{\alpha_{2}}{U_{2}}=t \tag{2}
\end{align*}
$$

The derivatives may be expressed in terms of the angle of refraction, $\theta_{1}$ and $\theta_{2}$ (note that a displacement, $d l$, increases one of the paths and decreases the other); so that (1) becomes

$$
\begin{equation*}
\frac{\sin \theta_{1}}{v_{1}}=\frac{\sin \theta_{2}}{v_{2}} \tag{3}
\end{equation*}
$$

Thus, waves are refracted according to Snell's law. The second equation, (2), states that travel time from $S$ to 0 is determined by the group velocity in each medium.

Finally, if we apply (3) to the problem at hand, $\theta_{1}=90^{\circ}, v_{1}=$ phase velocity of Rayleigh waves, $V_{2}$ = phase velocity of atmospheric acoustic waves and

$$
\begin{equation*}
\sin \theta=\frac{v_{2}}{v_{1}} \tag{4}
\end{equation*}
$$

If the frequency, $w$, is known, along with $V_{1},(4)$ allows the pair ( $w, k_{x}$ ) to be replaced by ( $w, \theta$ ).
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## APPENDIX 2

## PAY-TRACING FOR ATMOSPHERIC ACOUSTIC AND ATMOSPHERIC GRAVITY WAVES

## I. INTRODUCTIOA

Ray-tracing is concerned with the calcutation of the path of waves for a given underlying medium (and boundarics), characteristics of the waves and some definition of "path". The end rosulis of the calculations...the "rays"-- are usually analogous to light rays in gometrical optics, but may not be so because of the dependence on the given definition, and also, because the physical situation may not properly be one of gometricaluoptics.

Since the waves under consideration are atmospheric acoustic or atmospheric upwards from some initial height, the paths will lie in the atmosphere. They generally extend from some initial height but may extend in other directions depending on the physical conditions. Such path calculations are necessary when studying atmospheric waves, since these waves usually travel for considerable distances vertically and/or horizontally. Thus an analysis of observations of these waves does not usually reveal where they originate or the time at which they were produced. Path calculations can also provide information on an equally important problem, viz., the effect that variations in atmospheric structure along the path will have on the propagation of these waves. For example, they might indicate that the frequency and direction of propagation were altered by strong winds along the path or that the waves were channeled by large thermal gradients. In general, rays provide à causal link between the waves (observed at some position) and the source, from which one may infer useful information.

In viow of the importance of path calculations, we have developed a computer program that will calculate the ray-path of acoustic-gravity waves in the terrestrial atnosphere for a given vertical structure of the atmosphere, some initial conditions and certain properties of the waves. The progran is fairly general, quite flexibie (e.g., it can be run with or without winds) and simple to rum. The output contains the spatial coordinates of the ray-path and other useful infomation such as the travel time along the path.

In the remainder of this section we sholl give a brief overview of the program. The sections following then take up various aspects, such as the model atmosphere and the basic methods. The last two sections presents examples of ray-paths and a discussion of their validity.

Because of the longth of the frogran and different initial conditions for the atmospheric acoustic and atmospheric gravity waves in question, we actually developed two programs: one for waves with frequencies above the acoustic cutoff frequency (i.e., the "atmospheric" acoustic or "infrasonic" waves) and one for waves with frequencies below the Brunt frequency (i.e. the "Atmospheric gravity" or "internal gravity" waves). These programs differ in only one phase of the calculations, however, and not in the over-all "logic" of raymtracing. Hence, they will be reforred to collectively as the ray-tracing programs (or PTP) throughout most of the following report. The difference, in turn, is discussed in Section $V$.

The RTP attempts to find the "path" in the torrestrial atmosphere, along which a group of small amplitude infrasonic or internal gravity waves will propagate. Since the basic entity is a group of waves (rather than a solitary wave on an individual wave in the group), the "path" must be calculated from the group velocity. And it is this "path" that is called a "ray". In this regard, there are two points that should be mentioned: 1) use of the group velocity instead of the plase velocity or the wave velocity (corresponding to an individual wave) will make a difference in such quantities as the travel time along the path; and 2) one needs to find a bundle of rays in order to detemine the shape of the wavefront.

To find such paths, the program makes use of raymeracing techniques developed for intemal gravity Waves (Cowling, et at., 1970, 1971; Jones, 1969; and Yeh and Liu 197a), except for those parts deating with the input and output, calculation of the group velocity and certain initial papameters, and che vertical variations in some of the atmospheric perameters.

Finally, we should mention that i) the RTP uses the complete dispersion relationship for acousticogravity waves, rather than any convenient high- or low frequency approximations; 2) the atmospheric structure may include horizontal winds over a range of heights, since the RTP carries out calculations in the reference frame attoched to the wind, then transfoms to a reference frame defined by the surface of the earth; and 3) the waves may be started at any height above the ground.

## II. THE MODE ATMOSPHERE AND ATMOSPHERIC PARAMETERS

The RTp assumes that 1) the terrestrial atmosphere is planar; 2) atmospheric parameters vary in the vertical direction: 3) atmospheric parameters do not vary in the horizontal direction; and 4) air is inviscid and non-dissipative from ground level to the top height. It also assunes implicitly that the rarefied air at heights of fou hunded km 's can be treater the same as air at low levels, and that there is no ionosplere or geanagnetic field. However, there can be horizontal winds over any range of hoights beween ground level and 400 km , although winds are usually included only at heights greater than about 100 km .

Whether these assumptions are reasonable cannot be answered a priori, since it depends on the problem at hand. For example, the first and thind assumptions would be appropriate for situations involving waves that propagate upvards or cownwards in a neary vertical direction. On the ocher hand, they may not be reasomatie for waves that travel for long distances horizontally: especially in the N.S direction because of possible latitudinal variations in atmospheric structure and the curvature of the earth's surface. Another complication is the lateral deflection of rays away from a plane produced by the vertical gradients in wind speed and direction (an example may be found in Coviting et al., 1970). When judging ray-tracing results, one must consider the agreement with observations or priori knowiedge, as well as the appropriateness of the above assumptions.
of the required atmospheric paraneters, the speed of sound and the ratio of the specific heats ("Y") are entered directly thto the program. In the current RTP, both are given as functions of heightat 10.0 km fitervals from 0.0 km to 400.0 km . The accelcrecton of gravity has also been allowed to vary with height over the range from 0.0 krr to 400 km .

At present, we have two decks of cards for the speed of sound. One deck was conputed earlier by Albert Huang, using the $15^{\circ} \mathrm{N}$ amua? model in the 1952 Standard Atrosphere for heights $<120.0 \mathrm{~km}$ and the sumer model for an exospheric temperature of $1000^{\circ} \mathrm{K}$ in the 1966 supplement for heights $\geq 120.0 \mathrm{~km}$. These values were found from the expesssions in the 1962 Standard Atmosphere, assuming $\gamma=1.4$ (There is only a small change if $\gamma$ varies with height.) and that the molecular weight decreases above 120.0 ka as indicated in the summer model. The values are appropriato for the anount of solar radiation that impinged on the
atmosphere around August, 1969; and hence, for a pertod of maximum solar activity. To allow for solar cycle variations, we have also computed values for a minimum in solar activity (Circa August, 1973). The expressions and the procedures used were the same as before. The values are in the second deck of cards and ready to be incorporated into the program whenever necessery. Finally, we determined the height variation of $y$ by linearly extrapolating the values shown in Midgley and Liemohn (7066). These are on cards in the date section of the RTP.

Although it may seen surprising that one does not input the pressure or temperature or denstty of the atmosphere, a moments' thought will show that these parameters are really in the program. They are entered through the speed of sound, the acoustic cutoff frequency and the Brunt frequency. Moreover, the form of the expressions for these frequencies used in the program is not of the general form, but of the form appropriate for an exponentially decreasing pressure and density. In other words, given the scale heights associated with the exponential drop-off, the general expressions can be put in the fom actually used by means of thermodynamic relationsinips.
III. BASIC DEFINITIONS AND EQUATIONS, AND SOME NECESSARY COMMENTS

For immediate reference we ist the most important physical quantities and corresponding mathematical expressions that appear in the program. For additional details the reader is referred to the document by coming, et al., (1970) and the refarences therein.

## A. ACOUSTIC CUTOFF FREQUENCY

The acoustic cutoff frequency ( $f_{a}$ ) sets the lower limit on the frequency scale for atnospheric acoustic maves; that is, propagation is not possible for frequencies $<f_{a}$.

Plane wave or exponential-like solutions for a planar isothermal atmosphere indicate that

$$
\begin{equation*}
W_{a}=2 \pi f_{a}=\frac{\gamma g}{2 C} \tag{1}
\end{equation*}
$$

Where $\gamma$ is the ratio of the specific heats, $g$ is the acceleration of gravity and $c$ is the speed of sound.

## B. bront frequency

The Brunt frequency ( $f_{g}$ ) sets an upper limit to the ollowed frequencies of the internal gravity waves. The sane type of wave solutions show that

$$
\begin{equation*}
W_{g}=2 \pi f g=\frac{\sqrt{\gamma-I}}{c} g \tag{2}
\end{equation*}
$$

where the symbols on the right are the same as in $A$ above.

## c. THE DISPERSION RELATHONSHIP

If there were no cutoff freuencies (i.e. $W_{a}=H_{g}=0$ ), then propagation of atmospheric waves would not be dispersive and, $W$, the angular frequency of the component, would be a linear function of k , the wave number vector. However, analysis of planewaves in a planar isothemal atmosphere shows that

$$
\begin{equation*}
w^{4}-w^{2} c^{2}\left(k_{x}^{2}+k_{z}^{2}\right)+w_{g}^{2} c^{2} k_{x}^{2}-w_{a}^{2} w^{2}=0 \tag{3}
\end{equation*}
$$

where $k_{x}$ and $k_{z}$ are the horizontal and vertical components of the wave vectors, respectively. $W$ is the angular frequency of the vave and the other symbols are as given in A and B above. Without loss of generality, the propagation problem is assumed to be two-dimensional.

The phase velocity of a hamonic component depends on the wave--length. An added complication is its dependence on both $k_{x}$ and $k_{z}$ (rather than just | $\mid$ ) as well as on $W_{a}$ and $H_{g}$. Thus it is difficult to show the relationaship (3) graphically, unless one variable is suppressed (see the figures on pages 55 and 59 in George, 1967 and page 49 in Cowling, et al. : 1970). Impuises ... highly localized and/or monentary pressure or displacement perturbations ... will tend to disperse or spread out into noarly sinusoidal waves with slowly changing frequency and wavelength as they propagate to great distances.

## D. GROUP VELOCITY

The group velocity, $V_{g}$, is generally defined as

$$
\begin{equation*}
\vec{V}_{\mathrm{O}}=\nabla_{k} H_{3} \tag{4}
\end{equation*}
$$

where $\nabla_{k}$ is the gradiont operator with respect to F (Lighthill, 1965). Using
the dispersion relationship in (3), we then find that

$$
\begin{equation*}
k_{g x}=\frac{w c^{2} k_{x}\left(w^{2}-w_{g}^{2}\right)}{w^{4}-w_{g}^{2} k_{x}^{2} c^{2}} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{g z}=\frac{w^{3} c^{2} k_{z}}{w^{4}-w_{g}^{2} c^{2} k_{x}^{2}} \tag{6}
\end{equation*}
$$

Since $W_{a}>W_{g}$, we note the following:

$$
W>W_{d}>W_{g}
$$

infrasonic branch: $W^{2}-H_{g}^{2}>0$

$$
\begin{aligned}
& W^{4}-W_{g}^{2} C^{2} k_{x}^{2}>0 \\
& v_{g x} \text { has same sign as } k_{x} \\
& v_{g z} \text { has same sign as } k_{z}
\end{aligned}
$$

internal gravity branch: $W_{a}>W_{g}>N$

$$
\begin{aligned}
& w^{2}-w_{g}^{2}>0 \\
& v_{g x} \text { has same sign as } k_{x} . \\
& v_{g z} \text { has opposite sign to } k z .
\end{aligned}
$$

of course,

$$
\vec{N}_{\mathrm{g}} \prime^{2}={v_{g x}}^{2}+{v_{g z}}^{2} .
$$

By definition, the ray-path is the path in the atmosphere traced out by $\dot{\vec{V}}_{g}$ and the sipoe of the ray -path with respect to the ground is $V_{g x} / V_{g z}$.

The group velocity is normal to the $H$-contours in $k$-space, as shown in Figure 4.1 on page 49 of Cowling, et al., (1970). Such diagrams represent one possible way of studying the characteristics of mays. Note that the W-contours will be ellipses in the case of infrasonic waves (see George, 1967).

## E. WAVE MOTIOR IH AM AMOSPHERE WITH WINDS

All the equations mentioned above have been derived under the assumption that the planar atmoshere is stationary. If it is moving -- in particular moving in the hortantal dicetton, then tho waves may be Doppler shified in frequency. If $\Omega$ is the anoular frequency in a reference frame fixed to the ground, and $W$, the anguler hreqency in a reference frame moving with the atmo sphere, then

$$
\begin{equation*}
W=\Omega \cdots \vec{K} \cdot \vec{V} \tag{7}
\end{equation*}
$$

$\vec{K}$ is the real part of the wave vector and $\bar{v}$ is the horizontal velocity of the annosphere or the horizontal wind velocity.

Equation (7) is used to transform from the moving frame to the ground (or laboratory) whenever necessay. The point to remember is that equations (1) to (6) apply in the moving frane, since the atnosphere is stationary with respect to it; while observations-m in particular, the initial specification of the wavemotion-are made relative to the ground frame. The following relationm ships are of some importanco in this regards

$$
\begin{align*}
k_{K} & =\frac{\Omega}{V_{p}} \text { in ground frame } \\
& =\frac{W}{V_{p}} \text { in rest frome, } \tag{8}
\end{align*}
$$

where $V_{p}$ is the phase velocity (as measured in reference frames mentioned), and

$$
\begin{equation*}
\vec{V}_{g}(\text { in ground frane })=\vec{V}_{g} \text { (in moving frame) }+\vec{v} \text {. } \tag{9}
\end{equation*}
$$

This shows quite cicarly that waves may be carried along or retarded by horizontal vinds.

## F. ADDITIONA QUANTITIES AND EXPRESSIONS

If the dispersion relationship is solved for $k_{z}$, one obtains

$$
\begin{equation*}
k_{z}^{2}=\left(\frac{w^{2}}{c^{2}}-\frac{w_{a}^{2}}{c^{2}}\right)+k_{x}^{2}\left(\frac{W_{b}^{2}}{W^{2}}-1\right) \tag{10}
\end{equation*}
$$

The RTP actually uses the dispaston relationship in this form.
other guantities used are:

$$
\begin{aligned}
\lambda_{z}= & \frac{2}{k_{z}}=\text { wavelengin in the vertical direction } \\
h_{0}= & \text { initial height above ground } \\
x= & \text { distance in the horizontal direction from initial position } \\
& \text { of wave } \\
t= & \text { time }
\end{aligned}
$$

and

$$
\theta=\text { angle between } \vec{k} \text { and vertical direction }
$$

$$
\text { Q. IMTERPRETATION OF } 1 \text { ANO } k_{x}
$$

According to the derivation leading to the dispersion equation. $W$ and $k_{x}$ are the angular frequency and horizontal wave number of a plane sinusoidal wave. However, we can never observe a perfect simusoidal wave...we can only observe groups of waves, or equivalenty, a finite waveform. If the mediun is also dispersive, then the wavetrain will spread out as it propagates and the "frequency" of the oscillations in the wavetrain will gradually vary along the vavetrain. If the medium is also imonogeneous, it is not obvious that will not vary as the wavetrain travels though the imomegeneity. Similar remarks apply to the wave vector, $k$. Clearly, if weplan to use ray-tracing results in conjunction th obserations, we need to clapify the relationship between $W$, $\vec{k}$ and the fatures of the wavefoms.

We note that $k_{x}$ comot vary bocause the model atmosphere is homogeneous in
the horizontal direction. Thus, $k_{x}$ remains fixed at the initial value specified at the onset of a run, regardiess of the stage of calculation of a ray. On the other hand, $k_{z}$ will vary if the height changes during the calculations.

Lighthill (1965) has show that $U$ is invariant along the path defined by the group velocity even in an inhomogencouss dispersive medium. Thus, W will be constant along the rays in the atmosphere. If we now combine this with the fact that the wavetrains will be dispersed, we see that $W$ is the angular frequency (actually, a sort of average anoular frequency) of the narrow hand of hamonic components that interfere to produce the sub-group of oscillations in the wavetrain with the same angular frequency. In other words, W should be interpreced as the anguiar frequency of a hamonic component in the sense prescribed by the application of the mothod of stantionary phase in the homogeneous case. Since $k_{x}$ is invariant along a ray, it can also be interpreted in this sense.

## IV. DETERMUNATION OF RAYS

A ray path can be detemined if $W, k_{x}, h_{0}$ and the initial direction of phase propagation are specified. The problen of specifying $k_{x}$ will be discussed later. The following procedure is used in the RTP to calculate a ray:
a. Find the values of $k_{z}$ at $h_{0}$ from the dispersion equation, subject to the modification introduced by winds.
b. If $k_{z}$ is real, calculate $U_{x}, U_{z}$, and $\lambda_{z}^{\prime}=0.10 \lambda_{z}=0.10\left(2 / k_{z}\right)$. The thickness of the equivalent isothemal layer at this height is $\lambda_{z}{ }^{\prime}$ or 10 km , whichever is smaller.
c. If the thickness is $\Delta_{2}$, then the time required to traverse the path in the current layer is

$$
\begin{equation*}
\Delta t=\frac{\Delta_{z}}{U_{z}} \tag{11}
\end{equation*}
$$

The vertical distance traversed is $A_{2}$, and the horizontal distance traversed is

$$
\begin{equation*}
\Delta x: U_{x} \Delta t . \tag{12}
\end{equation*}
$$

d. After adding $\Delta_{z}$, $\Delta t$ and $\Delta x$ to the ruming sums, replace $h_{0}$ by $h_{0}+A_{z}$ and repeat the steps staring at a above. Continue the sequence a. to d. until the top of the atnosphere is reached or the situation in e belob occurs.
e. If $k_{z}$ is imaginary, divide the current $\Lambda_{z}$ in half, step upwards by $0.5 A_{z}$ and repeat step a. This continues until a height is reached where $k_{z} \simeq 0.0$. Call this height. $h_{p}$.
f. Since refloction has occurred at $h_{\text {u }}$, the RTP now begins to trace downard repeating the sequence a. to d. with $h_{r}$ replaced by $h_{r}-\Delta_{z}$ initially, then $\left(h_{r}-\Delta_{z}\right)$ replaced by $\left(h_{r}-\Delta_{z}\right)$ - new $\Delta_{z}$, etc., until $k_{z}$ again becomes 0.0 on the ray reaches the ground, or the ray reaches as close to ground as possible in terms of $\Delta_{z}$.
Thus, the rays either continue to the top of the atnosphere, or reflect at some intemediate height. If winds are included, ray may show trapping (as illustrated in Cowling, 1970).

It should be mentioned that the initial steps upwards or downards by $\Delta_{z}$ is controlled by the direction of phase propagation specified at the onset (phase and energy propagate in the same direction only for infrasonic waves). The RTP "remmbers" the direction, so that it can step in the right direction after a reflection. Further since $\lambda_{z}$ tends to be large for the lower frequency intemal grovity waves, it is necessary to divide it by 10 to keep the steps reasonable. Also, the program interpolates between the layers of the model atmozhere, if necessary. Finally, rohected ravs may not be symmetric because the steps just before reaching $h_{r}$ are not necessarily the same as that just after reaching $h_{r}$.

## V. PROGRAM MODIFICATIONS

The input to the original RTP was moditied to allow more flexibility in specifying the wave chamacteristics and to avoid a lengthy read-in of the speed of sound and wind data. The output, on the other hand, was changed to display as many wave characteristics as possible in as few lines as possible. The other major chances were 1) allowing rays to stort at an abitrary height above grounds and 2) allowing some vaniation in the intital wave characteristics, especially, for infrasonic waves.

For the modification in the program montioned above applied to the internal gravily wove, the minimum information required at the outset is again $W, k_{x}$, $h_{0}$ and the drection of phase propagation. If a wind mode? is included then the launch time and the intial azimuth of the waves relative to $N$ must also be specified.

Since rayutracing of this type will be used most likely in connection with observations of TID's, and since the horizontal trace velocity can usuolly be obtained from such observations, the initial data seens reasonable. However, the progran can asily be changed to accept other sets of initial data. For example, one could specify $W$ and the horizontal trace velocity, and let the program compuce $k_{x}$.

For the infrasonic waves the program has been set up to accept Wo ho, and the direction of phase propagation 0 . Then, $k_{x}$ and $k_{z}$ are found from the dispersion equation and

$$
k_{x}=k_{z} \tan \theta
$$

The range of angles ( $3^{\circ}$ to $7^{\circ}$ ) has been chosen to agree as closely as possible with the situation for atmospheric waves launched by Rayleigh waves. Here, the assumption is that $k_{x}$ rematns constam across the groundwair interface. However, W and the Rayleigh phase velocity could be spocified instead, and the program could then compute $k_{x}$ and $g$. Finally, since $\lambda_{z}$ for these waves is much less than for internal gravity waves, the factor of $10 \mathrm{in} \lambda_{z} / 10$ has been removed. This has the effect of increasing the steps from 1 km to a reasonable size and reducing the computar time.

## VI. RESULTS

The first three figures show ray-paths for intemal gravity waves in a windess atmosphere, Phase propagation is domward in all cases. For comparison, the waves vere allowed to start above ground level at a height of 125 km in one of the rus. The shom hortzontal lines along the rays indicate the travel time (in increnents of 20 mimtes) from the starting height; While the longer horizontal the at the top of sone of the rays indicate that a reflection took place at that level and that the energy of the woves then proceeded to move dommads. Fimally, the pertods and homizontal trace velocities were chosen to fall in the range usually associated with modium scale traveling ionosphenic disturbances (Geoge, 1968), mainly becanse we expect these TID would be of the type that night occur most frequently at our Tatitude.

The ray-paths support the comonty hoid viem that intermal gravity waves in the guise of TDD's can tronsport enorgy and momentum (from lower levels) to considerable heights in the atmoshere if the period and wavevector happen to be "favorable." However, results such as these are still tentative because of the strong influence themospheric winds have on these waves (Cowling et al., 1971: and Yeh, et al. 1972). These winds can for example, draw out rays for a long distance horizontally or "induce" a reffection in the lower themosphere in waves that would otherwise penetrate to very great heights. Thus, more ray-tracing studios should be made, boch with and without winds, in order to leam about the effects produced by thermopheric winds and the most probable ray paths for waves of a given period and wavevector at times and places when the themospheric winds had certain spatial and temporal charecteristios.

The nort three figures are for atnospheric acoustic or infrasonic waves in a windiess atmosphere fron a gromd level source. They are parancterized in terms of $e_{k}$, the angle betmen $k$ and the vorical and the pertod is the same for all rays in a given figure. The travel cime along a ray is indicated again by short horizontal lines. Howev, the time increments are not unifom. In order to generate these rays, $0_{\mathrm{k}}$, sther than $k_{x}$ on the horizontal trace velocty, was read into the progra along wht the pertod or, equivelenty, it However, the insert shows the relationshtp betweon $\theta_{\mathrm{k}}$ and both apparent horizontel
velocity $\left(v_{i}\right)$ and the initial angle ( $G_{p}$ ) between the group velocity and the vertical for waves of the given period. Hence, in order to apply these results to different ground sources one need only match the "iaunch" angle, $k$ or the horizontal trace velocity. $V_{h}$. Notice that it is usually difficult to find the initial $\theta_{r}$ because this requires a superposition of waves.

One of the more interesting points that these results illustrate is the progressive change in the roy-paths as the waves change from nearly pure acoustic (Fig. 4) to long-neriod infrasonic (Fig. 6). The latter type not only takes longer to propagate, bui also travels upwards at a stepper angle. Our interest in this type of atmoshoric wave comes matnly from the discovery that Rayleigh waves from large earthqukes can generate vertically propagating infrasound (Yuen, et al., 1969). Since the phase velocity of Rayleigh waves has been detemtned, we can find the appropplate ray by setting $V_{h}$ equal to the phase velocity for the given period, then finding the proper $\theta_{k}$. In this way, it is possible to detemne the travel tinc, and lateral deflection, of the imfrasonic waves that were launched by Rayleigh waves.


Figure 5. Same as Figure 4 except for wave period, $\tau=160 \mathrm{sec}$.
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## APPENDIX 3

## MEASUREMENTS OF THE PHASE ADD GROUP VELOCITIES OF SEISIIC RAYLETGH WAVES IN THE PACIFIC BASIN

The following is a shont description of the search for data on phase and group velocities of seismic Rayleigh waves along paths crossing the Pacific basin. No extensive analysis of the data found was attempted. The velocity observations found in the literoture were plotied and coments are made on the different observations.

In generat, the sarch was confined to papers thet

1. contain recent observations after 1902, the year of Oliver's sumary;
2. studied seimic waves from carthqukes around the pacific basin; and
3. reported observations fron stations in the Pacific basin.

Unfortunately, there were only a fow papers that satisfied these requirements. The otherss however, usually contained very useful infomation. According to the literature citations very important, work on Rayleigh wave dispersion has been camied out recently by rescamohers in japan but the corresponding papers are not available in Hamitton Library. Finally, the seach was confined maimiy to journals, such as tho Butletin of the Seismological Society of America and the dounal of Geophysical Research, which seismologists are most likely would publish their results. Other joumals were checked only if referred to many times.

1. Empirical dispersion curves for seismic Rayleigh waves

Since Doman (1969) has already constructed a fâmly extensive plot of empirically determined values of the phase veloctty, no attenpt was made to display the date on phase velocity in the above sources. Measurements of phase velocity have probably been made since 1969 and while Doman's plot should be updated, this was not dono because the phase velocity at long periods appear to be reasonably well behaved.

The dispersion plot in figure I shows soverai sets of mosurements of the Rayleigh grotp velocity in tho Pacific basin, as vell as the values from 07lver (1962). Also show are values wo detemined from the $H F$ Doppler recordings
of the concomitant Raylcigh-related intrasound. The sets of measurements were identified using the first letter of the first author's name, except for the Dopplergram values (denoted by "0") and Oliver's values (denoted by …-x-m.-. . The legend comtains the gensal locotion of the earhquake and recording station; the types direction and length of path; and necessary explanatory notes. For additional details, the reader is referred to the paper (or papers) containing the measurement. Finally just chough values in a given set of measurements were plotied so as to show the general shape of tho dispersion curve. These values vere then comected with stratht lines to indicate the general shape Thus, there is some distortion (og. kuo et al report a value of $4.0 \mathrm{~km} / \mathrm{sec}$ at 45-50 sec), so that the curve formed by " $k$ " is not flat as indicated), and the origimal data should be examined if the detalls are under consideration.
II. Comments on the Group Velocity

1. Figure 1 suggets the following conclusions:
a. There is no one disporsion curve (i.e., a single curvel that applies throughout the Paotric basin:
b. Varlability in group dispersion is inversely proportional to periods with "convergonce" of measurements starting at about $160-180 \mathrm{sec}$.
c. The largest group velocity occurs at periods of about 45 sec .
and
d. The lovest group velocity occurs at a period of about 220 sec (exciuding the drop-off near 20 sec ).
2. A key to understanding the variability of the group velocity is the depth below the earth's surface to which each Rayleigh wave component penetrates. The rule appears to be that the components penetrate to about $1 / 2$ to 1 wavelength, so that the wave characteristics are largely determined by the velocity structure within this depth.
3. In view of 2 . conchusion $1 . b$ is not too difficult to understand.
a. Behavior of short period Ravieigh waves (period a 40 sec ) is determined by the crustal structures which veries considerably for different regions of the certh's surface.
b. Behavior of Iong-period waves of woo see is determined by the structure of the upper matiles, which is fairly honogeneous in the lateral direction. Hence, one would expect less varioblity. It should be noted, however, thet many of the values in Figure 1 are for very long paths (up to several earth circumferences) and that much of the variations would be averaged out. Nevertheless, the rule seems to be applicable. since the cust forms only a small fraction of the controliting upper mantle layer.
4. If Rayleigh waves trave? along paths of the order of 1 earth circumference. then much of the Variation caused by differences in crustal structure along the path will cancel out. This, along with the points in 3. , Tead to the following general rules which are uscrul in intorpreting the representative measurements in Fioure 1.
a. Gravity velocity observations provide a good moasure at periods $\geq$ 180 sec , regardless of the length of the path.
b. Very lons path ( $\geq 1$ earth circumference) observations do not provide a good measure of group velocity at periods $\leq 80 \mathrm{sec}$.
c. Direct path measurements are always preferable to long path measurements.
5. Most cases reported in the literature we studied was concerned with paths in the western hats of the Pacific bastn. Thus the dispersion in group velocity plotted in Figure $I$ is strictily applicable to that region of the Pacific basin.
6. If the scatter in the masurements is real and not the results of instrumental and observationd uncertainties, then the following statements seem to be valid.
a. Propagation at short periods ( $\leq 60 \mathrm{sec}$ ) is anisotropic in the western half of the Pacific basin, and different dispersion curves will have to be applied to the events on the location of the epicenter and the recording station.
b. Propagation at long periods ( $\geq 100 \mathrm{sec}$ ) is fairly isotropic, so that one dispersion curve applies at these periods.
c. Propagation at internediate periods ( 80 sec to 180 sec ) may or may not be anisotropic.
7. Perhaps, the most impresstve work vas that of Santo (1963, and a later paper
referred in Salto and Takeuchi 1966) on the sectioning of the Pacific basin according to Rayleigh group velocity. The mosult is shown in Figure $2 a$ and $2 b$ (taken from Salto and Takeuchi 1966). The sectioning was made directy in terms of group velocty rather than other geophysical quantitios such as shear velocity and heat flow as in Brune (1969). It is a "good" sectioning procose because it is enpivical and not theoretical (as far as can be detemined). Thus it shows what the basin actually looks itke from the point-of-viok of group veloctty measurements. and mot wht it shond look like according to a thoonettical model of the crust and upper mamte.
a. A single dispersion cume applies to all points of a given region ard the diferent curves apply to the dfferent types of regions.
b. Types of regions range from typical dep water basin ("0") and typical occante structure ("I") to typical continental structure ("7") 。
c. Note the complexity of the portion west of the andestite line; the structuring botween East Island and Baja, Callfomias and the graduation from oceanto to contmental type as one approaches the Howatian relands.
Two final points need to be mentioned.
d. It seems that the number of regions, as well as the shape of the regions, will vary with the range of periods under consideration. Generally, there will be less reglons, and broader, more or less regular regions, for ranges towards the long period end of the spectrum, Indeed, there may be only one region for periods $\geq 180-200 \mathrm{sec}$.
e. This type of sectioning allows one to "display" the amisotrepy present in the dispersion for the given range of periods.
8. Note that the dispersion in group velocity may differ for fatry similar and closely spaced paths such as those for $k$ and $A_{3}$.

## IV. conclusions

Although the measurements in figure 1 were not analyzed in great detail, there appars to be tho rather obvious points concerning the curves as a whole. 1. There are mosurements in the $80-180$ sec range, but only a few of these are for the direct path. Thus, the latter type of measurements for this period ronge are noeded in order to "complete" the stury, In actualty, more masumemts are needed in this range than in any other bocause this is a transition range where behavior changes from that determined by crustal structure to that detemmed by the upper mante in particulars it is not clear from figure 1 at wat period behavior ceases to be anisotmpic and becomes isotropic.
2. Measurements are mended for paths crossing the eastern halt of the Pacific basin. While this area is mostly ocennic, and hence, sonewht unform, it seems that the Faster island ridge introduces variations in the dispersion.
Further, it seems that one possible way of sumarizing all the measurements would be to construct maps such as Samto's in Figure za, showing isodispersive areas. There would probably be $2-4$ naps for $2 \sim 4$ ranges or periods. For example. the might be maps for the ranges: 0.60 sec ; $60 \cdots 120 \mathrm{sec} ; 120 \mathrm{~m} 180 \mathrm{sec}$; and $180-280 \mathrm{sec}$. Clearly given such maps, the location of the epicenter and observing point, one can then accurately detemine the time of arrival of various frequency components.

Finally, if one is limited to the use of just one dispersion curve, the best seems to be

1. the average of $K$ and $A$ between 20 and 100 sec ;
2. the average of $A$ and $D$ betreen 120 and 750 sec ;
and
3. measumements $\cap$ for periods beyond 150 sec .

Such a curve lies in the midele of the scatter, and woutd probably be in serious error only towards the shori period end.

Direct From Dopplorgrons; allowing for varying launch angle and using lluang's periods; Arrival time taken at poak.

Direct K Kuo et al: 1002; Rayleigh waves from Kumil earthquake recorded at Suva. Fijis; Ry haves.

Direct $P$ Pomeroy, 1963; Rayleigh waves frum Eniwitok and Bikini blasts recorded at Homoluh; $R_{j}$ waves.

Santo (from Satto and Takeuchi, 1966); $S_{0}, S_{7}, S_{3}, S_{5}$ refers to different regions in Pacific basin. See Saito and rakeuchi, 1966, for divisions of regions; $R_{T}$ waves?

Direct A. Abe, 1972; "A" refers to average for Pacific $A_{3}$ refers to Souih Alaska earthquake recorded at Samoa. Ry vaves; $A_{6}$ refers to West Japan earthquake recorded at Samoa $R_{1}$ waves: 90 percent Oceanic

Direct $A p \quad A b c$ and Kanamori (Japan Journal); Equatorial earthquakes recorded in Japan; R. waves; Path lies west of the Andesite line; Mostly oceanic.

KA
Kanamori, 1970; KA. refers to Kuril earthquake recorded at Tokyo. $K A_{2}$ refers to Kuril earthouake recorded at Sanoa. Group velocities measured using $R_{3} \cdot R_{4} \cdot R_{5}$ and $R_{6}$ With the following estimated path mixtures:
Oceanic $(\%)$ Tectonic $(\%)$ Shield $(\%)$

| $K A_{7}$ | 66 | 9 | 25 |
| :--- | :--- | :--- | :--- |
| $K A_{2}$ | 75 | 5 | 20 |

D
Datewonski ald Landisman, 1970:
Averages for Kull carthquake reconded at N.E. Australia and Tasmania. Uses $R_{n}, n=2$. Pathmixture estimate is
$68 \%$ Oceanic, $14 \%$ Tectonic and $18 \%$ Shield.

G
Gupta and Santo, 1973; Approximate values for japan to Alburquerque using $R_{4}$. Path mixture not reported.

H
Hamada, 1971;
H. refers to Taiwan earthquake recorded by LASA in Montana (path traverses Japan, Kuriles, Aleutian, and Pacific Ocean).
$H_{2}$ refers to Mongolia earthquake recorded by LASA in Montana (path traverses Siberias Arctic, Mid-Canada).
Path mixture not reported.

Approximate curves of Oceanic (upper) and Continental (lower) branches as given by Oliver's summary taken from his 1962 paper.


(כヨS/WX) ALIJO7ヨ^ dno89

[^1]

Fig. 2a. Division map of the Pacific (after T.A. Santo, by courtesy of Bull. Eartha. Res., Inst.).


Fig. 2b. Characteristic dispersion curve for Rayleigh wave.
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## APPENOIX 4

## A METHOD FOR the determination of the ionospheric electron density profile

### 4.1 Introduction

One of the important problems in the theoretical calculation of Doppler frequency shift caused by SC, is the determination of the electron density $N_{e}(z)$ as a function of height $z$ in the ionosphere when the virtual reflection height $h^{\prime}(f)$ of vertically incident radio waves is known as a function of frequency at or near the onset of a sudden commencement. The function $h^{\prime}(f)$ is found from the measured time delay for the return of a pulse of radio waves from the ionosphere. It is given by

$$
\begin{equation*}
h^{\prime}(f)=\int_{0}^{z_{r}} \mu^{\prime}\left(f, N_{e}\right) d z \tag{4.1}
\end{equation*}
$$

where $z_{r}$ is the height at which the radio waves are reflected, and $\mu^{\prime}$ is the group refractive index defined by

$$
\begin{equation*}
\mu^{\prime}=c / u \tag{4.2}
\end{equation*}
$$

where $c$ is the velocity of light and $u$ is the group velocity of the radio waves used,

As will be shown in the next section, $\mu^{\prime}$ is a known function of $f \&$ $N_{e}$ and the problen is to solve the integral equation (4.1) to obtain the unknown function $N_{e}(z)$. When the geonagnetic field is neglected, $\mu^{\prime}$ is (Davies, 1969)

$$
\begin{equation*}
\mu^{\prime}=\frac{1}{\sqrt{1-\left(\frac{f}{f}\right)^{2}}}=\frac{1}{\mu} \tag{4.3}
\end{equation*}
$$

where $\mu$ is the phase refractive indox (nomally simply referred to as the refractive index) and $f_{M}$ the plasma frequency. Equation (4.1) becomes

$$
\begin{equation*}
h^{\prime}(f)=f \int_{0}^{z_{r}} \frac{d z}{\sqrt{f^{2}-f_{N}^{2}}} \tag{4.4}
\end{equation*}
$$

This equation is a form of Abel's integral equation whose analytical solution is given by

$$
\begin{equation*}
h\left(f_{v}\right)=\frac{2}{\pi} \int_{0}^{f_{v}} \frac{h^{\prime}(f)}{\sqrt{f_{V}^{2}-f^{2}}} d f \tag{4.5}
\end{equation*}
$$

where $h\left(f_{V}\right)$ is the true (or real) height of reflection of a radio wave of frequency $f_{v}$ (Wright et al., 1957). When the geomagnetic field cannot be neglected, this simplification is not possible and there is no analytical solution of (4.1), and it must be solved numerically. A variety of methods have been proposed for solving this equation (see summary by Thomas, 1957).

The purpose of this chapter is to introduce Budden's method for solving integral equation (4.1), and work out a computer program for this purpose.

### 4.2 Some useful equations

According to magneto-ionic theory (Ratcliffe, 1959), the refractive index $\mu$ of the ionosphere is given by

$$
\begin{equation*}
\mu^{2}=1-\frac{x}{1 \cdot\left\{Y_{T}^{2} / 2(1-X)\right\} \pm \sqrt{\left\{Y_{T}^{4} / 4(1-X)^{2}\right\}+Y_{L}^{2}}} \tag{4.6}
\end{equation*}
$$

where

$$
\begin{align*}
& X=\left(f_{N} / f\right)^{2}  \tag{4.7}\\
& \gamma_{L}=Y \cos \theta  \tag{4.8}\\
& \gamma_{T}=Y \sin \theta \tag{4.9}
\end{align*}
$$

$$
\begin{aligned}
& Y=f_{H} / f \\
& \gamma_{N}:=\text { plasma frequency } \\
& f_{H}=\text { gyro-frequency }
\end{aligned}
$$

$\theta=$ angle between the direction of wave normal and the external magnetic field $B_{0}$.
The plasma frequency $f_{N}$ and the gyromfrequency for electron $f_{H}$ are given respectively by Equations (4.11) and (4.12).

$$
\begin{align*}
& f_{N}=\sqrt{\frac{e^{2} N}{4 m^{2} \varepsilon_{0} m^{m}}}  \tag{4.11}\\
& f_{H}=\frac{e B_{0}}{2 m e} \tag{4.12}
\end{align*}
$$

It can be shown that

$$
\begin{equation*}
\mu^{\prime}=\frac{c}{u}=c \frac{\partial K}{\partial \widehat{\omega}}=\frac{\partial}{\partial \omega}(\omega \mu)=\frac{\partial}{\partial F}(\tilde{f} \mu) \tag{4.13}
\end{equation*}
$$

where $K$ and $\mu$ are the propagation constant and the refractive index, respectively. Expressing (4.13) in terms of the variables $X$ and $Y$, instead of $f$, we have

$$
\begin{equation*}
\mu^{\prime}=\mu+f\left(\frac{\partial \mu}{\partial X}\right)_{Y} \frac{d X}{d f}+f\left(\frac{\partial u}{\partial Y}\right) X \frac{d Y}{d f} \tag{4.14}
\end{equation*}
$$

Substituting

$$
\begin{equation*}
f \frac{d X}{d f}=-2 X \tag{4.15}
\end{equation*}
$$

and

$$
\begin{equation*}
f \frac{d Y}{d f}=-. Y \tag{4.16}
\end{equation*}
$$

into (4.14), we have

$$
\mu^{\prime}=\mu-2 X\left(\frac{\partial \mu}{\partial X}\right)_{Y} \quad=\quad Y\left(\frac{\partial \mu}{\partial Y}\right)_{X}
$$

or

$$
\begin{equation*}
\mu \mu^{\prime}=\mu^{2}-x\left(\frac{\partial \mu^{2}}{\partial X}\right) Y-\frac{1}{2} Y\left(\frac{\partial \mu^{2}}{\partial Y^{2}}\right) X \tag{4.17}
\end{equation*}
$$

Substituting $\mu$ and $\mu^{2}$ from (4.6 into (4.17), we obtain, after manipulation,

$$
\begin{equation*}
\mu^{\prime}=\mu+\frac{\left(1-\mu^{2}\right)^{2}}{\mu}\left\{\frac{1}{\bar{X}}+\frac{Y_{T}^{2}}{2(1-X)^{2}} \pm \frac{2(1-X)^{3} Y_{L}^{2}-X Y_{T}^{4}}{2 X(7-X)^{2} Y_{T}{ }^{4}+4(1-X)^{2} Y_{L}^{2}}\right\} \tag{4.18}
\end{equation*}
$$

where the + and - sign refer to the ordinary and extraordinary waves, respectively (Davies, 1969).

Near the level of reflection, we have $X \simeq 1, \mu \approx 0$, and $\mu^{\prime}$ approaches infinity for ordinary wave and the group refractive index can be approximated by (Davies, 1969)

$$
\begin{equation*}
\mu^{\prime} \cong \varepsilon^{-1 / 2} \csc \theta\left(1-\frac{3}{2} \varepsilon \cot ^{2} \theta\right) \tag{4.79}
\end{equation*}
$$

where

$$
\theta=1-x
$$

is a very small quantity.
It can be shown that

$$
f_{H}=\frac{\mathrm{e} B_{0}}{2 \pi m_{e}}=1.536 \times 10^{3} \frac{B_{0}}{M_{e}}
$$

where $M_{e}$ is the nass of the electron in atomic mass unit and total magnetic intensity $B_{0}$ in ganna. The annual values of $B_{0}$ at Honolulu for the year of 1969 was $B_{0}=35804$ gamma. Using this value of $B_{0}$, $f_{h}$ at 300 km was calculated to be 0.873 MHz .

### 4.3 Budden's matrix method

In order to integrate (4.1) numerically to obtain the electron density profile $\mathrm{Ne}(z)$ from the ionogram, Budcon (1955) has worked out a lamination method under the following assumptions:
(i) The viriual height $h^{\prime}(f)$ is measured for ordinary wave which is reflected at the level where $f=f_{N}$,
(ii) The effect of electron collision is neglected,
(iii) The frequency is gredt enough to permit the assumption of a slowly varying ionosphere so that a ray theory can be used, and
(iv) The electron density increases monotonically with respect to height.

Suppose $h^{\prime}(f)$ is given as a tabulated function at equal interval af of the frequency, and the $n^{\text {th }}$ observed virtual height is $h^{\prime}(n \Delta f)=n^{\prime} n^{\prime}$ where $n$ is an integer. Instead of using $N_{e}$ in (4.1), it is more convenient to use plasma frequency $f_{N}$ defined in (4.17) so that (4.1) may be witien as

$$
\begin{equation*}
h^{\prime}(f)=\int_{0}^{z} r \mu^{\prime}\left(f, f_{N}\right) d z \tag{4,20}
\end{equation*}
$$

Using $f_{N}$ as an independent variable, (4.20) may be written as

$$
\begin{equation*}
h^{\prime}(f)=\int_{0}^{f} \mu^{\prime}\left(f, f_{N}\right) \frac{d z}{d f_{N}} d f_{N} \tag{4,27}
\end{equation*}
$$

The range of integration in (4.21) is divided into discrete intervals $\Delta F$ s so that for the $m^{\text {th }}$ interval

$$
(m-1) \Delta f<f_{N}<m \Delta f
$$

where $1 \leq m \leq n$. In each of these intervals, it is assumed that $d z / d f_{N}$ is constant and is given by

$$
\begin{equation*}
\frac{d z}{d f_{N}} \simeq \frac{z_{m}-z_{m-1}}{\Delta f}=\text { constant } \tag{4.22}
\end{equation*}
$$

where

$$
z_{m}=z(m \Delta \tilde{r})
$$

Then, (4.21) may be written as

$$
\begin{align*}
& h^{\prime}(n \Delta f)=\sum_{m=1}^{n}\left\{\left(\frac{d z}{d f_{N}}\right)_{m} \int_{(m-1) \Delta f}^{m \Delta f} \mu^{\prime}\left(n \Delta f, f_{N}\right) d f_{N}\right\} \\
& =\sum_{m=1}^{n}\left(z_{m}-z_{i m-1}\right)\left\{\frac{1}{\Delta f} \int_{(m-1) \Delta f}^{\Delta f} \mu^{\prime}\left(n \Delta f, f_{N}\right) d f f_{N}\right\} \tag{4.23}
\end{align*}
$$

Let

$$
\left.\begin{array}{ll}
M_{n m}=\frac{1}{\Delta f} \int_{(m-l) \Delta f}^{m \Delta f} H^{\prime}\left(n \Delta f, f_{N}\right) d f_{N} & \text { for } m \leq n  \tag{4.24}\\
M_{n m}=0 & \text { for } m>n
\end{array}\right\}
$$

then (4.23) becomes

$$
\begin{equation*}
n_{n}^{\prime}=\sum_{m=1}^{n} M_{m i n}\left(z_{m}-z_{m-1}\right) \tag{4.25}
\end{equation*}
$$

In matrix form (4.25) may be written as

$$
\left[\begin{array}{l}
h_{1}^{\prime} \\
h_{2}^{\prime} \\
h_{3}^{\prime} \\
\vdots \\
\vdots \\
h_{n}^{\prime}
\end{array}\right]=\left[\begin{array}{lllll}
M_{11} & 0 & 0 & \ldots \ldots . & 0 \\
m_{21} & M_{22} & 0 & & \vdots \\
M_{31} & M_{32} & M_{33} & & \vdots \\
\vdots & & & & \vdots \\
\cdot & & & & \cdot \\
M_{n 1} & M_{n 2} & M_{n 3} & \ldots \ldots . & M_{n n}
\end{array}\right]\left[\begin{array}{ccc}
1 & 0 \ldots 0 \\
-1 & 1 & \vdots \\
0 & -1 & \vdots \\
\cdot & \vdots & \vdots \\
\cdot & \cdot & \vdots \\
0 & & -1
\end{array}\right]\left[\begin{array}{l}
z_{1} \\
z_{2} \\
z_{3} \\
\vdots \\
z_{n}
\end{array}\right]
$$

$=\left[\begin{array}{lllll}M_{11} & 0 & 0 \ldots \ldots & \ldots & 0 \\ M_{21}-M_{22} & M_{22} & 0 & & \vdots \\ M_{31}-M_{32} & M_{32}-M_{33} & M_{43}-M_{44} & \\ \vdots & \vdots & \vdots & & \vdots \\ \vdots & \vdots & \vdots & & \vdots \\ M_{n 1}-M_{n 2} & M_{n 2}-M_{n 3} & M_{n 3}-M_{n 1} & \ldots . & M_{n n}\end{array}\right]\left[\begin{array}{c}z_{1} \\ z_{2} \\ z_{3} \\ \vdots \\ \vdots \\ z_{n}\end{array}\right]$
$\left.=\left[\begin{array}{llll}A_{11} & 0 & \cdots & 0 \\ A_{21} & A_{22} & \cdots & \\ A_{31} & A_{32} & \cdots & \\ \vdots & A_{n 1} & A_{n 2} & \cdots\end{array}\right] \quad A_{n n}\right]\left[\begin{array}{c}z_{1} \\ z_{2} \\ z_{3} \\ \vdots \\ z_{n}\end{array}\right]$
where $\quad A_{n m}=M_{n m} * M_{n, m+1}$
Matrix equation (4.26) can be written as

$$
\begin{align*}
& h_{1}^{\prime}=A_{11} z_{1} \\
& h_{2}^{\prime}=A_{21} z_{1}+A_{22} z_{2} \\
& h_{3}^{\prime}=A_{31} z_{1}+A_{32} z_{2}+A_{33} z_{3} \tag{4.28}
\end{align*}
$$

$$
h_{n}^{\prime}=A_{n 1} z_{1}+A_{n 2} z_{2}+A_{n 3} z_{3}+\ldots .+A_{n n} z_{n}
$$

By successively solving for the layer heights $2 n$, we obtain

$$
\begin{align*}
& z_{1}=\frac{1}{A_{11}} n_{1}^{\prime} \\
& z_{2}=\frac{1}{A_{22}} h_{2}^{\prime}-\frac{A_{21}}{A_{22}} z_{1} \\
& z_{3}=\frac{1}{A_{33}} n_{3}^{\prime}-\frac{A_{32}}{A_{33}} z_{2}-\frac{A_{31}}{A_{33}} z_{1}  \tag{4.29}\\
& \vdots \\
& z_{n}=\frac{1}{A_{n n}} h_{n}^{\prime}-\frac{A_{n, n-1}}{A_{n n}} z_{n-1}-\ldots \ldots \cdot \frac{A_{n, 1}}{A_{n n}} z_{1}
\end{align*}
$$

Equation (4.29) is the required solution in which the $A_{n m}$ 's are independent of the observational data $h^{\prime}(f)$ and are only dependent on the total magnetic field intensity $B_{0}$, and the dip angle I of the observer. Therefore, once the integrals (4.21) and the quantities in (4.27) have been
evaluated for the station, the real height $z_{n}$ 's can be obtained by solving (4.29) using the observed $h_{n}$ 's. This method was invented by Budden and is called Budden's matrix method (Budden, 1955). For brievity of notation, (4.29) will be written as follows:

$$
\begin{align*}
& z_{1}=c_{11} h_{1}^{\prime} \\
& z_{2}=c_{21} h_{2}^{\prime}+c_{22} z_{1} \\
& z_{3}=c_{31} h_{3}^{\prime}+c_{32} z_{2}+c_{33} z_{1} \tag{4.30}
\end{align*}
$$

$$
z_{n}=c_{n 1} h_{n}^{\prime}+c_{n 2} z_{n-2}+\ldots .+c_{n} z_{1}
$$

In an ordinary ionospheric sounder, the minimum probing frequency is usually set at 1.0 MHz . If we chose $\Delta f=0.1 \mathrm{MHz}$, then $z_{7}, z_{2}, \ldots$, $z_{g}$ in (4.30), which are the real reflection heights for the probing frequencies of $0.1,0.2,0.3, \ldots, 0.9 \mathrm{MHz}$, cannot be determined by using (4.30); because the ionospheric sounder cannot give the virtual heights $h_{1}{ }^{\prime}, h_{2}^{\prime}, \ldots ., h_{g}^{\prime}$. At the low frequency end, the $h^{\prime}(f)$ curve for the ordinary wave is almost horizontal and may be considered as the base height of the ionosphere. Hence $h^{\prime}(f)$ for all $f$ in the range from 0 to 1.0 MHz can be considered to be roughly constant and equal to $z\left(f_{N}\right)$, where $f_{N}=1.0 \mathrm{MHz}$ for an ordinary ionospheric sounder, i.e., we may set

$$
z_{1}=z_{2}=\ldots .=z_{10}=h_{10}^{\prime} \equiv h^{\prime} 0
$$

If we redefine $z_{1}, z_{2}, z_{3}, \ldots, z_{n}$ to mean the real reflection height for the frequency of $1.0,1.1,1.2$, then $(4.30)$ can be rewitten as

$$
\begin{aligned}
& z_{0}=h_{0}^{\prime} \\
& z_{7}=c_{10} h_{0}^{\prime}+c_{11} h_{1}^{\prime}
\end{aligned}
$$

$$
\begin{align*}
& z_{2}=c_{20} h_{0}^{\prime}+c_{21} h_{2}^{\prime}+c_{22} z_{1}  \tag{4.31}\\
& z_{3}=c_{30} h_{0}^{\prime}+c_{31} h_{3}^{\prime}+c_{32} z_{2}+c_{33} z_{1} \\
& \vdots \\
& z_{n}=c_{n 0} h_{0}^{\prime}+c_{n 1} h_{n}^{\prime}+c_{n 2} z_{n-1}+\ldots . .+c_{n n} z_{1}
\end{align*}
$$

where $C_{n 0}$ stands for the sum of the elenents for frequencies from 0.1 MHz to 1.0 MHz . Since the sum of all $\mathrm{C}_{\mathrm{nm}}{ }^{\prime} \mathrm{s}$ in each of the equation in $(4,30)$ must be unity, the $C_{n 0}$ 's can be obtained by

$$
\begin{equation*}
c_{n 0}=1-\sum_{m=1}^{n} c_{n n} \tag{4.32}
\end{equation*}
$$

4.4 A computer program for the evaluation of the values of $C_{n m}$

In order to determine $C_{n m}, M_{n m}$ must be determined first. In the determination of $M_{n m}$, the evaluation of the integral in equation (4.21) can be carried out directly by Simpson's method except for the case when $m=n$. When $m=n, u^{\prime}$ approaches $\infty$, i.e., (4.24) cannot be evaluated directly. It can be evaluated by the method described below.

Let a new variable $\$$ be defined by

$$
\begin{equation*}
\sin \phi=f_{N} / f=f_{N} / n \Delta f \tag{4.33}
\end{equation*}
$$

then

$$
\begin{aligned}
& x=\sin ^{2} \phi \\
& \varepsilon=1-x=1-\sin ^{2} \phi=\cos ^{2} \phi
\end{aligned}
$$

and

$$
d f_{N}=f \cos \phi d \phi=n \Delta f \cos \phi d \phi
$$

Substituting for $f_{N}$ and $d f_{N}$ in (4.24) we have

$$
\begin{aligned}
M_{n m}= & n s^{\sin ^{-1}}\left(\frac{m \Delta f}{f}\right) \\
& \sin ^{-1}\left\{\frac{(m \cdot 1) \Delta f}{f}\right)
\end{aligned}
$$

When the level of reflection is reached, the group refractive index $\mu^{\prime}$ (see equation 4.9) reduces to $\mu^{\prime} \approx \varepsilon^{-1 / 2}=1 / \cos \phi$ Therefore, (4.34) becomes

$$
\begin{align*}
M_{n m} & =n \int^{\sin ^{-1}\left(\frac{n \Delta f}{f}\right)} \sin ^{-1} \frac{(n-1) \Delta f}{f} d \phi \\
& =n\left\{\sin ^{-1} 1-\sin ^{-1} \frac{(n \cdot 1)}{n}\right\}
\end{align*}
$$

and the integral converges even thougn $\mu$ 'approaches infinity as the integration approaches the level of reflection.

The calculations were processed according to the following steps:
(i) By using annual mean values of $B_{0}=358049$ gama and $I=48.31^{\circ}$ observed at Honolulu Observatory for the year of 1968, $f_{H}$ at 300 km height is 0.873 MHz and $0=90-\mathrm{I}=51.29^{\circ}$ over Maui.
(ii) The frequency range was chosen to be from 1.0 MHz to 18 MHz , i.e., $n=1$ to 171 and $\Delta f$ was chosen to be 0.1 MHz .
(iii) Equation (4.18) was used to calculate group refractive index $\ddot{\mu}^{\prime}$ by giving $f$ ard $f_{N}$. To do this, a subroutine subprogram UDASII (F, FN, U) was developed, where $U$ is the returned value of $\mu^{\prime}$.
(iv) In order to evaluate $M_{n m}$, the integral in (4.24) was numerically integrated by Simpson's method using 5 ordinates. For $m \neq n$, the expression in (4.34) was directiy used for numerical integration. For $m=n$, the following equation derived from (4.24) was used for numerical integration.

$$
M_{n n}=\frac{1}{\Delta f} \quad f_{(m-0.25) \Delta f}^{(m \cdots 1) \Delta f} \quad \quad \mu^{\prime}\left(\hat{f}, f_{N}\right) d f_{N}
$$

$+n\left(\sin ^{-1} 1=\sin ^{-1} \frac{n-0.25}{n}\right)$
A subroutine subprogram INTEG $(\mathrm{Y}, \mathrm{H}, \mathrm{N}, \mathrm{A})$ was provided to perform Simpson's numerical integration. The arguments $\gamma, H$, $N$, and A represent ordinate value, step width, number of ordinates and the returned value of integration.
(v) $A_{\text {nm }}$ was calculated by using (4.27), and $C_{\text {nm }}$ by using (4.30) and (4.32).

The whole set of computer program for calculation of $C_{n m}$ for Maui station is given in Appendix 4A. Some of the $C_{n m}$ 's calculated are shown in Table 4,7. The Teftmost column represents the plasma frequency in MHz. C $C_{n m}{ }^{\prime}$ s are arranged in ascending order of $m$ for each $n$. If $m$ is too large to allow all $C_{n m}$ 's to be arranged in one row, the extra $C_{\text {nnn }}$ 's are arranged in the following row or rows. The complete set of $C_{n m}$ require more than 24 pages; hence only those with small $n$ are given in Table 4.1. The complete table of $C_{n n}$ as well as their punched cards is filed in the Radioscience Laboratory.
4.5 A computer program for the determination of an electron density profile from an ionogram.
Once the $C_{n i n}{ }^{\text {'s }}$ are determined, (4.31) can be used to detemine the $z_{n}$ 's. However, the real height corresponding to $F_{2}$ layer critical frequency $\mathrm{foF}_{2}$ cannot be determined by this equation; because the virtual height becones infinity at this frequency. Therefore, some kind of model electron density distribution of the ionosphere should be assuned and used to fit the actually observed virtual heights near fof ${ }_{2}$ so that the real height at foF 2 can be detemined, Usually, a parabolic distribution of the electron density is assumed for this purpose.
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Let $z_{c}$ and $q_{c}$ represent the real height at frequency foF $F_{2}$ and the quarter thickness of the assumed parabotic layer, respectively, then the following equation can represent this layer:

$$
\begin{equation*}
f^{2}=f_{c}^{2}\left\{1-\left(\frac{z-z_{c}}{2 q_{c}}\right)^{2}\right\} \tag{4.37}
\end{equation*}
$$

where $f_{c}$ denotes the roF $_{2}$. The $z_{c}$ and $q_{c}$ are determined by fitting this parabolic layer to the last two real heights. Let the frequencies and the corresponding real height be $f_{n-1}, f_{n}$ and $z_{n-1}, z_{n}$, respectively. Since $\Delta f=0.1 \mathrm{MHz}$, we have

$$
\begin{equation*}
f_{n}=\hat{f}_{n-1}+0.1=\hat{f}_{c}-0.1 \tag{4,38}
\end{equation*}
$$

The equation (4.37) can be solved for the height $z$ and written as

$$
\begin{equation*}
z=z_{c}-\frac{2 q_{c}}{f_{c}} \sqrt{\left(f_{c}-f\right)\left(f_{c}+f\right)} \tag{4.39}
\end{equation*}
$$

Substituting $\left(f_{n-1}, z_{n_{-1}}{ }^{\prime}\right)$ and $\left(f_{n}, z_{n}{ }^{\prime}\right)$ into (4.39) we obtain the real height at the two levels.

$$
\begin{aligned}
z_{n-1} & =z_{c}-\frac{2 q_{c}}{f_{c}} \sqrt{0.2\left(2 f_{c}-0.2\right)} \\
z_{n} & =z_{c}-\frac{2 q_{c}}{f_{c}} \sqrt{0.1\left(2 f_{c}-0.1\right)}
\end{aligned}
$$

Solving these two equations simultaneousty for the real height at the maximum of the electron density and the quarter thickness of the parabolic layer, we have

$$
\begin{equation*}
z_{c}=z_{n}+\frac{\left(z_{n}-z_{n+1}\right) \sqrt{0.1\left(2 f_{c}-0.1\right)}}{\left\{\sqrt{0.2\left(2 f_{c}-0.2\right)}-\sqrt{0.1\left(2 f_{c}-0.1\right)}\right.} \tag{4.40}
\end{equation*}
$$

and

$$
\begin{equation*}
q_{c}=\frac{\left(z_{n}-z_{n-1}\right) f_{c}}{2\left\{\sqrt{0.2\left(2 f_{c}-0.2\right)}-\sqrt{0.1\left(2 f_{c}-0.1\right)}\right\}} \tag{4.41}
\end{equation*}
$$

The ordinary ionospheric vertical sounder can observe only the botton side of the ionosphere. The top side ionosphere can be observed by using top side sounder or coherent scattering technique. Since the top-side jonograms are not available, the electron density distribution above the peak electron density was assumed to coincide with that for a Chapman layer given by (4.42)

$$
\begin{equation*}
N_{e}=N_{e c} \exp \left\{\frac{1}{2}\left(1-Z-e^{-Z}\right)\right\} \tag{4.42}
\end{equation*}
$$

where $N_{e c}$ is the peak electron density corresponding to $f_{c}$, and $Z=\frac{z-z_{c}}{H}$
where $H$ is a scale height and is assumed to be 100 km (Wright, 1960). Using Equations (4.31), (4.40), (4.41) and (4.42) a computer program has been developed, the detail of which is shown in Appendix $\triangle B$. In order to use this program, the procedures given in Appendix $4 B$ must be followed to digitize the ionogram and prepare a set of data cards. In Fig. 4.1, the dashed line gives the $h^{\prime}(f)$ curve reproduced from the ionogram obtained at Maui on May 14, 1969 at 0915 HST. The full line shows $z(f)$ curve obtained by using computer program given in Appendix 5A. The horizontal axis refers to $\log _{70} f$, where $f$ is in a unit of MHz . Due to group retardation of radio waves in the ionosphere, $z(f)$ is much smaller than $h^{\prime}(f)$ for a given frequency $\hat{f}$. This difference increases as $f$ increases. In Figure 4.2 are shown the monthly mean hourly electron density profiles obtained for March 1968. The number on each curve represcnts the hour. Each hourly electron density profile is obtained from a composite $h^{\prime}(f)$ curve which is constructed by taking an average of 5 hourly ionograns obtained during the 5 international quiet days. The diurnal variation of the electron density can be seen clearly

Figure 4.1 Digitized $h^{\prime}(f)$ curve (upper curve) obtained for the ionogram given in Figure 4.1
and the corresponding electron density profile (lower curve).

through this figure. Figure 4.3 shows the diurnal variation of the electron density at fixed heights.

While the variation of electron density is similar to a Chapman
layer up to above 200 km it becomes quite irregular above 200 km . Some of these electron density profiles will be used in Cheptor WI for theoretical calculation of the Doppler frequency shifts calised by a model sudden commencenent.


Figure 4. 3 The diurnal variation of the electron density at various fixed altitude obtained for the magnetically quiet days of Harch 1968.
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## APPENDIX AR

## A COMPUTER PROGRAM FOR THE CALCULATION OF $C_{\text {NA }}$.

```
FurymaN IV G LEvEL 20
MNIH
C TO CRLCULNTE BUDOEN'S C(N. H)
```



```
0002
0003
0004
0005
0008
0007
0008
0009
0010
0011
001%
0013
0014
0015
0016
0017
0010
0015
0020
002&
0022
0023
002%
0025
0026
0027
0028
0029
0030
0031
0032
0033
0034
0035
0036
0037
0038
0039
0040
0042
0042
0043
0044
0045
0048
0047
0048
0049
0050
OMENSION HC1T(170,17UI,TEMP(1TO)gY{S}
0=ARSII:(1.0)
DO 10 N=1.170
TFMP(N)=0.0
0O 10 M=1.170
10 MEIT(N:M)=0.0
    00 31 N=1, 25
    00 31 N=1:N
    RN=M
    RN=N
    F=1.CtRN/10.0
    1F (M FO. N) GO TO 71
    DO 70 I:=1,5
    FN=1.04(RM-1.0)/10.040.025*(I-1)
    CALL UOASH(F,FM,US
70 Y(I)=U
    CALL INTEG(Y,0.025,5:A)
    HEIT(N,M)=A*10.O
    GO TO 31
    71 00 72 I=1% %
```



```
        CALL UOASH{F:FN,U}
    72 Y{I )=U
        CALL INTEG(Y,0,025,4,AD
        Y(5)=(E-ARS]N((RN-0.25)/RNJ{*RM
        HEIT(N:M)=A*{O.OHY(5)
    31 CONY:NUE
        00 12 N=2. 25
        NN:N-1
        OO 12 N:=1,NH
```



```
    HEIT(1,1)=1./HEIT(1, L)
    DO 6O N=?, 25
        TEMP(1)=1.O/HEIT(NSNS
        NH=N-:
        DO 61 M=l,NM
    61 TENP(N+1)=-HE{T(N,N-H)率EKP(1)
    00 60 M=1,N
60 HEIT(N,M)=TEMP(M)
    00 15 N:=1, 25
    RESID=0.0
    OO 14 K=1,N
1* RES:O=RESIO+HEIM(fl*R)
    RES:D=1,0-RESID
    HRITE (G,?O) RESIO, (HEIT(N,IH),M=!.&N!
45 WRITE (7,21) NESIO,(IEIT(N+H),M=1,N!
20 FORMAT(10X, LOFIC.5:
21 FORMAT(11F7.5%
        STOP
        END
```

```
FORTRANIV GLEVEL 20 UDASH DATE = 73227
OOO: SUBROUTINE UDASH(F,FH,UY
OOU2 DOHBLE PKECISIGN YL,U,A,B:X,FH:YY
0003 }x={FN/F)%%
0004 FH:=0.549E7/{3.1't16*2.0)
0005 YL=FH*COS(51.206*3.141%/18C.0)/4
0006 YT={H*SIM151.296*3.1416/180.0)/F
```



```
0008 B=1.(j-2.0*X*(1.(-X)/(2.0*(1.0)-x)\cdotsY「4*2*A)
```



```
    z (1.0-X)**3*Y(**2-X*YT**4)((2.0***(1.0-X)**:2**G))\/
    3 OSQRT(B)
    RETURN
O010 RET
```

FORTRAN IV G LEVEG 20

0002
0003
0004
0005
0006
0007
0008
(10)29
OIMENS!ON Y(L)

OIMENSTON Y(1)
t $:=Y\{1$ )
$M=N-1$
$00 \quad 10 \mathrm{~K}=2, \mathrm{H}$
$10 A=A+2.0$ 承 $Y(K)$
$A=(A+Y(N) j+H / 200$
RETURN
ENO

## A COMPUTER PROGRAM FOR THE CALCULATION OF ELECTRON DENSITY PROFILE

In order to use this computer program, the following procedures should be followed to digitize the ionogram and prepare a set of data cards.
(i) First digitize the virtual height $h^{\prime}(f)$ of the given ionogram at every 0.1 MHz interval starting from 1.0 MHz and ending at foF2 - 0.1 MHz . In doing so, only ordinary trace of the ionogram must be used; missing parts of the trace must be interpolated; and the trace near the critical frequencies extrapolated. It should be remarked that $E_{s}$ trace should not be used. Hewlett.-Packard Calculator Digitizer Model 9107A was used to digitize these data. Each $h_{n}$ ' was digitized up to 1 km accuracy.
(ii) These $h_{n}$ ' data are key-punched with a FORMAT (20I4). For convenience of programing, the critical frequency foF2 in unit of 0.1 MHz is also key punched at the place next to the last $h_{n}{ }^{\prime}$. Regardless of how may $h_{n}$ ' data we have, some pieces of blank cards should be acided so that the total number of data cards becomes nine.
(iii) Finally a data card, which gives the number of ionograms to be analyzed, must be prepared with FORMAT (I5).
(iv) The data set should be read in the following order:
(1) punched output of $C_{n m}$ 's obtained by the computer program given in Appendix $4 \wedge$,
(2) a card which gives the number of ionograms to be processed. and
(3) digitized $h_{n}^{\prime}$ data.

This progran can:
(1) Print out the real heights $z_{0}, z_{1}, z_{2}, \ldots, z_{n}$ and $z_{c}$
(2) Punch out the real heights $z_{0}, z_{1}, z_{2}, \ldots, z_{n}$ and $z_{c}$ with FORMAT (13 f6.1).
(3) Print out a table which shows the electron density in units of $70^{3}$ electrons $/ \mathrm{cm}^{3}$ at every 10 km interval starting from 30 km to 1000 km , and peak electron density $N_{e c}$, peak height of the ionosphere $z_{C}$, minimum height of the ionosphere $z_{0}$, and quarter thickness of the
ionosphere $q_{c}$. For each ionogram, one column of data will be printed out to give the above mentioned quantities. If 24 monthly hourly mean ionograms are given, the computer will print out a monthly table in two pages. Table 4B-1 given at the end of this Appendix shows an example obtained for March 1968.
(4) Punch out electron density in units of $10^{3}$ electrons $/ \mathrm{cm}^{3}$ at every 10 km interval starting from 80 km to 1000 km with FORMAT (13F6.1) for each given ionogram.


```
FORTRAN IV G LEVEL 20 HAlH% DATE := 73227
    0041 JN={t-J+!
    OOt2 JN= NM+?
    0043 IF & MH.LT.O1GOTO 3
    004今 DO<0 L=1&MM
    0045 LI=(\MIN+L-1)*10
    L(NN+L)=LI
    0047
    0048
    0049
    0050
    0051
    0052
    0 0 5 3
    005%
    0055
    0056
    0057
0053
0059
0060
0061
0062
0063
0064
0065
0066
006?
0068
0069
0070
0072
0072
0073
0074
0075
0076
0077
0078
0079
0080
0031
0082
0083
0034
0035
0086
0087
    40 F(JN-MM&L)=FC*SORT(1.0w(12i-ZC)/(2.C*QC(K)))**2)
    G0 10 38
    39MM=0
        LL=NN+!&
        JN=LL.\cdotsJ
        JM=JN&l
        IMIN=HAXZ
    38 2.LN)=2C
        JNN=SN-:H
        DO 1% I = 1:JNM
    17 F(1):=1.0+(I+J-2) wo.&
        OO &% i=1. JM
    49 2!1!=7\!FJ-1!
    F(JM)=FC
    IT=Z(2)+0.05
    MINZ=({T/10}&1
        NO=IMIN-NINZ
        20(K)=H(1,K)
        00 1.8 I=1:1.72
    18 H(1,k)=0.0
        00 19 1:=18NO
        IZ=M1NZ:I-B
        XI={MINZ+1-1\*LO
        DO 43 N=1:JN
        IF {Z(N) CTOXI / GO TO44
    43 CONTINUE
        60 70 46
        4400 45 M=1,3
        X(H)=Z(NOH-2)
        45 Y(N)=F(N4M-2)
        CALL ILAG{X,Y,3,XI,Y!\
        19H(IZ,K)=1, 24E4%YI**2/100000
        IF {NM.LT. O d GO TO &8
    &6 DO 4? 1=1.,MM
        47H(12+Y:K)=1.24E4*F: JiN -NM4[}**2/1000.0
        C TO OETERMINE NGZ! ARDVE ZC
    4& II=100-HAXI.
        00 20 I= 1,II
        2L=(1,A X2+11*10
        ZZ=127-2C)/100.0
        FK=1.24EA*FC**2
        20 H{NAX21I-7,KJ=FR*EXP((1.0-2Z-EXP!-22)/1/200)/1000.0
```


 C L.AGRANGE INTERGOLATION POLYNOIIAL C. N: NO. CF DATA PDINTS c. $Y=F\{X\}$ C. $\mid \boldsymbol{Y}=F(X 1)$

OIHENSION XIN):Y(N:
$Y E=0.0$
$0025 k=1 \& N$
$B=1.0$
0020 d=1,
IF (J-K) 15,20.15
$15 \beta=8 \div((X I-X\{J)) /\{X(K)-X(J)\})$
20 CONT IVUE
$25 \mathrm{YI}=\mathrm{YI}+3 \times \mathrm{Y}(\mathrm{K})$
RETURE
ENO

| $2{ }^{\text {t }}$ |  |  |  |  |  | 1：5 | OK 27 |  | $04$ | 0，${ }_{6}$ | 119 | $+113$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1005 | 31.1 | \％ | Mi． |  | 7.8 | 1.17 | 1\％．7 | －6．5 |  |  | 11.14 |  |
| you | 14．4 | 18.7 | －2， 1 | 10，4 | B．0 | 19.4 | 16.5 | 11.4 | 6.1 | 1：0 | 117.2 | 115.6 |
| 4－15 | 34.6 | 2\％ 3 | 23.3 | 10.4 | 8.4 | 12.5 | 11．） | 2 H .3 | 67.1 | 75.1 | 1，5．3 | $13: 0$ |
| 474 | 1 | 5：1．． | 44.5 | 11.4 | e．${ }^{\text {c }}$ | 15.2 | 1R． 2 | 11． 3 | 51.7 | 70．\％ | 131.7 | 134.0 |
| 964 | 46.0 | 3.94 | 25.1 | 12.0 | 4.1 | 15.0 | 17.2 | 11.8 | 54 | S． 5 | 193.6 | 149.9 |
| 4 | $6 \times .0$ | 14．1 | 27.0 | 12.6 | 9.8 | 10.8 | 20.1 | 33.4 | 57.1 | 87.9 | 145.9 | 153．3 |
| 44 | 44.2 | 3．${ }^{\text {a }}$ | 26.4 | 13.3 | 10.9 | 17.7 | 21. | 35. | U． 0 | 82.4 | 123.0 | 101．2 |
| ysu | $4 \mathrm{s.4}$ | 17．6 | 27.4 | 14.0 | 1U．0 | 18.6 | 2 | 3 cos | bs． 1 | 11.2 | $1 t$ | 164 |
| 9 | $4 \mathrm{~d} \cdot 3$ | 7.6 | 1.4 | 14.7 | 11.4 | 7．3 | 2 S. | A． 1 | 6.3 | 102.1 | $1 山 .0$ | 178.1 |
| 91 | 51.8 | S．f | 33.0 | 15.4 | 11.9 | 20.5 | 24.8 | 40.8 | 69.7 | 107．1 | 177.0 | 181.2 |
| 400 | 53.4 | 43.1 | 3：． 7 | 1 h .2 | 12.5 | 21.6 | 25.0 | 42.1 | 73.3 | 112．8 | 14．6．？ | 198．4 |
| Byo | 54.7 | 48．0 | 36.4 | 17．1 | 13.2 | 22.7 | 27.1 | 45.1 | 77.0 | 118.6 | 158.3 | 206.8 |
| 680 | 53.6 | H． 3 | 3 HCO | 17.7 | 13.9 | 23.8 | 23.5 | 47.4 | 81.0 | 126.7 | ＜cs． 3 | 211.4 |
| 630 | 52.6 | 50.8 | 44.3 | 11.8 | 16．43 | 25.0 | 27.9 | 49.8 | 85.1 | 131.0 | 216.8 | 22.8 .5 |
| sou | 85.6 | 53.4 | 42．3 | $19+8$ | 15.3 | $25+3$ | 31.4 | 52.4 | 89.5 | 137.7 | 227.9 | 240.2 |
| $8{ }^{\text {cu }}$ | 69.2 | 58.1 | 44.5 | 20．5 | 16.1 | 27.8 | 33.0 | 55.1 | 84.0 | 144．0 | 239.5 | 252．4 |
| 040 | 32.7 | 59.0 | 46.7 | 21.9 | 10.9 | ¢3．0 | 34.7 | 57.9 | 98.1 | 152．1 | 251．？ | 265.3 |
| 830 | 78.4 | 02.0 | 4.4 .1 | 23.0 | 17.8 | 30.5 | $3 \mathrm{s.4}$ | 40.8 | 103.9 | 159.3 | 26.45 | 274．8 |
| 820 | 84.3 | 65.1 | 51.6 | 26.2 | 13.7 | 32.0 | 33.2 | 63.9 | 109.2 | 163.1 | 210.0 | 293.0 |
| 810 | 84．4 | 68.6 | 5\％．3 | 25.4 | 19．6 | 33.6 | 40.2 | 67.2 | 114．8 | 175.6 | 292.2 | 307.9 |
| 800 | ¢5．7 | 71．9 | 57．0 | 26.7 | 20.6 | 35.3 | 42.2 | 70.8 | 120.6 | 185.6 | 307.0 | 323.6 |
| 780 | 43.2 | 75. | 8． 5 | 29.1 | 21.6 | 32.1 | $44_{4}{ }^{2}$ | 74.2 | 120.8 | 195．1 | 322.5 | 340.1 |
| 780 | 57．4 | 77.4 | 63.11 | 29.5 | 22.7 | 37.9 | 4.6 .4 | 78.0 | 133.2 | 205.0 | 337.0 | 357.3 |
| 770 | 102．9 | 83.5 | 08.1 | 31.0 | 23.9 | 40.9 | 4.9 | 92.0 | 140.0 | 215．6 | 356.1 | 315．\％ |
| 780 | 103.1 | 37.7 | 69.5 | 32．3 | 25.1 | 4.2 .9 | 51.1 | 88.1 | 147.2 | 226.3 | 374.2 | 394.5 |
| 250 | 113.6 | 92.1 | 73.0 | 34.2 ． | 20.4 | 45.0 | 53.6 | 90.5 | 154.5 |  | 353.1 | 414．0 |
| 740 | 119.3 | 96．8 | 76.7 | 36.0 | 27.7 | 47.2 | 56.2 | 95.1 | 162.5 | 249．8 | 412.9 | 435.4 |
| 730 | 12．5．3 | 101.7 | 80.6 | 37.8 | 29.1 | 49.5 | 53.9 | 89.9 | 170.8 | 232．3 | 433.7 | 457.3 |
| 720 | 131.7 | 106．8 | B2． 6 | 39.7 | 30.5 | 51.9 | 61.8 | 104.9 | 17\％．4 | 275.7 | 45.5 .5 | 486.4 |
| 710 | 1） 6.3 | 12.22 | 88．9 | 41.7 | 32.1 | 54.5 | 64.7 | 110.2 | 128.5 | 283.6 | 473.1 | 504.5 |
| 700 | 145.3 | 117.9 | 93.3 | 43.8 | 33.6 | 57.1 | 67.8 | 115.8 | 198.0 | 304.2 | 502．4 | 529.5 |
| 090 | 152.5 | 123.8 | 98.0 | 46.2 | 35.3 | 59.8 | 71.0 | 121.6 | 209．1 | 317.4 | 527.5 | 555．0 |
| 680 | 100.2 | 130.0 | 102.8 | 48.4 | 37.1 | 62.6 | 74.3 | 127.7 | 218.8 | 335.4 | 553.8 |  |
| 670 | 150， 2 | 136.5 | 108.0 | 0．8 | 38 | 65.6 | 77.7 | 134.1 | 229．8 | 352.2 | 591.3 | 613.2 |
| 600 | 170．5 | 143.3 | 11.3 .3 | 53.4 | 40.5 | 68.1 | 81.2 | 140.8 | 2，1．1 | 369.8 | 810.0 | t43．7 |
| 650 | 165.3 | 150.4 | 113.9 | 56.1 | 42.8 | 71.6 | 84.8 | 147．7 | 253.2 | 383.1 | 640.1 | 675.5 |
| $4 \cdot 6$ | 174．4 | 157．9 | 124.8 | 53.9 | 44.9 | 75.1 | 88.8 | 155.2 | 205.9 | 407.3 | 671.5 | 108．8 |
| 630 | $22^{1200}$ | 185.7 | 130.9 | 61.8 | 47.0 | 78.5 | 92.4 | 162.9 | 219.2 | 427.4 | 704.4 | 713．6 |
| 620 | 214.0 | 173.8 | 137.2 | 64.9 | 69.3 | 82.0 | 96.3 | 170.9 | 293.1 | 448.4 | 738.6 | 779.9 |
| 610 | 244.5 | 132．3 | 143.9 | 68.1 | 51.6 | H5．8 | 100.3 | 179.3 | 307.6 | 470.4 | 714．3 | 817．0 |
| 6ua | 235.3 | 271.2 | 150.8 | 71.4 | 54.0 | 89.2 | 104．\％ | 108.1 | 322.8 | 493.2 | 811.5 | 857.3 |
| 590 | 246.7 | 2.00 .4 | 153.0 | 75.0 | 56.5 | 93.0 | 108.5 | $18 \% .3$ | 338.7 | 517.1 | 250.2 | 298.4 |
| 580 | 238.5 | 210.1 | 165.5 | 78.6 | 9. | 98.8 | 112.8 | 206.8 | 33503 | 542.0 | 850.5 | 941.2 |
| 570 | 270.8 | 220.1 | 173.3 | 82.5 | 61.7 | 100.6 | 110.8 | 210.8 | 372.7 | 567.8 | 932.3 | 985.7 |
| 560 | 283.6 | 230.6 | 181.3 | 86.5 | ． 7 | 104．5 | 120.9 | 22？．1 | 380.8 | 594.7 | 775.6 | 1031．8 |
| 5501 | 296.8 | $24^{1} 1.4$ | 189.7 | 70.6 | 67.6 | 100.5 | 125.0 | 238.9 | 403.7 | 622.7 | 1020.4 | 1079．7 |
| 540 | 310.6 | 252．7 | 193．3 | 35.0 | 70.5 | 112.4 | 129.0 | 249.1 | 429.3 | 651.6 | 1066.7 | 1129．2 |
| 530 | 324.8 | 264.3 | 207.2 | 99.5 | 13.8 | 116.2 | 132.8 | 260.7 | 449.8 | 691.6 | 111\％．5 | 1120.3 |
| 520 | 359．4 | $2: 0.3$ | 218.4 | 104．2 | 76.7 | 120.0 | 136.5 | 272.7 | 471.1 | 712.0 | 1163.7 | 1233.0 |
| 510 | 354．5 | 283.8 | 225.0 | 109.1 | 79.8 | 123.7 | 139.9 | 285．1 | 493.1 | 74.4 | 1214.1 | 1237.2 |
| 500 | 370.1 | 301.6 | 215.5 | 114．1 | 23.0 | 127.2 | 14.3 .0 | 297.9 | 516.0 | 177.4 | 1765．？ | 1342.8 |
| 480 | 306.0 | 31\％．7 | 24.503 | 119.3 | 86.3 | 130.6 | 145.8 | 311．1 | 537.7 | 811.4 | 1318.4 | 1399.8 |
| 480 | 402.3 | 323.2 | 255.3 | 121.67 | 89.5 | 133.7 | 148.1 | 324.7 | 554.2 | 845.7 | 1371.7 | 1457.8 |
| 470 | 418.8 | 34.1 .9 | 265.5 | 130.3 | ¢ 2.3 | 136.6 | 150.0 | 338.5 | 539.3 | $8 \mathrm{ct.0}$ | 11，26．1 | 1515.5 |
| 460 | 435.7 | 355.8 | 275.7 | 136.0 | $\bigcirc$ | 138.8 | 151.2 | 352．7 | 615.2 | 916.8 | 1400.6 | 1570.0 |
| 450 | 452.7 | 310.0 | 235.9 | 141.3 | 89.2 | 140.8 | 151.9 | 357.1 | 61.1 .8 | 453.1 | 1535.2 | 1635.3 |
| 440 | 459.7 | 384.3 | 276.1 | 147.5 | 102.3 | 14.2 .3 | 151.3 | 381.7 | 669．0 | SEs． 7 | 1569.6 | 1295.7 |
| 430 | 485.8 | 373.8 | 308.2 | 153.9 | 105.2 | 14.3 .1 | 14.3 .3 | 376．4 | 653.7 | 1026． 3 | 1643．2 | 1755.2 |
| 420 | 533.7 | 412.8 | 318.01 | 16i）．0 | 103．0 | 143.3 | 14．2．6 | 411.2 | 724．8 | 1062．8 | 1845.6 | 1813.7 |
| 410 | 520.3 | 476.0 | 325.7 | 106．3 | 110.6 | 141．3 | 134．3 | 425.9 | 753.3 | 1058.9 | 17.6 .3 | 1076．9 |
| 400 | 536.5 | 440.7 | 33c． 8 | 172.5 | 113.0 | 136．5 | 123.8 | 440.4 | 782.0 | 1134.0 | 1794．6 | 1926.0 |
| 390 | 532.0 | 454.1 | 3 rr 3.4 | 178．8 | 115．1 | 128.8 | 113.1 | 45400 | 810.6 | 1168.1 | 1837.8 | 1973.4 |
| 380 | 550.9 | 457.0 | 351．4 | 185.0 | 116.8 | 113.2 | 102.5 | 468． 5 | 839.1 | 1200.6 | 18A1．2 | 2027．2 |
| 370 | sou．\％ | 477.0 | 350.4 | 181．1． | 11.8 .1 | 108．2 | 89.4 | 491.7 | 867.1 | 1231.2 | 1917.9 | 2011．8 |
| 150 | 542.8 | $4 \% .2$ | 38.4 .5 | 197.0 | 118.8 | 93.2 | 76.5 | 494.1 | 804.5 | 1257．2 | 1947.1 | 2110.8 |
| 350 | 003.6 | 500.1 | 369.4 | 202.7 | 119.2 | 87－？ | 63.1 | $5 \mathrm{cs}$. | 920.9 | 1234－1 | 1513.7 | 2143．6 |
| 34.0 | 612.8 | 508.7 | 372.9 | 203.1 | 113.3 | 74.7 | 48.8 | 515.8 | 946.0 | 1305.4 | 1990.7 | 2169.0 |
| 330 | 618．3 | 515.0 | 374.8 | 213.1 | 115．？ | 61．8 | 0.0 | 524.6 | 967.4 | 1322．3 | 1969.2 | 2185.9 |
| 320 | 423.0 | 520.6 | 374.5 | 217.0 | 111.4 | 46.5 | 0.0 | 531.8 | 930.7 | 1334.2 | 1993．4 | 2183.2 |
| 310 | 6＜3． 1 | 523.4 | 368.1 | 221.5 | 205．4 | 27.3 | 0.0 | 530.8 | 10.29 .5 | 1310．4 | 1953．6 | 2169.7 |
| 300 | 606．3 | 523．0 | 354.5 | 284．8 | 97.3 | 0.0 | 0.0 | 530.0 | 1025．3 | 1337．j | 1077.5 | 2030.3 |
| 280 | 532．6 | 510.0 | 334.9 | 227.2 | 88.1 | 0.0 | 0.0 | 539.0 | 1031．5 | 1307.7 | 1740.6 | 196203 |
| 280 | 431.5 | $44^{4.1}$ | 304.4 | 223．8 | 73.0 | 0.0 | 0.0 | 524．0 | 1045.8 | 1243．9 | 1623.7 | 1808.5 |
| 270 | 370.1 | 437.5 | 275．1 | 227.3 | 67.4 | 0.0 | 0.0 | 452.3 | 1040．4 | 1175.5 | 1452．3 | 1620.1 |
| 200 | 250．0 | 370.9 | 23r．5 5 | 223.8 | 56.5 | 0.0 | 0.0 | 452.4 | 1030．1 | 1030．8 | 1265．？ | 1427.7 |
| ＜ 50 | 153．？ | 235.2 | 181．8 | 207.7 | 45.3 | 0.0 | 4.0 | 465.0 | 979.9 | 896.3 | 1079.8 | 1239．2 |
| 240 | U．u | 158.9 | 128．9 | 105．9 | 29.3 | 0.0 | 0.0 | 352.7 | 84.3 | 392.0 | 968.6 | 1064.6 |
| 230 | 0.0 | 42.5 | 77.5 | 96．4 | 0.0 | 0.0 | 0.0 | 255.3 | 175.2 | 781．8 | 160.8 | 204．5 |
| 220 | U．1） | 0.0 | 36.8 | 0.0 | c． 0 | 0.0 | 0.0 | 225．8 | 838.5 | 663.1 | 837.2 | 754．\％ |
| 210 | 0.10 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 161.6 | 489.7 | 54．${ }^{\text {a }}$ \％ | 535.6 | 027.7 |
| 200 | v．u | 0.0 | 0.0 | 0.3 | 0.0 | 0.0 | 0.0 | 1：4．1 | $3: 9.4$ | 447.5 | 459.2 | 520.3 |
| 180 | S． 0 | $0 \cdot 1$ | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 81.3 | 203.3 | 370.2 | 354．8 | 432.8 |
| 100 | U．0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | t1．3 | 197.8 | 306.7 | 341.1 | 368.6 |
| 170 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 52.1 | 131.8 | 252．0 | 20803 | 324.1 |
| isu） | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 49.5 | 120.7 | 208.3 | 254．0 | 285.2 |
| 150 | U． 0 | 0.0 | 0.0 | 0.0 | 6.0 | 0.0 | 0.0 | 46.7 | 101.1 | 170.0 | 217.2 | 251.8 |
| 160 | U．0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 44.4 | $8: 9$ |  | 181.4 | 218.0 |
| 130 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 35.0 | 20.3 | 128．0 | 157.5 | 182.0 |
| 120 | 0.0 | 11.0 | 4.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 32.2 | 122．0 | 148.8 | 169.9 |
| 110 | v．e | U．U | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | U．0 | 2． 0 | 97.3 | 120.8 | 135.9 |
| 1u0 | 0．0 | $0 \cdot 0$ | 0.0 | U．0 | 0.0 | 0.0 | 0.0 | 0.0 | 1.0 | 0.0 | 0.0 | 0.0 |
| Y | U．U | 0.0 | 0.0 | $0 . v$ | c．0 | 0.0 | 0.0 | 0.0 | 0.0 | 1.0 | 0.0 | 0.0 |
|  | 2－U | 10．0 | 0.0 |  | O． | 0．0） | 0．9 | 0.0 | 0.0 | 0.0 | $0 \cdot 0$ | 0：9 |
| ＂7nc | ans． 1 | 5i3．9 | 315.1 | इi．） | 11．7． | 143， 3 | 16 | － 411 | 1049．9 | 1341．2 | 2060 | 2193．4 |
| 2 c | 110.1 | 301．3 | 1／4．1 | 230．5 | 350.1 | 4 31.0 | 460．5 | 231．7 |  | 了いs．？ | 375.1 | 310．l |
| 20 | 240.0 | 2：7：0 | 15．0 | 284004 | 230.0 | 304.0 | 93：0 | 18400 | 11t．a | 107．0 | 107.0 | 107．0 |
| 8 C | 24.2 | 1． 2.5 | 51．6 | 33.6 | 97.0 | 30.4 | 53.6 | 34.7 | 16.5 | 48.1 | \＄2．0 | 36. |


|  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Tras | T，i，${ }_{\text {c }}$ | （i） | 10.0 .5 | 11.1 .3 | \％$\%$ | ． | is | 103.2 | －－5，5 | 4， | T |
|  | 14 |  |  |  |  |  |  |  | $10 \div .4$ | 3 A .1 | 4.18 | $3 \mathrm{H}$. |
|  |  |  |  |  |  |  |  |  |  |  | 5. | 40 |
| Slu | 1：1．2 | 174.7 | 205 | 191．1 | $1 \mathrm{H}_{6}$ | 11 |  |  | 115.4 | 84.5 | 41.3 | 42.8 |
| $\mu$ | $1: 375$ |  |  | 204 |  | 18 m |  |  |  | ． | 97 | 4 |
| 930 | 110.8 | 214．2 | 267．1 | 211. | cs | 19 | 16，5．3 | 15． | 12 x \％ | ． 2 | 3.2 | 67．3 |
| 840 | 1．17．${ }^{1}$ | 206．？ | \％ | 22．2． | $21 \%$ | cos．6 | 134.0 | 155. | 133.2 | 74.9 | 54.9 |  |
| ysu | $1 \times 0$. | 31. |  |  |  |  |  |  |  | 32.7 | 57.7 | 52.2 |
| 920 | 200 | 4 | $\cdots 3$ | 245.3 | 139.0 | 5， | 92. |  |  | $2 \cdot 7$ | 0.7 | 54.9 |
| $9:$ | 117. | 262.7 | 27. | 257．${ }^{\text {c }}$ | 25.1 | 3 s |  |  | 157.1 | ． 4 | 63.8 | 51.7 |
| you | 226.6 | 210.1 | 291. | 271.0 | 6， | 844.0 |  | 150. | 165．1 | － 4 | \％．0 | 7 |
| 890 | 4U． 5 | 293.2 | S02． | 284.8 | 27.8 | ＜61．3 | 223.2 | 187.3 | 173.5 | 6.1 | ． 5 | 6． 8 |
| ¢ | 252.0 |  |  |  |  | 2140 | 34 | 210.1 | 162.4 | 101．0 | 74.1 | 61.0 |
| を7u | 2：5．5 | 32 |  | 314.7 |  | 28.3 .7 |  | 220.7 | 191.7 | 106.2 | 77.9 | 90．5 |
| eco |  | 336 | 355 |  | 22 |  | 258.2 | 232.1 | 201.5 | 111.6 | － 8 | 74.1 |
| 850 | 23 | 35.4 | 313.3 | 347.6 | 330.0 | 310.9 | 272.5 | 244 | 211.8 | 111.3 | ． 0 | 77.9 |
| 640 | 343.2 | 372.2 | 382.9 | 56． | 3¢\％． 1 | 335.2 | $28 \% .4$ | $25 月$ | 222.8 | 123.3 | ． 4 | 1.9 |
| 830 | 36.27 | 391．1 | 12 | 384.0 | 74.2 | 5 | 31.0 | 69. | 33． | 129.6 | S5．0 | 86.0 |
| 820 | 340.4 | 411.0 | 433.9 | 03 | 43.3 | 310.2 | 16.3 | 283. | 45.8 | 135．2 | 99.9 | 90.6 |
| 810 | 7．8 |  |  |  |  | 399.1 | 332.4 | 287. | 258.3 | 143 | 105.0 | 75.0 |
| 800 | 375.9 | 453.9 | 479 | 445.6 | 634.3 | 408．7 | 343.3 | 12 | 272 | 150.4 | 1 | 95.9 |
| 18 |  | 473.9 | 503.5 |  |  |  | 357．1 | 28.7 | 285. | 159．1 |  |  |
| 700 | 415.1 | 501.1 | 520.1 | 72. | 79.0 | 451.5 | 35.8 |  | 299.7 | 16t． 1 | 21.9 | 110.3 |
| 770 | 496 | 526.5 | 555.4 | 1. | S\％3． |  | 40．． | ， | 114．9 | 114 |  | － |
| 760 | 43.9 | 533.1 | 584．0 | ¢3． | 29. | $9 \textrm{}$ | 425.9 | 341.3 | 330.9 | 183.4 | 134 | 121.3 |
| 750 | 431.4 | 501．1． | 413.5 | 570.7 | 55 sc \％ | 523.7 | 4 | 100.5 | $3 \cdot$ | 192.7 | 141.8 | 12 |
| 740 | 3，5．7 |  | 674.5 | 589.5 |  |  | 70 |  | 55. | 02.5 | 148.6 |  |
| 730 | 531.2 | 4 | 676.9 | 27 | 813.9 | 578.0 | 73. | 4. | 33. | 212.8 | 156.1 | 4 |
| 72.1 | 558.0 | 613.3 | 71.0 | 661.5 |  | 807. |  |  |  | 223.5 |  |  |
| 710 | 506.0 | 707.1 | 746. | 69 | 77.1 | 37 | 44. | 87.8 | 423.2 | 234.8 | 172.3 | 5 |
| 700 | 15 | 742．5 | 4.0 | 729.6 | 11.1 | 655. | 592．3 | 517.3 | 1.4 | 24 | 181.0 | 16 |
| 090 | oib． |  |  |  |  |  | 601.0 | 533.0 | 45 | 29 | 90 |  |
| 080 | 678．\％ | 818.4 | $\mathrm{PSO}_{4} 2$ | 804.4 | 764.0 | 738.3 | 31.1 | S4． | 48 | 72 | \％2 | 100.8 |
| 670 | 712．1 |  | 1， |  | 623.0 | 775.3 |  | $5 ¢ 3$. | 1 |  |  |  |
| 60. | 7.7 .4 | 601．4 | 551.9 | 836.4 | 883.9 | 313.9 | 695.5 | 822. | 539.8 | 29 | 220.2 | 199．\％ |
| 650 | 78.43 | ¢55．8 | 5s8．9 | \％3v．？ | 968.6 | 854.3 | 730.0 | c．53．3 | 566.5 | 314.9 | 231. | 209.4 |
| 640 | 822.9 |  | 10.7 .9 | cra | 96． |  |  |  |  | 330.5 | 24. | 215.8 |
| 690 | 853.2 | 104 | 1097.0 | 1023．9 | $5 \%$ | 940.0 | 03 | 19. | 23 | 346.9 | 254 | 230.8 |
| 820 | 9u5． 3 | 108． | ， | c73．9 | 1040.6 | 986． | 643． | 754 | 853.9 | 364.0 | 207. | 242.2 |
| 610 | 949.2 | 1143.7 | 1203.1 | 2120.1 | 1087.5 | 1034.8 | 34 | 79 | 685.6 | 381 | 280. | 254.2 |
| coo |  | 1123．5 | 120 | 1180 |  | $16810^{\circ}$ | － | $8 \mathrm{cs}$. | 18.6 | 400.0 | 254.3 | 268.7 |
| 580 | ivez．5 | 1215.5 | 1326. | 1237. | 1 | 1137.2 | ， |  | 153.0 | 42 | 303.7 | 279．$\vec{t}$ |
| 580 | $10 ; 2.0$ | 1114.8 | 1349.1 | 1296. | 1\％： | 1191.7 | 1018.0 | 910 | 758.8 | 410. | 323. | 29 |
| 570 | 1163．5 | 1376.2 | 1454.2 | 1357.7 |  | 1248 | 1057．0 | 850. | 876. | 462.0 | 33 |  |
| Sso | 1170.8 | $143 \cdot 9$ | 1521.6 | 1220．8 |  | 13．07 | 1111．4 | 98．． | 864. | 483.8 | 355. | 327 |
| 550 | 1252.1 | 150 | 1571 | 1480 | $!$ | 508．1 | 1169 | 1045．4 | 904. | 50.5 | 372.4 | 337.9 |
| 540 | 130 | 157 | 166,3 | 1554 | ： | ：1931．3 | 1223 | 1053.5 | 945 | 530.3 | 550.2 | 353.8 |
| 530 | 1306.2 | 164 | 1737 | 1025.2 |  | 1493. | 1270. | 1143 | 938.6 | 555. | 408 | 370.8 |
| 5 CO | 1423.9 | 17150 | 1014.2 | 1057.7 | 1. | 1564. | 1337.5 | 1194 | 1032．5 | 530. | \％ | 387.9 |
| 510 |  | 17498 | 1822.6 | 1772.3 |  | 1633.0 | 1307.1 | 126 | 1077.7 | 806. | 4.47 | 1.03 .07 |
| 500 | 1555．3 | 1803 | 1972.8 | 184．4． | 18 | 1705.0 | 14.5 | 1301 | 1124．0 | 6.3 .4 |  |  |
| 490 | 1520.6 | 19.2 | 254． | 1927. | 1831. | 1775.2 | 1521.0 | 1357.3 | 171.4 | 6：52． | 3. | 443.5 |
| 480 | 16.57 .1 | 202 | 2137. | 2006.9 | 185s．9 | 1453．0 | 1555.2 | 1414 | 1217.6 | 590.9 | 508 | 4 $3 \times 3$ |
| 470 | 1754.5 | 2 C | 2221. | 2051.9 | 2034.0 | 1929.1 | 1650.5 | 1411.0 | 1268．4 | 720.3 | 532.0 | 433.5 |
| 460 | 1822.5 | ？ 178 | 2206 | 216 | 211 | 2035.3 | 1715 | 1530 | 1317.8 | 50 | 554. | 50 |
| 450 | 18815.0 | 2257．${ }^{2}$ | 2390.5 | 2252.1 | 2194.9 | 2034．2 | 1753.8 | 1558.9 | 1367.4 | 780.9 | 577 | 525.5 |
| 440 | 1959.0 | 2335.2 | 474．5 | $2334_{4} 5$ | 2275.1 | 2102.5 | 1651．1 | 1647.9 | 1415.9 | 811.8 | s01． | 54.7 .1 |
| 430 | 2026.4 | 2413．4 | 2557 | 2416.2 | 235. | 2240．6 | 1413.4 | 1706 | 1455.9 | 842. | \％ | 569 |
| 420 |  | 2438． 7 | 2657 | 2496.8 | 2433. | 2317.9 | $15 \times 5$ | 1786.8 | 1514.1 | 374. | 688. | 591 |
| 410 | 215 | 25．31．0 | 2715. | 25 | 250 | 2353.8 | 2050 | 1821．7 | 1561.0 | 205. | 672 | 613 |
| 400 | 2218.7 | 2 ¢23 | 2759 | 2651.1 | 2583. | 2457. | 2114 | 1976．8 | 16.56 .1 | 935.9 | 896. | \＄35． |
| 390 | 2277.0 | － | 2358. |  | 2553，8 |  |  | 1927. | 1048.7 | 65.9 |  | 657.5 |
| 380 | 2334.4 | 2751 | S2 | $3{ }^{\text {a }}$ | 2719. | 2605.6 | 2234 | 1979.0 | 1689．2 | 975 | 742 | 679．1 |
| 370 | 237 | 硣 | 97 | 2 s 1. | 2718.7 | 2661.7 | $22 \because 3$ | 2024.8 | 1723．9 | 1022.7 | 84 | 700. |
| 360 | 2c | 2843.9 |  | －4 | 2331.0 | 2733．0 | 231．1 | 2065.2 | 175．0．1 | 1048．5 | 765.0 | 720.3 |
| 350 | $2 \cdots 35.7$ | 2315 | 3060 | 2，4， | 2874．3 | 2772.1 | 2379 | 2160.0 | 1780． | 1072．7 | eus． | 739.3 |
| 340 |  |  |  |  |  | 281 |  | 2121 | 1799.8 | cis． |  | 757.0 |
| 530 | 2490.3 | 2.32 .7 | 3035.2 | 3007.7 | 2831.1 | $28+1.0$ | 24t2． | 2147.8 | 1311.7 | 1112.8 | 839.8 | 772.3 |
|  | C478． 5 | 21329． | $30 \cdot$ | 301 | 2940．6 | 2as8 | 26.94 | 2153.3 | 1815．？ | 1126．5 | 53 | \％8． |
| 310 | 2करを． 7 | 26：5 | 287 | 2932.7 | 2053.2 | ＜603．2 | 2465.2 | 2150.1 | 1764.6 | 1136.7 | ce3． | 798. |
| 300 | 2219．4 | 2453.3 | 2ts．a． 5 | 2789． | 2721．2 | 2149.3 | こ＇is． | 2u55．7 | $163 \%$ | 1142.1 | 37．1 | 606.7 |
| 29. |  | $2{ }^{7}$ | 399.7 | 2501.3 | （1） | 222．5 | 2270.2 | Fe2． 8 | 1476.8 | 131.7 |  | 812.6 |
| 280 | 1834.8 | 1935．2 | 2 636.9 | 2210.4 | 2231．7 | 2262.5 | 2059.5 | 1690.7 | 1270.2 | 10．4．7 | ces． 1 | 813.2 |
| cou |  | 1623 |  |  | cse．s | 934 |  |  | 1035.1 | 32. | 㖪． | 775.7 |
| ＜60 | 1352.0 | 134.70 | 1455.5 | 1553.6 | 1017．7 | 1 135．6 | 1549.3 | 1145.5 | 714．3 | 665.5 | 54.1 | 676.5 |
| 250 | 1136.7 | 1113. | 1195.3 | 1294.5 | 1369.6 | 1305.5 | 1254 | 31.5 | 385.8 | 392.1 | 254.1 | 493.9 |
| 240 | sol． 3 | 93.3. | Q 5 7． 3 | 43．3 3 | c38． 7 | 027.3 |  |  | 113.0 | 18.3 .3 | ç． | 3 ta .0 |
| 230 | 6ts． 3 | 336.0 | 818.8 | 834.1 | 327.3 | 793.8 | 737.0 | 144.2 | 30.5 | 45.6 | 0.0 | 94.5 |
| 220 |  | 61．6 |  |  | ， |  | 2\％．3 | ． 0 | ． 0 | ． | 0.0 | 0．0 |
| 210 | 508.3 | 384.8 | 582． | 545.9 | 51.3 | 449.2 | 340.6 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| dus | 53\％．0 | 506.8 | 16.8 | 473.6 | 57.5 | 34.93 | 193.5 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 190 | 44.6 | 441.1 | ， | 12．9 | ， | 25．9 | 19.2 | ． 0 | 0.0 | 0.6 | 0.0 | 0.0 |
| 180 | 131.0 | 331.1 | $32 . ?$ | 3．3．2 | 321.9 | 220.5 | 82.9 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 170 | 30． 5 | 34．3．5 | ＋ | 313.8 | 1．8 | 75.8 | $5 \cdot 5$ | 0.0 | 0.0 | 0.0 | 0.0 | ． 0 |
| 160 | 184.1 | 2056 | 303.1 | 275.9 | 231.2 | 142.0 | 51.5 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 150 | 270.2 | 271.0 | 20.5 .7 | 242.7 | 55．3 | liscs | 34.0 | 0.0 | 0.0 | ． 0 | 0.0 | 0.0 |
| 14． | 23 Brat | 214.5 | 234.4 | 212．0． | 14.35 |  | 53.8 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 130 | 231．4 | 193． | U2．： | 35.9 | 44.3 | 92.3 | 47.7 | 0.0 | 0.0 | 0.0 | 0.6 | 0.0 |
| Sev | 102． | 17. | － | M， | 135.4 | 8. | 7.1 | 0.0 | 0.0 | 0.0 | ． | 0.0 |
| 1 tu | 10.8 .2 | 1ss．es | 101．2 | 155.5 | 127.0 | 89.3 | 0.0 | U | 0.0 | 0.0 | 0.0 | 0.0 |
| lue | ， | 0.0 | 0.0 | ． 0 | 0.0 | ． 0 | 0． 0 | ． 0 | 0.0 | 0.0 | ．0 | 0.0 |
| 80 |  | U．3 | 0.0 | 0.0 | 0 | ． 0 | 0.0 | 0.0 | 0.6 | 0.0 | 0.0 | 0.0 |
|  |  | （1） | ．9 | ： 0 |  | －0．0 | 0.0 | 0.19 | －＿－5．0 | －2．0 | －0．0 | 0.2 |
| Ric | 「uu．s | 2vill | 543． | T1． 1 | N． |  |  | W， | mbs | － | 1is． | 113.6 |
| 2 c | sis．\％ | Sin＊ | M1．9 | 113.3 | 110.3 | 311.4 |  | 114．3 | 3.0 .0 | 203.1 | 278.4 | 201.0 |
| 20 | 1us．u | lus．u | 106.0 | 105.0 | 104．0 | 101．4 | 115.0 | 227.0 | ？29．d | 221.0 | 23S．0 | 22A．0 |
| 4 |  | 30. |  | 33. | 10. | 28. | 15. | 30. | 12.2 | 25.8 | 23.8 | 25.0 |

Reproduced from
best available copy．

## RAY tracirl in the ionosphere

### 5.1 Introduction

In order to obtain the Doppler frequency shift $\Delta f_{\text {, }}$ we must first establish the ray path of the radio wave propagating in the jonosphere. A procedure for finding the ray path is called ray tracing. A set of rules which governs the behavior of the wave nomal and the ray direction in a unfomm manetotonic mediun and cnables one to trace a ray path in the ionosphere was sumarized by Bremer (1949). Lawrence and Posakony (1962) worked out a computer progran by applying these rules and using an iteration method to avoid the difficulty of calculating the refractive index $H$ in the next layers where the wave is going to be refracted, without precisely knowing the direction of the wave normal there.

Based on the principles of Hamitton optics, Hazelorove (1954) developed a ray tracing method by solving a set of six simultaneous differential equations in tems of the three position coordinates, three variables indicating the direction of wave normal, the phase refractive index, and the partial dertvatives of 14 wh respect to the six variabies. Jones (1960) developed a three dimensional ray tracing computer program based on numerical integration of fazel. grove's equations. Although Hazelgrove's method is suitable for numerical calculation, it does not lend itself easily to physical interprecation (Davios. 1069).

Booker (1939, 1949) has introduced a quantity q as the vertical component of a vector with magnitude equal to the refractive index $u$ and directed along the wave nomal. it we lota be the angle between
the wave normal and the vertical, then a can be expressed by

$$
\begin{equation*}
q=\mu \cos 0 \tag{5,1}
\end{equation*}
$$

By Snell's law, the base of the triangle is always equal to $\sin \theta$ as shomin in figure 5.1. Booker's method of ray tracing involves the solution of a quartic in $q$. By integrating partial derivative of $q$ with respect to height, the ray path can be established.

Besides the above methods, Titheridge's approximate method (1959) and Poeverlein's graphical method (1949) are sometimes used. Atthough Booker's method is very elegant for ray tracing, no one has reported having developed a computer program based on it. The purpose of the present chapter is to develop a two dinensional ray tracing computer program using Booker's method. This program is essential for the theoretical calculation of Doppler frequency shift.
5.2 Derivation of Booker's quartic

Assume that the ionosphere is constructed by a number of thin discrete Tayers in each of which the mediun is honogeneous. Let a plane wave be indicont on the ionosphere from below and let its wave normal have direction cosines $\left(S_{1}, S_{2}, C\right)$ so that it makes an angle $\theta_{\text {I }}$ with the vertical as shown in Figure 5.2. Then,

$$
\begin{align*}
& \cos \theta_{Y}=C \\
& \sin ^{2} \theta_{y}=S_{1}^{2}+S_{2}^{2} \tag{5.2}
\end{align*}
$$

and each field component contains a factor

$$
\begin{equation*}
\exp \left\{-i k\left(S_{1} x+S_{2} y+C z\right)\right\} \tag{5.3}
\end{equation*}
$$

In the $n^{\text {th }}$ layers each field component will contain a factor

$$
\begin{equation*}
\exp \left\{-k\left(S_{1} x+S_{2} y+n_{n} \cos \theta n^{2}\right)\right\} \tag{5,4}
\end{equation*}
$$

and by Sneil's law

$$
\begin{equation*}
\ddot{\mu}_{n} \sin \theta_{n}=\sin \theta_{1}=\sqrt{S_{1}^{2}+S_{2}^{2}} \tag{5.5}
\end{equation*}
$$



Figure 5.1 A figure shoming the relationships among $q, \mu$ and $\theta$.


Figure 5.2 A figure shoming the direcion cosinos of a wave nomal.

By the definition of $q$,

$$
\begin{equation*}
q=\mu_{n} \cos \theta_{n} \tag{5.6}
\end{equation*}
$$

whence with (5.5), we have

$$
\begin{equation*}
u_{n}^{2}=q^{2}+s_{1}^{2}+s_{2}^{2} \tag{5.7}
\end{equation*}
$$

and (5.4) becomes

$$
\begin{equation*}
\exp \left\{-i k\left(S_{1} x+S_{2} y+q z\right)\right\} \tag{5,8}
\end{equation*}
$$

The direction cosines of the wave normal are from (5.8)

$$
\begin{equation*}
s_{1} / \sqrt{s_{1}^{2}+s_{1}^{2}+q^{2}}, s_{2} / \sqrt{s_{1}^{2}+s_{2}^{2}+q^{2}}, q / \sqrt{s_{1}^{2}+s_{2}^{2}+q^{2}}, \tag{5.9}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{n}=\frac{q}{\cos \theta} n=\sqrt{s_{1}^{2}+s_{2}^{2}+q^{2}} \tag{5.10}
\end{equation*}
$$

Equations (5.9) and (5.10) show that once the $q$ in the $n$th layer is found by some means, the refractive index $\mu$ as well as the direction of the wave nomal can be found. The derivation of Booker's q can be done in the following way.

Consider a plane wave in the nth layer with all field quantities dependent on $x, y, z$ orily through the factor (5.8). Then, symbolically, we may write

$$
\begin{equation*}
\frac{\partial}{\partial x} \equiv-i k s_{1}, \frac{\partial}{\partial y} \equiv-i k s_{2}, \frac{\partial}{\partial z} \equiv-i k q \tag{5.71}
\end{equation*}
$$

The Maxwell's equations in Cartesian coordinate system are

$$
\begin{align*}
& \frac{\partial E_{z}}{\partial y}-\frac{\partial E_{y}}{\partial z}=-i \mu_{0} \text { wht } x \\
& \frac{\partial E_{x}}{\partial z}-\frac{\partial E_{z}}{\partial x}=-i \mu_{0} \text { wht } y  \tag{5.12}\\
& \frac{\partial E_{y}}{\partial x}-\frac{\partial E_{x}}{\partial y}=-i \mu_{0}{ }^{\text {wh }}{ }_{z}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{\partial H_{z}}{\partial y}-\frac{\partial H_{y}}{\partial z}=i \omega D_{x}=i \omega\left(\varepsilon_{0} E_{x}+P_{x}\right) \\
& \frac{\partial H_{x}}{\partial z}=\frac{\partial H_{z}}{\partial x}=i \omega D_{y}=i \omega\left(\varepsilon_{0} E_{y}+P_{y}\right)  \tag{5,13}\\
& \frac{\partial H_{y}}{\partial x}=\frac{\partial H_{x}}{\partial y}=i \omega D_{z}=i \omega\left(\varepsilon_{0} E_{z}+P_{z}\right)
\end{align*}
$$

where $E, H$, and $P$ are elcctric, magnetic, and polarization field intensities respectively and $\omega, \varepsilon_{0}$, and $H_{0}$ are the angular frequency of the wave, permittivity and permeability of the free space, respectively.

Substituting (5.11) into (5.12) and (5.13), the results can be reduced in the matrix form

$$
\left[\begin{array}{ccc}
0 & -q & s_{2}  \tag{5.14}\\
q & 0 & -S_{1} \\
-s_{2} & s_{1} & 0
\end{array}\right]\left[\begin{array}{c}
E_{x} \\
E_{y} \\
E_{z}
\end{array}\right]=\frac{\mu_{0}}{\varepsilon_{0}} \quad\left[\begin{array}{c}
H_{x} \\
H_{y} \\
H_{z}
\end{array}\right]
$$

$$
\left[\begin{array}{ccc}
0 & -q & s_{2}  \tag{5.15}\\
q & 0 & -S_{1} \\
-S_{2} & s_{1} & 0
\end{array}\right]\left[\begin{array}{c}
H_{x} \\
H_{y} \\
H_{z}
\end{array}\right]=-\sqrt{\varepsilon_{0}} H_{0}\left[\begin{array}{c}
E_{x} \\
E_{y} \\
E_{z}
\end{array}\right]-\frac{1}{\sqrt{\varepsilon_{0}{ }_{0}}}\left[\begin{array}{c}
p_{x} \\
p_{y} \\
p_{z}
\end{array}\right]
$$

By eliminating $H_{x}, H_{y}$, and $H_{z}$ between (5.14) and (5.15), we have

$$
\left[\begin{array}{ccc}
1-q^{2}-s_{2}^{2} & s_{1} s_{2} & s_{1} q \\
s_{1} s_{2} & 1-q^{2}-s_{1}^{2} & s_{2}{ }_{1}^{2} \\
s_{1} q^{2} & s_{2} q_{1} & 1-s_{1}^{2}-s_{2}^{2}
\end{array}\right]\left[\begin{array}{c}
E_{x} \\
E_{y} \\
E_{z}
\end{array}\right]+\frac{1}{\varepsilon_{0}} \quad\left[\begin{array}{c}
p_{x} \\
p_{y} \\
p_{z}
\end{array}\right]=0
$$

The constitutive ratation in the magneto-ionic medium can be shown to be (for instance refer to Budden [1967]):
where $2, m$ : $n$ are the direction cosines of the vector $\bar{Y}$ which is defined to be opposite in direction to the earth's magnetic field vector. The matrix multiplying $\left(E_{x}, E_{y}, E_{z}\right)^{\top}$ is called the susceptibility matrix of the ionosphere, and will be denoted by [M]. In terms of [M], (5.17) is written as
$\frac{\partial}{\varepsilon_{0}}\left[\begin{array}{c}P_{x} \\ P_{y} \\ P_{z}\end{array}\right]=\left[\begin{array}{ccc}M_{x x} & M_{x y} & M_{x z} \\ M_{y x} & M_{y y} & M_{y z} \\ M_{z x} & M_{z y} & M_{z z}\end{array}\right]\left[\begin{array}{c}E_{x} \\ E_{y} \\ E_{z}\end{array}\right]$
Eliminate $\left[P_{x}, P_{y}, P_{z}\right]^{\top}$ between (5.16) and (5.18), we have

$$
\left[\begin{array}{ccc}
1=q^{2}-s_{2}^{2}+m_{x x} & s_{1} s_{2}+m_{x y} & s_{1} q+m_{x z}  \tag{5.19}\\
s_{1} s_{2}+m_{y x} & 1-q^{2}-s_{1}^{2}+m_{y y} & s_{2} q+m_{y z} \\
s_{1} q+m_{z x} & s_{2} q+m_{z y} & c^{2}+m_{z z}
\end{array}\right] \quad\left[\begin{array}{c}
E_{x} \\
E_{y} \\
E_{z}
\end{array}\right]=0
$$

For non-trivial solutions, the determinant of the coefficient matrix in (5.19) must be zero. This gives the quartic equation in 9

$$
\begin{equation*}
F(q)=\alpha q^{4}+\beta q^{3}+\gamma q^{2}+\delta q+\varepsilon=0 \tag{5.20}
\end{equation*}
$$

where

$$
\begin{aligned}
& \alpha=\left(1-y^{2}\right)+x\left(n^{2} y^{2}-1\right) \\
& \beta=2 n X Y^{2}\left(S_{1} 8+S_{2} 2^{2}\right)
\end{aligned}
$$

$$
\begin{align*}
Y= & -2(1-X)\left(c^{2}-x\right)+2 y^{2}\left(c^{2} \cdot x\right) \\
& +X Y^{2}\left(1-c^{2} n^{2}+\left(S_{1} \ell+S_{2} m\right)^{2}\right\}  \tag{5.21}\\
\delta= & -2 c^{2} n X Y^{2}\left(S_{1} \ell+S_{2} m\right) \\
\varepsilon= & (1-x)\left(c^{2}-x\right)^{2}-c^{2} y^{2}\left(c^{2}-x\right)-c^{2} X Y^{2}\left(S_{1} \ell+S_{2} m\right)^{2}
\end{align*}
$$

In the above derivation of Booker's quartic, the effect of collistion has been ignored.

If we consider the two dimensional wave propagation such as in $y-z$ plane, then $S_{1}=0$ and $(5,21)$ reduces to

$$
\begin{align*}
\alpha= & \left(1 \cdots Y^{2}\right)+X\left(n^{2} Y^{2}-1\right) \\
\beta= & 2 n m S X Y^{2} \\
\gamma= & -2(1-X)\left(c^{2} \cdots X\right)+2 Y^{2}\left(c^{2}-x\right)  \tag{5.22}\\
& \quad+X Y^{2}\left(1-c^{2} n^{2}+s^{2} m^{2}\right) \\
\delta= & -2 c^{2} m n S X Y^{2} \\
\varepsilon= & (1-X)\left(c^{2} \cdots X\right)^{2}-c^{2} Y^{2}\left(c^{2} \cdots X\right)-m^{2} s^{2} c^{2} X Y^{2}
\end{align*}
$$

where $S=S_{2}$ 。
For the $n$th layer, the eleciron density $N_{e}$ and the magnetic fiefd vecm tor $\bar{E}_{0}$ are known, and, therefore, $X, Y, 2, m$, and $n$ can be calculated. By inserting these quantities, together with $S$, into (5.22), the coefficients to the quartic equation $(5.20)$ can be calculated for the given layer and $q$ can be determined by solving this equation. There are four solutions wo of which represent the upgoing and downconing ordinary waves, and the other two represent the upgoing and domcoming extraordinary waves.

### 5.3 Solution of Booker's quartic equation

To find the solution of Booker's quartic equation (5.20), one of the stondard methorls for solving quartic equations can be used, but it
would be more convenient to assign a serios of fixed values of $q$ and solve the equation for $x$. In tems of $X,(5.20)$ is a cubic equation and can be wititen as

$$
\begin{equation*}
X^{3}+A x^{2}+B X+1=0 \tag{5.23}
\end{equation*}
$$

where

$$
\begin{align*}
& A=2\left(q^{2}-C^{2}\right)-1 \\
& B=\left(q^{2}-c^{2}\right)\left\{q^{2}-C^{2}+y^{2}-2-Y^{2}\left(S, Q+S S^{m+q n}\right)^{2}\right\}  \tag{5.24}\\
& \Gamma=\left(Y^{2}-1\right)\left(q^{2}-C^{2}\right)^{2}
\end{align*}
$$

For a given magnetic field vector $\bar{B}_{0}$, and an incident angle 0 , (5.23) can be solved to obtain a q-X curve. Al though the curve will be different for different incident angles, they will appear similar to that shown in Figure 5.3. The solid line curves refers to the ordinary wave, and the broken line curves to the extraordinary waves. This set of qux curves was obtained for the wave frequency wice the gyro frequency, i.e., $Y=1 / 2$, and $\theta_{\mathrm{I}}=45^{\circ}$. In Section 5.5, a computer program has been developed to obtain the $q-X$ curves for the radio path with transmitter locating at Maui, and receiver at the University of Hakait.

### 5.4 Ray tracing by Booker's equartic

Booker (1939, 1940) has show that the ray path of the ionospheric radio waves can be obtained by solving following two equations:

$$
\begin{align*}
& \frac{d x}{d z}=-\frac{\partial q}{\partial S_{1}}  \tag{5.25a}\\
& \frac{d y}{d z}=-\frac{\partial q}{\partial S_{2}} \tag{5.25b}
\end{align*}
$$

where $-\left(\partial q / \partial S_{1}\right)$ and $-\left(\partial q / \partial S_{2}\right)$ are the increases in horizontal displacement of the waverpocket parallel to the $X$ and $Y$ axos and measured in


Figure 5.3 Typical $4 \times$ curves for $y=1 / 2$ and $\theta_{1}=45^{\circ}$
per unit increase of height. In integral form (5.25a) and (5.25b) becomes

$$
\begin{align*}
& x=\cdots \int_{0}^{z} \frac{\partial q_{1}}{\partial S_{1}} d z  \tag{5.26}\\
& \gamma=\cdots \int_{0}^{z} \quad \frac{\partial q}{\partial S_{2}} d z \tag{5,27}
\end{align*}
$$

(5.26) and (5.27) give the horizontal displacements parallel to the $x$ and the $y$ axes of the wave packet in going from height zero to $z$. The partial derivative $\partial q / \partial S_{1}$ in (5.25a) can be evaluated by taking the total derivative of $(5.23)$. Let

$$
F\left(S_{1}, q\right)=X^{3}+A X^{2}+B X+P=0
$$

Then.

$$
\begin{aligned}
d F\left(S_{1}, q\right) & =\frac{\partial F\left(S_{1}, q\right)}{\partial S_{1}} d S_{1}+\frac{\partial F\left(S_{1}, q\right)}{\partial q} d q \\
& =\left(x^{2} \frac{\partial A}{\partial S_{1}}+x \frac{\partial B}{\partial S_{1}}+\frac{\partial \Gamma}{\partial S_{1}}\right) d S_{1}+\left(x^{2} \frac{\partial A}{\partial q}+x \frac{\partial B}{\partial q}+\frac{\partial \Gamma}{\partial q}\right) d q \\
& =0
\end{aligned}
$$

Thus, we have

$$
\begin{equation*}
\frac{\partial q_{1}}{\partial S_{1}}=-\left(X^{2} \frac{\partial A}{\partial S_{1}}+X \frac{\partial B}{\partial S_{1}}+\frac{\partial T}{\partial S_{1}}\right) / D \tag{5.28}
\end{equation*}
$$

where,

$$
\begin{equation*}
D=\chi^{2} \frac{\partial A}{\partial q}+\chi \frac{\partial B}{\partial q}+\frac{\partial \underline{q}}{\partial q} \tag{5.29}
\end{equation*}
$$

Similarly, we can have

$$
\begin{equation*}
\frac{\partial q_{2}}{\partial S_{2}}=-\left(x^{2} \frac{\partial A}{\partial S_{2}}+x \frac{\partial B_{1}}{\partial S_{2}}+\frac{\partial \Gamma}{\partial S_{2}}\right) / D \tag{5.30}
\end{equation*}
$$

The partiol derivatives of $A, B$, and $r$ in $(5.28)$ and (5.30) can be
obtained by differentiating (5.24). Remembering that $c^{2}=1-S_{1}^{2}-s_{2}^{2}$, we have

$$
\begin{align*}
& \frac{\partial A}{\partial q}=4 q \\
& \frac{\partial B}{\partial q}=-2 q\left\{\left(2-y^{2}\right)+\left(S_{q} q^{4} S_{2} z^{n+q n}\right)^{2} y^{2}+2\left(c^{2}-q^{2}\right)\right\}  \tag{5.31}\\
& +2 n\left(s_{3} 2+S_{2} n+n n\right) Y^{2}\left(c^{2}-q^{2}\right) \\
& \frac{\partial T}{\partial q}=4 q\left(1-r^{2}\right)\left(c^{2} \cdot q^{2}\right) \\
& \frac{\partial A}{\partial S_{1}}=4 S_{1} \\
& \frac{\partial B}{\partial S_{1}}=-2 S_{\gamma}\left\{\left(2-y^{2}\right)+\left(S_{1} l+S_{2} m+q n\right)^{2} y^{2}+2\left(C^{2}-q^{2}\right)\right\}  \tag{5.32}\\
& +2 \ell\left(S_{7} \ell+S^{m+q n}\right) Y^{2}\left(c^{2} \cdots q^{2}\right) \\
& \frac{\partial \Gamma}{\partial S_{2}}=4 S_{p}\left(1-r^{2}\right)\left(C^{2}-q^{2}\right) \\
& \frac{\partial \mathrm{A}}{\partial S_{2}}=4 S_{2} \\
& \frac{\partial B}{\partial S_{2}}=-2 S_{2}\left\{\left(2-y^{2}\right)+\left(S_{1} l^{\ell+S_{2}} 2^{m+q n}\right)^{2} y^{2}+2\left(c^{2} \cdots q^{2}\right)\right\} \\
& +2 m\left(S_{1} l+s_{2} m+q n\right)^{2} y^{2}\left(c^{2}-q^{2}\right)  \tag{5.33}\\
& \frac{\partial \Gamma}{\partial S_{2}}=4 S_{2}\left(7-Y^{2}\right)\left(C^{2}-q^{2}\right)
\end{align*}
$$

It is convenient to think of a wave packet which is incident upon the ionosphere in $y-z$ plane. This means

$$
\begin{equation*}
S_{1}=0 \text { and } S_{2} \equiv S \tag{5.34}
\end{equation*}
$$

Although the wove is assumed to be incident in the $y-z$ plane, it will, in general: deviate sideways out of the $y-z$ phone. For this reason, $y$


Figure 5.4(a) Relationship between the coordinate systems ( $x^{\prime}, y^{\prime}, z^{\prime}$ ) and ( $x^{\prime \prime}, y^{\prime \prime}, z^{\prime \prime}$ ).


Figure 5.4 (b) Relationship betwecn the coordinate systoms $\left(x^{\prime}, y^{2}, z^{\prime}\right)$ and $(x, y, z)$.
is referred to as a horizontal range and $x$ in (5.26) as a lateral deviation. Substituting from (5.34) into (5.31), (5.32) and (5.33), we obtain

$$
\begin{align*}
& \frac{\partial A}{\partial q}=4 q \\
& \frac{\partial B}{\partial q}=-2 q\left\{\left(2-y^{2}\right)+(5 m+q n)^{2} \gamma^{2}+2\left(c^{2}-q^{2}\right)\right\}  \tag{5.35}\\
& +2 n(5 m+q n) Y^{2}\left(c^{2}-q^{2}\right) \\
& \frac{\partial P}{\partial q}=4 q\left(1-y^{2}\right)\left(c^{2}-q^{2}\right) \\
& \frac{\partial A}{\partial S}=0 \\
& \frac{\partial B}{\partial S}=2 l(S n+q n) y^{2}\left(c^{2}-q^{2}\right)  \tag{5.36}\\
& \frac{\partial \Gamma}{\partial S}=0 \\
& \frac{\partial A}{\partial S_{2}}=4 S \\
& \frac{\partial B}{\partial S}=-2 S\left\{\left(2-y^{2}\right)+(S m+q n)^{2} Y^{2}+2\left(c^{2}-q^{2}\right)\right\} \\
& +2 m(S m 4 a n) Y^{2}\left(c^{2}-q^{2}\right)  \tag{5.37}\\
& \frac{\mathrm{Ar}_{2}}{\mathrm{SS}_{2}}=0
\end{align*}
$$

In summary, $(5.26):(5.28)=(5.29):(5.31)$, and $(5.32)$ are used for calculating the lateral deviation $x$; and $(5.27),(5.30),(5.29),(5.37)$, and (5,33) are used for calculating the horizontal range $y, q$ in these equations can be obtained from the qu curves discussed in Section 5.3.
5.5 A computer program for detemining the $\mathfrak{a}-X$ curves

To obtain the q-X curves for radio path from Maui to the University of Hawail, the direction cosines ( $1, m, n$ ) of the vector $\bar{\gamma}$ must be determined. In figure 5.4 (a), let the origin 0 be chosen at the transmitting station on hawi and the two coordinate systems ( $x^{\prime}, y^{\prime}, z^{\prime}$ ) and $\left(x^{\prime \prime}, y^{\prime \prime}, z^{\prime \prime}\right)$ with the $x^{\prime}$ and $y^{\prime}$ axes directed in the geographic cast and north direction, and the $x^{\prime \prime}$ and $y^{\prime \prime}$ axes directed in the geomagnetic south and east directions, respectively. For the radio path, the magnetic dip 1 and declination angle $D$ are $38.704^{\circ}$ and $11.875^{\circ} \mathrm{E}$ as observed at Honolulu Geomagnetic Observatory, respec.tively.

From Figure 5.4 (a), the direction cosine of $-\bar{B}_{0}$ with respect to $\left(x^{*}, y^{\prime}, z^{\prime}\right)$ coordmate system is given by

$$
\begin{equation*}
(\pi \cos I \sin D,-\cos D \cos I, \sin I) \tag{5.38}
\end{equation*}
$$

Figure $5.1(b)$ shows the relative orientation between the coordinates systems $(x, y, z)$ and $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$. The $y$ axis is directed from Maui towards the University of Hawait on 0ahu. The angle $\phi$ between the $y$ and $y^{\prime}$ axes is measured to be $15.0^{\circ}$. The direction cosines of the $x, y$ and $z$ axes with respect to the $\left(x^{\prime}, y^{t}, z^{\prime}\right)$ coordinates are

$$
\begin{equation*}
(\sin \phi, \cos \phi, 0),(-\cos \phi, \sin \phi, 0), \text { and }(0,0,1) \tag{5.39}
\end{equation*}
$$

respectively.
By toking the suas of the products of corresponding elewents in (5.38) and (5.39), the direction cosines of $-\bar{B}_{0}$ with rospect
to the $(x, y, z)$ coordinate are calculated to be

$$
\begin{align*}
& \ell=-\cos I(\sin D \sin \phi+\cos D \cos \phi) \\
& n=\cos I(\sin D \cos \phi-\cos D \sin \phi)  \tag{5,40}\\
& n=\sin 1
\end{align*}
$$

Substituting the observed values of $I$, and $D$ and the calculated value of $\Phi$ into (5,40) we rinally arrive at the monerical values for the direc. tion cosines of the vector $\bar{Y}$ to be
$2=0.77900$
$m=0.046624$
$n=0.62530$
Using these values for $\ell, m, n$ in (5.24), we obtain the mumerical values for the coefficients $A, B$, and $\Gamma$ in the expression of (5.23). Solution to (5.23) will provide the values of $X$ corresponding to the given $q, C$ and $f$ and give the three roots. The root with the intermedtate magnetitude corresponds to that for the ordinary wave.

A subroutine subprogram QUART (ANG, FREQ, QUP: QDO, XUP, XDO, NO, XO. Q0) was developed for generating Dooker's $q-X$ curves for a given incident angle and probing frequency. The meanings of the arguments are as follows:

ANG: Incident angle, $O_{1}$, in radion.
FREQ: Probing frequency, $f$, in MIS
X0 : Recurned value of $X$ at the reflection point.
00 : Retuned value of $q$ at reficction point.
QUP : Vector of length wo which gives returned values of a for ungoing wave.

XUP: Voctor of length wo which gives returned values of $x$ corrosponding to a in Qup.

N0 : Number of data point on $q-X$ curve corresponding to upgoing wave.

QDO : Vector of length (4]-NO) which gives returned values of 9 for downcoming wave.

XDO : Vector of length (4? NNO which gives returned values of $x$ corresponding to a in QDO.

The total number of data point in qux curve is chosen to be 47. This number is sufficient to give a detailed numerical q-X curve for the ray tracing discussed in the next section. The values of $q$ and $x$ falling between two of these data points may be calculated by the method of linear interpolation. The values of $X 0$ and $Q 0$ cannot be determined by solving (5.23). They are determined by fitting a parabola to the three data points $\left(X_{1}, Q_{1}\right),\left(X_{2}, Q_{2}\right)$ and $\left(X_{3}, Q_{3}\right)$ closest to the nose of the $9 \times X$ curve as shown in Figure 5.5. The resulting expressions for $Q_{0}$ and $X_{0}$ are

$$
\begin{align*}
& Q_{0}=\frac{\left(x_{1}-x_{2}\right)\left(Q_{3}^{2}-Q_{2}^{2}\right)-\left(x_{3}-x_{2}\right)\left(Q_{1}^{2}-Q_{2}^{2}\right)}{2\left\{\left(x_{1}-x_{2}\right)\left(Q_{3}-Q_{2}\right)-\left(x_{3}-x_{2}\right)\left(Q_{1}-Q_{2}\right)\right\}}  \tag{5.42}\\
& x_{0}=x_{2}-\frac{\left(x_{1}-x_{2}\right)\left(Q_{2}-Q_{0}\right)^{2}}{\left(Q_{1}-Q_{2}\right)\left(Q_{1}+Q_{2}-2 Q_{0}\right)} \tag{5.43}
\end{align*}
$$

The subprogram quart was programed so that the (NO $\pm 1)$ th data point always corresponds to the point of $\left(x_{0}, 8_{0}\right)$.

The vector longths NO and ( 41 - N0) are not fixed numbers but vary for differemt probing frequencies $f$ and incident angles 0 . Therefore, in the man program, it is better to give the value of th to the dimen stons of OUP, Q00, XUP, and xD0. Appendix ghes the dotalls of this


Figure 5.5 A parabola is fitied to the points $\left(x_{1}, Q_{1}\right),\left(X_{2}, Q_{2}\right)$,
and $\left(X_{3}, Q_{3}\right)$ to detemme the value of $X_{0}$ and $Q_{0}$.
program.
Appendix 50 gives a program which can plot the $q-X$ curves for incidence angles of $0.1,0.2,0.3,0.4$ and 0.5 radian and for frequencies of 5 MHz and 10 kHz . Figure 5.6 (a) is the $q-X$ curves plotted by this program. Since the SUBROUTHE QUART is programed exclusively for the radio path from Whl to the University of Hawaii, it cannot be used to obtain $q \times$ curves for another radio path. For that case, mand $n$ in (5.41) should be recalculated for that particular radio path and substitute these nemly calculated values of $m$ and $n$ into the right hand side of the cquation given in statements 4 and 5 . For example, the ra. dio path perpendicular to the WWIIMH path and directing to the north has direction cosines of

$$
\begin{align*}
& l=0.046623 \\
& m=-0.77899 \\
& n=0.62520 \tag{5.44}
\end{align*}
$$

Therefore, by replacing statement (4) in QUART by the following statement

$$
Y 2=-0.77899 \div Y
$$

the program given in Appendix 56 can be used to plot $9 . x$ curves corresponding to this newly selected radio path. Figure 5.6 (b) shows the gry curves for this radio path. For the rest of the studies. the Whow UH path will be called as path 1 and the one perpendicular to path 1 as path 2.

It is of interest to note that:
(1) The $q-X$ curves cbtained for path 1 and those obtained for path 2 are quite difforent. For path 7 the carves are quite symetric


Figure $5.6($ a) 9.8 curves for radio path 1 (Wwan on Man to Uit on Ohay.

Figure 5.6(b) q-X curves for radio path 2 (perpendicular to path i)
with respect to the $X$ axis; but for path 2 , they are quite asymetric.
(2) For path 1 , the frequency dependence of the $q-x$ curves is quite sma17. For path 2; the q-X curves obtained for 10 MHz are quite different from those oftained for 5 MHz . The differences are most remarkable near the nose of the $q-X$ curve and the curves corresponding to the downcoming waves. These differences are less for smaller incident angle.
(3) For path $T:\left(X_{0}, Q_{0}\right)$ 's for 70 and 5 MHz are almost at the same point: however, for path 2 they are quite different, especially at large incident angles.
(4) For both path 1 and 2, the lengths of the $q$. $X$ curves corresponding to the upgoing waves are larger than those corresponding to the downcoming vaves. This difference will give rise to an asymetric radio path with respect to the vertical line passing through the center of the ground path between the transmitter and receiver, as will be discussed in the next section.

All of these unexpected characteristics are all due to the effect of geomagnetic field on the fonospheric radio propagation through the factors of $, m, n$ and $Y$ which are different for different radio paths.

### 5.6 A computer program for ray tracing

A two dinensional ray tracing computer program was developed basod on the equations $(5.27):(5.30)$, and $(5.33)$ and under the assumptions belon compatible with the University of Hawli Doppler system in opera. tion prior to 197.
(i) The iomsphere is constructed by a number of thin discrete horizontal flat: layors of thicknoss 5 km in each of which the efoctron density is homogonous as shom in Figure 5.7.
(ii) The lateral doviation given by (5.25) is so small, that this quantity will be ignored. Under this assumption, the ray path becones two dimensional.
(iii) The horizontal range is so small (only 152 km ) that the magnetic field vector $\bar{B}_{0}$ is asstuned to be constant in each discrete layer. This allows us to put $\ell, m, n$, and $Y$ to be constants.

In figure $5.7, z_{7}, z_{2}, \ldots$ represents the bottom height of the ist, 2nd, $\ldots$ layers and $x_{1}, x_{2}, \ldots$, and $q_{1}, q_{2}, \ldots$ are the values of $X$ and $a$ in those layers, respectively. $z_{m}$ is chosen to be the bottom height of the layer in which the wave will be reflected. For a given incident angle ${ }_{I}, z_{m}$ is obtained by comparing the $x$ 's for each layer with the WOth value of the returned XUP in subprogram QUART so that $X_{m}$ is closest but smaller than the Noth value of $x$ in the $x-q$ curve. The $x_{0}$ and $a_{0}$ values at the reflection point are obtained from the returned output of X0 and Q0 in subprogram qUART. By knowing $X_{m}$, and $X_{m+1}$ from the specified ionosphero and $X_{0}$ and $Q 0$ from the heturned output of QUART, the height of reflection can be obtained by using linear interpolation.

$$
\begin{equation*}
z_{0}=\left(\frac{z_{m+1}-z_{m}}{x_{m+1}-x_{m}}\right)\left(x_{0}-x_{m}\right)+z_{m} \tag{5.45}
\end{equation*}
$$

The value of $a_{k}$ in the $k$ th layer is determined by linear interpolation of values from the upper and lower sides of the kth layer.

$$
\begin{equation*}
q_{k}=\frac{\text { QUP }_{u}-\text { QuP }_{\ell}}{\operatorname{XUP}_{u}-\operatorname{VUP}_{\ell}}\left(x_{k}-\operatorname{XUP}_{\ell}\right)+\text { QUP }_{\ell} \tag{5.46}
\end{equation*}
$$

 which are closest to $x_{k}$ from upperside and lower side, respectively, and


Figure 5.7 For ray tracing, the ionosphere is assumed to be constructed by a number of thin discrete horizontal flat layers in each of wich both $X$ and $q$ are constant.

QUP $_{u}$ and QUP ${ }_{\ell}$ are corresponding values of returned $q_{i}$. since the values of $x_{k}$ and $q_{k}$ for each layer and $X_{0}$ and $q_{0}$ at the reflection point can be obtained from (5.13) and (5.42), respectively, the integrand of (5.27) can be obtained by direct substitutions of these values. For convenience in programing, a subprogram Function, $\operatorname{DX2DH}(Y, Y 2, Y 3, C, S, Q, X)$, has been developed for this purpose. The symbols of the arguments to DX2DH correspond the following quantities in the equation (5.27)

$$
\begin{aligned}
& Y=\text { Mbsolute value of vector } \bar{Y} \\
& Y_{2}=m^{\prime} \\
& Y_{3}=n \\
& C=\cos \theta \\
& S=\sin \theta_{i} \\
& Q=q \\
& X=X
\end{aligned}
$$

Since the integrand of (5.27) can be obtained by Function Dx20n. (5.27) can be integrated to give the horizontal range $y$.

In order for ( 5.27 ) to be numerically integrable throughout the range from 0 to $z_{0}\left(i, e, x=0\right.$ to $\left.x_{0}\right)$, the values of $d y / d z$ must be continuous chroughout this range. Figure 5.8 shows the variation of $d y / d z$ with respect to $z$ by using $(5.30),(5.29)$, and $(5.33)$. The full and dotted 7 ines show the upgoing and downconing ordinary waves, respectively. Since dy/dz becomes infinite as $z$ approaches the reflecting point $z_{0}$ equation ( 5,27 ) cannt be integrated numerically over the entire range of integration. To avoid this difficulty, the integration will be perfomed separately for the range from $0 \leq z \leq$ Zm and from $\mathrm{Zn} \leq \mathrm{z}<\mathrm{z}_{0}$. The incegrations will be done numerically for the fomer and andytically for the latter by fitting an andyucal function


Figure 5.3 Variation of $d y / d z$ with respect to $X$ or $z$.
to the last data point (corresponding to $z_{m}$ ) and the vertical asymptote at $X_{0}$. The analytic function adapted to the curve is

$$
\begin{equation*}
n=\frac{k}{\sqrt{Z_{0}-z}} \tag{5.47}
\end{equation*}
$$

where

$$
\eta=-\frac{\partial g}{\partial s_{2}}:=\frac{d y}{d z}
$$

the height of reflection $z_{0}$ and the parameter $k$ must be determined. If we let $n_{m}$ be the value of $d y / d z$ at $z=z_{m}$, then from $(5.47)$ we obtain

$$
\eta_{m}=\frac{k}{\sqrt{\Sigma_{0} * z_{m}}}
$$

or

$$
\begin{equation*}
K=\sqrt{z_{0}} \cdots z_{m} \eta_{m} \tag{5.48}
\end{equation*}
$$

The horizontal ranges $\Delta y_{m}$, corresponding to the hatched part in Figure 5.8 can be obtained by the analytical integration

$$
\begin{equation*}
\Delta y_{m}=\int_{z_{m}}^{z_{0}} \frac{k}{\sqrt{z_{0}-z}} d z=-\left.2 k \sqrt{z_{0}-z}\right|_{z_{m}} ^{z_{0}}=2 k \sqrt{z_{0}-z_{m}} \tag{5.49}
\end{equation*}
$$

Substituting for $K$ in this result gives

$$
\begin{equation*}
\Delta y_{m}=2\left(z_{0} \cdots z_{m}\right) n_{m} \tag{5.50}
\end{equation*}
$$

The horizontal range corresponding to the reflection point is then obtained by combining the numerica integration of (5.27) up to $Z=Z_{m}$ and the result of $(5.50)$. A similar integration can be applied to the domcoming wave to obtain the corresponding horizontal range.

A differont incident angle, will result in a different horizontal range. The radio path which is meoded in the prosent study is one which
starts fron the transmitter and teminates at the receiver at a fixed position. Therefore, a suitable computer program should be provided for the 'homing' problem. Let D be the horizontal distance between the transintter and the receiver. $O_{I}(i)$ the $i^{\text {th }}$ trial of the incident angles, and $y(i)$ the corresponding horizontal range. The first trial angle $\theta_{1}(1)$ is chosen to be large enough such that the horizontal range $y(1)$ is greater than the horizontal distance $D$ between the transmitter and the receiver. For the assumed value of $\theta,(1),(5.27)$ and (5.50) are used to calculate $y(1)$. If the difference $y(1)-D$ is greater than preassigned distance $D$, for example 1 km , a preassigned small angle $\triangle \theta$ is subtracted from $0_{1}(1)$ to give the second trial angle $\theta_{1}(2)=0_{1}(1)$ $\Delta \theta$. If this new trial anglo, (2) gives a corresponding horizontal range which is still $y(2)-D>\Delta D$, then $\Delta 0$ is subtracted again from $\theta_{I}(2)$ to give a third trial angle $\theta_{I}(3)$, and so on. This procedure is repeated until a certain value of $O_{I}$, say $\theta_{1}(j)$, for which the corresponding $y(j)$ satisfies one of the following conditions:
(i) $0 \leq y(i) \cdots D \leq \Delta D$
(ii) $y(j) \cdots \square<0$

If condition (i) is satisfied, then the radio path has homed in on the desired point within the preassigned accuracy $\Delta 0$ and the process is stopped. If condition (ii) is met, it shows that the incident angle $O_{I}(j)$ is too small and a compter program is provided to bring $O_{i}(j)$ back to $\theta_{[ }(j m)$, and start a now cycte for which $\Delta 0$ is halved. If this new cycle still canot satisfy the condition (i), it will recycle again mith the second a 0 haved agath. This recyeling continues until condition (i) is satiotiod.

The complete set of two dinensional ray tracing computer progran is given in Appendix 50. In order to use this program, the procedures given in Appendix 5C must be followed. Table 50 m 1 given at the end of Appendix 56 shows the primted output of a ray tracing sample made on the ionogram or electron dencity profile show in Figure 4.1. The ray paths obtained are show in Figure 5.9. The numbers attached to each ray path refer to the soquence of trial. After 12 trials the ray finally homed onto the preassigned range. The number of trials depends on the indivi. dual ionograms and the probing frequencies. For $\Delta D=1 \mathrm{~km}$, it is usually less than 75 . Figure 5.10 shows the ray paths obtained for radio path 1 and 2. It is very interesting to note that: for path $1_{s}$ the ray path is amost symetric with respect to the vertical line at the center of the path. However, for path 2, the ray path is quite asymmetric with respect to the contered vertical ines and the horizonta? distance of the reflection point deviates from the central point by as much as 71.2 km . For path 1 , while the ray is reflected at $z_{0}=$ 286.6 km , for path 2 it is reflected at $z_{0}=290.4 \mathrm{~km}$. These real re. flection heights are lower than the height obtained by determining the reflection height from $X=1$ in Figure 4.2 , which gives $z_{0}=290.5 \mathrm{~km}$. Moreover, due to asymmetry in $q \times$ curve, the ray path for the upgoing wave is much longer than that for downcoming wave. These phenomena are caused by the presence of the gemagnetic field.

Though it is not directly related to the subject of the present study, it is worthonile to make the following remarks:
(i) A Doppler system with three spaced receivers is sometmes used to determine the phase velocity of the acoustic-gravity waves and travellimg ionosphoric distumances (George, 1957 ,

Figure 5.9 Ray tracing made on the electron density profise given in figure 4.2.


Figure 5.10 Ray paths obtained for radio path 1 and 2.

Jones 1969). For this purpose, the three points used for triangulation are usually chosen at the geonetric centers of the radio paths. Since the actual reflection points deviates from the geometric central point by as much as $10 \%$ as was discussed in the previous paragraph, it is more accurate to make ray tracings for each radio path to find the actual reflection points rathor than merely use the geometric central points for triangulation.
(ii) A construction of dispersion curve for seismic Rayleigh waves at long pertods by using Doppter frequency records has been attempted by the author. A preliminary result has revealed that, in order for the dispersion curve obtained by using Doppler record to match the one obtained by Oliver (1962), the travelling tine required for the acoustic waves generated by the seismic Rayleigh waves to propagate from the ground level up into the ionospheric reflection height, the ionospheric reflection height should be determined very precisety. This would require a ray thacing to determine a more accurate height of reflection rather than merely using the real height cor. responding to $X=1$.
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## 0008
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C DEACE hNGLE ANC fROBIVG FREGUENCX
C STESHISE＝0．0SC


$Y=0.573 / \mathrm{FREQ}$
$\gamma 2=-0.046624 \div \gamma$
Y3＝0．62520笑\％
$\mathrm{C}=\mathrm{COS} 3 \boldsymbol{\mathrm { SO }} \mathrm{G}$
$S=S$ IN\｛出时 $\}$
TEM＝0．0
$00 \quad 10 \quad \mathrm{~d}=1.1 \mathrm{~s}$
$0=C-0.05 * C *(2)\}$


2 －C＊＊2～0＊＊2
$\mathrm{XCOF}(3)=-11.0022+(6)+2-\mathrm{G} \% 2)$
$x \operatorname{COF}(4)=1 \times 0$
 $T X(J)=X R(2)$
$10 T Q(1)=0$
$00145=5100$

14 CORTITUE
$11 \mathrm{NO}=1$
C TO DEYERMBE MAX O NNO X DENOEO BY QO NKO XO
$X Z=T \times(N O-2:$
$x 2=$ rond
$X I=T X C N O: I$
$03=T 0(10 \mathrm{O}: 8$
$02=T 0(N O S$
$0)=T Q\left(\mathrm{NOO}_{\mathrm{O}} \mathrm{I}\right)$
$T 1=(\{\times 3-x 2) /(x\}-\times 2) \mid *(10 i-02!/\{03-02)\}$
$Q \mathrm{O}=\{03+02-T 1 *(11402) / /\{2.0 \%(1.0-\mathrm{Y} 1:\}$


$15100=100-1$
17 10 $1=\mathrm{NO}+$ ？
DO $12 \quad \mathrm{j}=2.50$
XUP（J）＝TXIJ！
i2 $\operatorname{CUP}(J)=T \mathrm{Q}\{\mathrm{s}$ DO $16 \mathrm{~s}=1$ ，Mth $X 00(j)=y \times(5!\}+s)$
 RETUKN
END


Reproduced from best available copy.

The Sumboutche quan is required and given in Appendix 5A.

APPENDI 60

## A COMPUTER PROGRAM FOR THO DIMENSTONAL RAY TRACING IN THE TONOSPHERE

This progran consists of a main progroms wo SubROUTINE prograns. QUART and IMTEG?, and a FURGTKON subprogram DX2DH. The SUBROUTJNE INTEG ( $Y$, $H$, NO, A) is used for integration of a given nunerical function. The meanings of the arguments are as follows:
$Y$ : Input vecton of Iongth wo to be integrated
H: Step with of integration
NO: Number of ordmates to be integrated
A: Oupput vector of length wo wing gives the result of integration comesponding to each element of vector $Y$.

By calling this subprogram, the horizontal range $y_{k}$ corresponding to $k^{\text {th }}$ layer can be obtained.

In using this two dimensional ray tracing computer program, the following steps should be follomed:
(1) Prepare a data card with FORAT (214) which supplies the values for

NRAY : : Number of ionograms to be ray traced, and $F=$ Frequency in miz in this order.
(2) Prepare a data set for electron density profiles of the ionosphere to be ray traced with homar (13F6.1). It is assumed that the punched output of the electron density profites obtained by using the program given in Appendix $4 B$ should bo intomplated to give $H_{e}(z)$ at overy 5 kn interval startiny from 80 kn up to 1000 kn .
(3) The data sot is read in tho order (1) and (2) above.

This program was written for ray tracing of radio path 7 . Fon use at another radio path, $m$ and $n$ should be recalculated for that path and make the changes $Y 2=m$ and $Y 3 \cdots n$ in statements 5 and 6 .

The inttiating angle of incidence $O_{1}(1)$ was assumed to be 0.4 radian. If the angle other than this is choson as $\theta_{T}(i)$, the statement 17 should be changed for this new value. The preassigned error distance $\triangle D$ was assumed to be I km. If the value other than I km is desired, statement 98 should be changed to read

$$
\text { IF }(X 20(N D) \cdots D I S T-\Delta D) 29,30,30
$$

where $\triangle D$ refers to the new value desired. The distance between whit and the University of Hawait is 152.2 km . If the distance other than this value is destred then statement: 3 should be changed.

This program is written to print out the following data for cach $\theta_{I}$ in the order.
(i) Horizontal ranges $y_{0}, y_{1}, y_{2}, \ldots, y_{m}, y_{0}$ for upgoing wave as shown in Figure 5.7.
(ii) Horizontal ranges $y_{1}^{\prime}, y_{2}^{\prime}, \ldots, y_{m}^{\prime}$ ', H for down coming wave as shown in Figure 5.7.
(iii) Height of reflection $z_{0}$.
(iv) Wen the ray homes in on the desired receiving point a dotced Gine will be printed out to indicate the end of ray tracing for one $N(z)$ profile. If WRAY $>1$, it will procecd to produce another ray tracing for the next $N(z)$ profile.

Table EC.. 1 shows the printed output of a roy tracing sample made on the electron densty profthe shom in Fig. 4.1. The required Subrouthe omart is given in Apendix: Sh.
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## TABLE 5C-1 <br> Printed Output of the Ray Paths for Two Dimensional Ray tracing Made on the Electron Density Profile Given in Figure 4.1.

| 1 | 0.4000 | 00 1 |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.0 | 46.51 | 48.76 | 51.05 | 53.36 | 55.69 | 58.02 | 80.36 | 62.71 | 65.09 |
|  | 67.51 | 69.95 | 72.43 | 74.95 | 77.50 | 80.09 | 82.73 | 85.41 | 88.14 | 90.92 |
|  | 93.77 | 96.89 | 90.70 | 102.81 | 106.04 | 103.42 | 112.99 | 116.80 | 120.93 | 125.50 |
|  | 130.68 | 136.83 | 144.90 | 160.90 | 172.89 |  |  |  |  |  |
|  | 183.70 | 198.32 | 206.03 | 211.99 | 217.04 | 221.51 | 225.57 | 229.33 | 232.86 | 236.20 |
|  | 235.40 | 242.48 | 245.47 | 248.37 | 251.20 | 253.77 | 256.08 | 259.34 | 261.97 | 264.55 |
|  | 267.07 | 269.59 | 272.07 | 274.51 | 276.91 | 279.29 | 281.64 | 283.07 | 285.30 | 288.62 |
|  | 240.92 | 293.21 | 295.26 | 341.97 |  |  |  |  |  |  |
| REFLECTIUN MEIGHT: 271.327 |  |  |  |  |  |  |  |  |  |  |
| 2 | 0.30000002 |  |  |  |  |  |  |  |  |  |
|  | 0.0 | 34.03 | 35.67 | 37.33 | 37.02 | 40.70 | 42.40 | 44.10 | 45.81 | 47.53 |
|  | 49.28 | 51.05 | 52.84 | 54.66 | 56.50 | 58.36 | 60.25 | 62.17 | 54.13 | 66.11 |
|  | 63.14 | 70.22 | 72.34 | 74.53 | 75.79 | 79.15 | 81.61 | 84.20 | 86.97 | 89.95 |
|  | 93.21 | 95.86 | 102.03 | 108.30 | 113.93 | 12.487 |  |  |  |  |
|  | 143.99 | 151.16 | 156.15 | 160.23 | 163.77 | 186.96 | 169.88 | 172.60 | 175.16 | 177.58 |
|  | 174.91 | 182.14 | 184.31 | 186.42 | 180.48 | 150.49 | 192.4 .7 | 194.41 | 196.32 | 198.20 |
|  | 200.05 | 201.88 | 203.69 | 205.48 | 207.24 | 208.98 | 210.70 | 212.41 | 214.10 | 215.79 |
|  | 217.47 | 219.15 | 220.81 | 222.45 | 256.48 |  |  |  |  |  |
|  | Fftction | HE IGMT | 279.1 |  |  |  |  |  |  |  |



REFLEGTION HEIGHT: 285.192



## APPENDIX 6

## hilbert transform method of determining <br> the period of rayleigh-acoustic wave generated Ionospheric doppler recordings

I. Introduction

Well-dispersed earthquake generated Rayleigh waves launch acoustic waves into the atmosphere and cause oscillatory disturbances in the ionosphere. These acoustic waves are designated as Rayleigh-acoustic waves throughout this paper. By employing the Doppler sounding technique (Davies, 1969), these oscillatory disturbances at ionospheric height can be recorded. The purpose of this paper is to present a method, which employs the Hilbert transform and the analytic signal representation, for the determination of the period of the oscillatory disturbances recorded. This method is designated as the Hilbert transform method. Besides Rayleigh-acoustic waves, oscillatory disturbances in the ionosphere can be generated by other effects such as the geomagnetic sudden commencement (Davies, 1969). Complication in analysis may arise due to different nature of different disturbances. So we confine our discussion to records representing disturbances caused by Rayleigh-acoustic waves only. Throughout the paper, the term "Doppier record" denotes only those records displaying oscillations caused by Rayleigh-acoustic waves.

The Doppler record has been shown to be a faithful representation of the time rate of change of the displacement of the long-period Rayleigh waves (Yuen et al., 1969) and is equivalent to what an ideal long-period seismometer for measuring vertical component of a disturbance would record. At present, records of long-period Rayleigh waves from seismoneters are not very satisfactory. Most of the time they are contaminated by Love waves and the seimometers are unstable due to violent oscillations caused by the strong body waves which arrive before the Rayleigh waves (Furumoto, 1970). On the other hand, ionospheric Doppler recordings do not have such serious dramacks. So, Doppler records play a unique and inportant role in representing the long period seismic

Rayleigh waves.
Analysis of Doppler records gives valuable information for earthquake source mechanism investigations and other seismic studies. An example is the experimental tsunami warning system established at the Radioscience Laboratory of the University of Hawaii (Furumoto, 1970; Najita et al., 1974). In the process of analyzing a Doppler record, one essential and significant piece of information needed is the period of the oscillations. Traditionally, the period of the oscillations recorded by seismometers, as well as by Doppler technique, has been determined by the so-called "peak and trough" method (Pekeris, 1948; Ewing and Press, 1954). In this paper, the Hilbert transform method and the "peak and trough" method are compared by applying them to a Doppler record.

Before we go into the details of the Hilbert transform method, we first need to discuss the Doppler record.

## II. The Doppler Record

The motion at one point of a dispersive medium due to a disturbance applied earlier at another point may be represented by a superposition of traveling plane waves of different wave number $k$ (Brune et al., 1960)

$$
\begin{equation*}
u(x, t)=\frac{1}{2 \pi} \int_{0}^{\infty} A(k) \cos (\omega t-k x+\phi(k)) d k \tag{1}
\end{equation*}
$$

where $u(x, t)$ is a component of the displacement which is a function of the space coordinate $x$ and the time $t . A(k)$ is an amplitude function, $\omega$ the angular frequency, and $\phi(k)$ the initial phase as a function of wave number. Furthermore, Brune (1960) utilized the calculations given by Pekeris (1948) to show that when a wave train, which is generated by the disturbance applied at one point, has become sufficiently dispersed, Equation 1 may be evaluated by the method of stationary phase and shown to be approximately

$$
\begin{equation*}
u(x, t) \simeq\left\{-\frac{\pi t}{2}\left|\frac{a^{2}-\omega}{d k^{2}}\right|_{0}^{2}\right\}^{2 / 2} A\left(k_{0}\right) \cos \left(\omega_{0} t-k_{0} x+\phi\left(k_{0}\right) \pm \frac{\pi}{4}\right) \tag{2}
\end{equation*}
$$

provided $\omega_{0}$ is not too near an extremum of group velocity and the
amplitude does not vary too rapidly as a function of frequency. Equation (2) then indicates that the motion at large $x$ will consist of nearly sinusoidal oscillations whose frequency and amplitude slowly vary with time (essentially because $\omega_{0}$ and $k_{0}$ are functions of $(x / t))$. Thus at remote points away from the source, the wave-train will be well-dispersed, and oscillation of frequency $\omega_{0}$ will occur when traveling plane wave components with frequencies equal to and near $\omega_{0}$ arrive at the point and interfere constructively with one another.

The above results can, and have, been used in the case of Rayleigh waves from large earthquakes (Brune et al., 1960). Since a Doppler record is a faithful representation of well-dispersed Rayleigh waves, they can also be applied to the case of Doppler recced. In general, an oscillation recorded by using the Doppler technique at a certain time can be pictured as caused by a Rayleigh wave component $x(t)$,

$$
\begin{equation*}
x(t)=A \cos (\omega t+\Phi) \tag{4}
\end{equation*}
$$

where $w$ is the frequency, $A$ is the amplitude, and $\Phi$ is the total phase shift. Actually, the amplitudes of the oscillations recorded are proportional to the particle velocity induced by the Rayleighacoustic waves. There is a $\pi / 2$ phase difference between the peaks of displacement and the peaks of the Doppler frequency shift (Najita et a1., 1974). This $\pi / 2$ phase difference could be incorporated into the total phase shift $\Phi$ in (4). The w in (4) is the frequency of the oscillation recorded, where reciprocal of $\omega$ gives the period of the oscillation.
III. The Hilbert Transform and The Analytic Signal

The Hilbert transform is frequently encountered in communication theory. The band-pass signals that are of interest in communication are signals that are generated by modulating a carrier signal by a narrow-band low-pass information-bearing signal. And the Hilbert transform provides an easy ard elegant way to relate the band-pass modulated signal to the low-pass signal,
especially in single side-band modulation.
The Hilbert transform $\ell(t)$ of a real-valued signal $x(t)$ is defined as (Kuo and Freeny, 1962; Schwarts et al., 1966)

$$
\begin{equation*}
Q(t)=\frac{1}{\pi} P \int_{-\infty}^{\infty}-\frac{x}{t}(\tau)-d \tau \tag{5}
\end{equation*}
$$

and the inverse Hilbert transform as

$$
\begin{equation*}
x(t)=-\frac{1}{\pi} P \int_{-\infty}^{\infty}-\frac{\hat{Q}}{\hat{i}-\tau}(\tau) d \tau \tag{6}
\end{equation*}
$$

Where $P$ denotes the Cauchy principle value of the integral at $\tau=t$. Let us demonstrate equation 5 by finding the Hilbert transform $\hat{x}(t)$ of the function in (4), $x(t)=A \cos (\omega t+\Phi)$. Substitute $\tau=t+\tau^{\prime}$ in (5):

$$
\begin{align*}
\hat{x}(t) & =\frac{1}{\pi} P \int_{-\infty}^{\infty}\left(x\left(t+\tau^{\prime}\right) /-\tau^{\prime}\right) d \tau^{\prime}  \tag{7a}\\
& =\frac{1}{\pi} P \int_{-\infty}^{\infty}(x(t+\tau) /-\tau) d \tau . \tag{7b}
\end{align*}
$$

Then substitute (4) into the equation:

$$
\begin{align*}
\hat{x}(t)= & \frac{1}{\pi} P \int_{-\infty}^{\infty}(A \cos (\omega t+\omega \tau+\Phi) /-\tau) d \tau  \tag{7c}\\
= & \frac{A}{\pi} P \int_{-\infty}^{\infty}(\cos (\omega t+\Phi) \cos \omega \tau /-\tau) d \tau  \tag{7~d}\\
& -\frac{A}{\pi} P \int_{-\infty}^{\infty}(\sin (\omega t+\Phi) \sin \omega \tau /-\tau) d \tau . \tag{7e}
\end{align*}
$$

Since $\cos (\omega \tau) / \tau$ is and odd function, the first integral in the above equation is zero, and

$$
\begin{align*}
\Omega(t) & =\frac{A}{\pi} p \int_{\infty}^{\infty}(\sin (\omega \tau) / \tau) d \tau \cdot \sin (\omega t+\Phi)  \tag{7f}\\
& =A \sin (\omega t+\Phi) \tag{7~g}
\end{align*}
$$

This result will be helpful in later analysis.
In another approach, $\hat{x}(\mathrm{t})$ may be regarded as the response of a (non-realizable) linear filter to $x(t)$. This Hilbert
transform filter has impulse response $1 / \pi t$ and transfer function -jsgn(f) (Kuo and Freeny, 1962; Schwartz et al., 1966), where $j=\sqrt{-} 7$ and $\operatorname{sgn}(f)$ is defined as

$$
\operatorname{sgn}(f)=\left\{\begin{array}{rr}
1 & f>0 \\
0 & f=0 \\
-1 & f<0
\end{array} .\right.
$$

So, if $X(f)$ is the Fourier transform of $x(t)$, then

$$
\begin{equation*}
\hat{X}(f)=-j \operatorname{sgn}(f) \cdot x(f) \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{x}(t)=(1 / \pi t) * x(t), \tag{9}
\end{equation*}
$$

where * denotes the convolution.
Other properties of Hilbert transform are discussed in the literatures dealing with communication theory.

Now let us discuss the meaning of the analytic signal. The
analytic signal representation of a real waveform was first introduced by Gabor (1946), and is now used widely in communication theory as a means of representing band-pass signals. The analytic signal $z(t)$ of a real waveform $x(t)$ - sometimes referred to as the pre-envelope and the complex signal - is defined as (Kuo and Freeny, 1962; Schwartz et al., 1966)

$$
\begin{equation*}
z(t)=x(t)+j \hat{x}(t), \tag{10}
\end{equation*}
$$

where $\hat{\chi}(t)$ is the Hilbert transform of $x(t)(\hat{\chi}(t)$ is sometimes called the quadrature function of $x(t)$ in this case). Equation (10) can be expressed in another form,

$$
\begin{equation*}
z(t)=A(\imath) e^{j \theta}, \tag{11}
\end{equation*}
$$

where $\quad A(t)=|z(t)|=\left(x(t)^{2}+\theta(t)^{2}\right)^{1 / 2}$
and

$$
\begin{equation*}
\theta=\tan ^{-1}(\ell(t) / x(t)) \tag{13}
\end{equation*}
$$

$A(t)$ is the amplitude, $\theta$ the instantaneous phase, and the time derivative of $\theta$ the instantaneous frequency of the analytic signal $z(t)$ (Schwartz et al., 1966).
IV. The Determination of Period by the Hilbert Transform Method In section II, we have shown that an oscillation recorded by the Doppler technique is caused by a cosinusoid described by (4): $x(t)=A \cos (\omega t+\Phi)$. From (7g), the Hilbert transform of $A \cos (\omega t+\Phi)$ is $\hat{x}(t)=A \sin (\omega t+\Phi)$. Therefore, the analytic signal representation of $x(t)$ is, from (10)

$$
\begin{equation*}
z(t)=A \cos (\omega t+\Phi)+A j \sin (\omega t+\Phi) \tag{14}
\end{equation*}
$$

From (13) and (14), the instantaneous phase is

$$
\begin{align*}
\theta & =\tan ^{-1}(\sin (\omega t+\Phi) / \cos (\omega t+\Phi)) \\
& =\tan ^{-1}(\tan (\omega t+\Phi)) \\
\therefore \theta & =\omega t+\Phi \quad . \tag{15}
\end{align*}
$$

Differentiating both sides of (15) with respect to time $t$, we find that the frequency $\omega$ of $x(t)$ is equal to the instantaneous frequency of its analytic signal representation, since $\Phi$ is independent of $t$. That is, finding the frequency $\omega$ is the same as finding the instantaneous phase of the analytic signal, and then calculating its time derivative. So, the problem reduces to one of determining the instantaneous phase.

Now, let us transform the analytic signal into the frequency domain,

$$
\begin{equation*}
Z(f)=x(f)+j x(f) \tag{16}
\end{equation*}
$$

where $Z(f)$ is the Fourier transform of $z(t)$. From (8)

$$
\hat{X}(f)=-j \operatorname{sgn}(f) \cdot x(f)
$$

$$
\begin{array}{rl}
Z(f)= & X(f)+j(-j \operatorname{sgn}(f) \cdot X(f)) \\
= & X(f)+\operatorname{sgn}(f) x(f) \\
& 2 X(f) \\
\therefore Z(f)= & f x(f)  \tag{17}\\
0 & f=0 \\
0 & f<0
\end{array}
$$

Therefore, it follows that the instantaneous phase of the analytic signal, representation $z(t)$ of a real signal $x(t)$ can be determined using the following algorithm:

1. Transform $x(t)$ into $x(f)$.
2. Cancel the negative frequency terms and multiply the positive frequency terms by 2. This will give $z$ (f),
3. Transform $Z(f)$ back into $Z(t)$ and plot $\theta$, the instantaneous phase.

## V. Practical Consideration

Since Fourier transform is involved in the computation of an analytic signal, a computer is convenient. At present, the most efficient way of doing Fourier transform is by using the Fast Fourier Transform (FFT) routine on a digital computer. Detailed description of writing and using the FFT routine is given by Brigham (1974).

In using a digital computer to calculate the analytic
signal representation of a whole Doppler record, it is possible to input the whole Doppler record at one time and display the result by plotting the instantaneous phase as a function of time (i.e., using the same time axis as the Doppler record). Then, by taking the time derivative or the slope of the phase plot, the period at any time can be determined.

Techniques of proper handling a waveform in digital Fourier Transform analysis are discussed in many literatures. Since a continous Doppler record must be sampled discretely
in order to utilize a digital computer, the limitations due to the effect of sampling must be observed: The sampling theorem a waveform $x(t)$ should be sampled at a freçuency of at least twice the largest frequency component of $x(t)$ - must not be violated. Aliasing and leakage must be avoided. Two additional important points in finding the analytic signal are:

1. In the process of finding the analytic signal, the negative frequency terms are truncated. Discontinuity may occur at zero frequency and thus may violate the sampling theorem. So the zero frequency term should be filtered out or kept to a minimum before doing the inverse transform.
2. Since the calculation of the analytic signal of a waveform effectively involves convolution of the waveform with the slowly decaying kernel $1 / \pi t$ of the Hilbert transform, the analytic signal representation will be unreliable near the beginning and end of the waveform (White and Cha, 1973).

Two examples of period determination by means of the analytic signal are given below. The first involves a sinusoid of a known period T, as shown in Figure 1. The instantaneous phase plot is given in Figure 2. By taking the time derivative of the phase plot, one can show that the instantaneous frequency found in Figure 2 is exactly equal to the frequency of the sinusoid in (1). The second example involves the 10 MHz . Doppler record obtained from the Radioscience Laboratory of the University of Hawaii at Manoa shortly after the Hachinohe, Japan earthquake of May 16, 1968. The Doppler record is shown in Figure 3 and its instantaneous phase plot is in Figure 4. One can determine the frequency at one time by measuring the slope of the phase plot at the time.
VI. Discussion

Without a digital computer, the determination of period by the Hilbert transform method becomes extremely difficult if not


Figure 1. A Sinucoid with a constant Period $T$.


Figure 2. Instantaneous Phase plot of the Sinusoid with Period T.
zJIMS Koumbexd dotdion

impossible. Although the analytic signal representation of a waveform was introduced many years ago, the expensiveness and the inefficiency of an early digital computer would certainly have hindered any attempt to use the analytic signal representation in time series analysis. With the introduction of FFT in 1965 and the unprecedented low price and high speed of mini-computers today, the determination of the period of a Doppler record by this method has become feasible. For example, the entire process from digitizing the Doppler record in Figure 3 to plotting the instantaneous phase in Figure 4 takes about 10 minutes using a Hewiett Packard programmable desk calculator system.

Traditionally, the period of the oscillations recorded by seismometers and by Doppler technique has been determined by the so-called "peak and trough" method. A description of this method may be found in Pekeris (1948) and Ewing and Press (1954). Briefly, one reads off the time $T_{n}$ of the $n$-th maximum or minimum, and plots $T_{n}$ against $n$. Then a smooth and continuous curve is drawn through the plotted points. The period at time $T_{n}$ is obtained by measuring the slope of the curve at $T_{n}$. The crucial step in this method is the fitting of a curve to the plotted points. Since chere is no standard way of fitting a curve (a least souare fit may not be the best), error may be introduced. Figure 5 shows the curve obtained by applying the "peak and trough" method to the Doppler record in Figure 3. The periods of the labelled peaks and troughs obtained from Figure 4 together with those obtained from Figure 5 are entered into Table 1.

By comparing the two rows of values in Table 1, one can see that they are different for every event. There is no systematic error in going from Event 1 to Event 4: the values of Event 1 and Event 2 obtained by using the Hilbert transform method are smaller than those obtained by using the "peak and trough" method, but the values of Event 3 and Event 4 obtained by using the Hilbert transform method are greater than those obtained by using the "peak and trough" mechod. The differences between the values obtained from the two methods for Events 1, 2, and 4 are small and can be accounted for by errors introduced when measuring the slope

Table 1. Periods of labelled events obtained by using two different methods.
of the instantaneous phase plot. But there is a substantial difference between the values for Event 3. One possible explanation for this difference is the error introduced when fitting a curve to the plotted points in the "peak and trough" method as mentioned earlier in this section. Obviously, one advantage of the Hilbert transform method over the "peak and trough" method is that no curve fitting is necessary. But without exhaustive error analysis - which we shall not discuss in this paper due to its complexity - it is difficult and premature to judge which method gives the better result.
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## APPENDIX 7 <br> METHOD OF DETERMINING THE INITIAL PHASE OF THE SOURCE OF AN EARTHQUAKE FROM THE DOPPLER RECORDS <br> Introduction

Rayleigh waves from large earthquakes generate acoustic waves up into the atmosphere and cause delayed oscillations in the ionosphere. These oscillations were confirmed experimentally (Yuen et al., 1969) by employing the Doppler technique.

Doppler records obtained after the Kurile Island Earthquake on August 11, 1969, had been investigated in detail and a method was suggested by Dr. A. S. Furumoto (1970) relating data obtained from the Doppler record to the initial phase of the source.

In this report, a few modifications on the process of locating the initial phase of the source of an earthquake are discussed. Examples are given to illustrate the modifications.

Outline of Furumoto's Method
The details pertaining to Furumoto's method will not be reproduced here. The reader is referred to Furumoto's paper (1970) for a complete picture of the method. However, an outline of his method is given below for the purpose of comparison. The outline is divided into seven steps for easy identification:

1. Identify and label peaks and troughs on the Doppler record. For example, a trough that appeared first on the Doppler record is labelled as Event 1.
2. Find out the time of arrival of each event and determine the period associated with each event using the Peak and Trough method (Ewing and Press, 1954). The time of arrival of an event is the arrival time of the Rayleigh-acoustic waves at the ionospheric reflector.
3. From the data given by Ben-Menahem and Toksoz (1962), determine the phase velocity that corresponds to each event.
4. Tabulate the period, character, phase velocity and the time lag of each event. The time lag of an event is the difference in time between the event and Event 1.
5. Estimate the location where the Rayleigh-acoustic refraction from the ground took place. This location is called the launching point for the RayTeigh-acoustic wave. Also, find out the epicentral distance -
distance between the epicenter of an earthquake and the sub-ionospheric point.
6. Construct wave trains of all the events at the time when Event 1 reached the launching point. At that time, other events were behind Event 1 at a distance equal to the product of phase velocity and time lag. The wave trains are constructed from the launching point back towards the epicenter until a distance is found where the phases from all the trains are in agreement. This is the initial phase of the wave components.
7. When a wave leaves a source, there is an advance of $\pi / 4$ in phase for normal branch of dispersion ( $\mathrm{dV} / \mathrm{dT}>0, \mathrm{~V}=$ group velocity, $\mathrm{T}=$ period) (Brune et al., 1961). Hence, the initial phase of the source is $\pi / 4$ behind the initial phase of the wave components.

## Modifications

A. Estimation of travel time required and horizontal distance elapsed for the Rayleigh-acoustic wave to refract from the launching point up to the ionospheric reflector.
Ray tracing on the Rayleigh-acoustic wave was done by the staff of the Radioscience Laboratory using an IBM 360 computer. Phase velocities were used in the calculation. The results are displayed in Figure 1 and Figure 2. Figure 1 shows the delay time as a function of height and period. Figure 2 shows the horizontal range elapsed as a function of height and period. For a fixed height, a curve showing the relationship between the period and the horizontal range can be constructed using data from Figure 1 and Figure 2 respectively. For example, Figure 3 shows the delay time for different periods of Rayleigh-acoustic wave to reach an altitude of 300 kilometers, and Figure 4 shows the horizontal distance elapsed for that altitude. The curve showing the delay time as a function of period is used to correct the time lag in Step 4 of Furumoto's method, and the curve showing the horizontal range elapsed is used to determine the accurate location of the launching point in Step 5 .
B. Location of the initial phase on a wave train plot.

A different approach is introduced here for locating the initial phase on a wave train. In the wave train plot in Step 6 , the abscissa represents the straight line path on the earth's surface passing through the epicenter and the launching point. Since the wave train is plotted in a triangular


Figure 2. Ray-paths for infrasonic waves parameterized in terms of periods.

wave pattern with constant amplitude, the ordinate has no meaning except in identifying the pase at a certain location. So, the wave train plot represents the phase variation with respect to distance of a component of the Rayleigh wave packet at a certain instant of time.

When an earthquake occurred, assume it occurred at time $t_{0}$, a Rayleigh wave packet was generated from the epicenter. This wave packet can be Fourier analyzed showing an infinite number of wave components with different periods but have the same initial phase. Since the medium is dispersive, they have different phase velocities. The phase velocity $V_{p}$ of a wave component with certain period can be estimated readily from Figure 2 given in Dorman (1969) or from data given by Ben-Menahem and Toksoz (1962), it is therefore possible to calculate the distance $d$ the initial phase has travelled in a certain period of time $t$ by the simple equation

$$
d=V_{p} t
$$

Since all the wave trains are plotted at the time when Event 1 reached the launching point, let this time be $t_{1}$, therefore $t=t_{1}-t_{0}$, and the distance $d$ of the initial phase from the epicenter can be determined:

$$
d=V_{p}\left(t_{1}-t_{0}\right)
$$

Once the location of the epicenter is known, this distance can be located on the wave train plot to give the initial phase.
C. Initial phase of the source.

A Doppler record shows the Doppler frequency shift with respect to time. In order to apply the $\pi / 4$ phase shift mentioned in Step 7, the Doppler record must be translated into a displacement curve. In translating the Doppler record into a displacement curve, there is an advance of $\pi / 2$ in phase as shown in Figure 5 . Together with the $\pi / 4$ advance in phase when a wave leaves a source, the total change in phase is $\pi / 4$ when relating the Doppler record to the source. Hence, the initial phase of the source is $\pi / 4$ in advance of the initial phase obtained from a wave train plot.

Examples
The August 11, 1969 Kurile Earthquake was used by Dr. Furumoto to illustrate his method. So data from the same earthquake are used here to illustrate the suggested modifications.


Figure 5. Phase difference between the displacement curve and the Doppler record.

The August 11, 1969 Kurile Earthquake was used by Dr. Furumoto to illustrate his method. So data from the same earthquake are used here to illustrate the suggested modifications.

The 10 MHz Doppler record obtained shortly after the Kurile Earthquake is shown in Figure 6. One can notice that the long period peaks and troughs are labelled. Table 1 shows all the data needed for constructing the wave trains and for locating the initial phase on each wave train. Values in column $A$ through $D$ of Table 1 are obtained directly from Table 1 found in Furumoto's paper (1970). In column E, values of the delay time are obtained from Figure 3. In column $F$, values of the horizontal distance elapsed are obtained from Figure 4. Time of arrival in column G is obtained directly from the Doppler record shown in Figure 6. Column $H$ shows the time when the acoustic wave was launched. In column I, the distance compensation represents the distance of an event from the launching point of Event 1. Column $J$ gives the wave length and column $K$ the distance of initial phase from the epicenter of an event. Figure 7 is the wave train plot based on data from Table 1. In constructing the wave train plot, the epicenter is used as the reference point. The launching point for Event 1 is located by measuring the distance of the launching point from the epicenter. Triangular wave train is then constructed starting from the launching point. The location of the initial phase is then determined by measuring the distance between the initial phase and the epicenter. The above procedure is repeated for other events. The arrows in Figure 7 indicate the locations of the initial phase. All events except event 2 show good agreement in initial phase.

Another example is given here. Figure 8 shows the 10 MHz Doppler records from the Hachinohe, Japan Earthquake of May 16, 1968 with the peaks and troughs labelled. Table 2 gives all the data needed for the wave train plot. The plot is shown in Figure 9. Again, all the events show an astoundingly good agreement in initial phase.

Figure 6. Doppler shift record from the Kurile Earthquake, August 11, 1969.

Figure 7. Wave trains from the Kurile Earthquake, August 11, 1969.
The arrows indicate the locations of initial phase.

Figure 8. Doppler shift record from the Hachinohe, Japan Earthquake, May 16, 1968.

Figure 9. Wave trains from Hachinohe, Japan, Earthquake, May 16, 1968. The arrows indicate the locations of initial phase.

| A | B | c | 0 | $\varepsilon$ | F | G | H | : | J | $\times$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Event | $\begin{aligned} & \text { Period } \\ & (\mathrm{sec} .) \end{aligned}$ | Charecter | $\begin{gathered} \text { Phase } \left.\begin{array}{c} \text { Vel? } \\ \text { kNi/sec.; } \end{array}\right) \end{gathered}$ |  |  |  | 1 me Acoustic <br>  | $\begin{gathered} \text { Oistance } \\ \text { Compensation } \\ (\mathrm{km}) \end{gathered}$ | $\underset{\substack{\text { Mavelengsth } \\(\text { kn }}}{\text { ath }}$ | Itial Phas <br> istance of |
| 1 | 105 | Trough | 4.116 | 11.64 | 46.0 | 22:04:20 | :52:54 |  | 432.18 | 6335.26 |
| 2 | 125 | Peak | 4.205 | 11.12 | 45.3 | 22:05:30 | 21:54:19 | ${ }^{356.73}$ | 525.63 | 6534.57 |
| 3 | 135 | Trough | 4.249 | 11.02 | 45.0 | 22:06:30 | 21:55:29 | 657.60 | 573.62 | 6602.945 |
| 4 | 165 | Peak | 4.365 | 10.47 | 44.0 | 22:08:00 | 21:57:32 | 1221.47 | 720.23 | 6783.21 |
| 5 | 200 | Trough | 4.566 | 9.60 | 4.7 | 22:09:40 | 22:09:40 | 1959.03 | 913.20 | 7095.56 |
| Table 1. Data for constructing the wave trains of Rayleigh wave components from Kurile Earthquake, August 11, 1969. <br> Note: Time earthquake occurred 2127 UT. <br> Distance between epicenter and sub-ionospheric point: 5615 km . <br> $H=G-E, I+D(H-21: 52: 54)-(46.0-F), J=B D, K=(21: 52: 54-21: 27: 00) D$ |  |  |  |  |  |  |  |  |  |  |


| A | s | c. | 0 | E | F | 6 | в | 1 | $\checkmark$ | $x$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Event | $\begin{gathered} \text { Period } \\ \text { (sec.) } \end{gathered}$ | Character | $\begin{gathered} \text { Phase Vel. } \\ \substack{\langle\pi / s e c . ;} \end{gathered}$ |  |  | $\begin{gathered} \text { Thme of } \\ \substack{\text { Ampy } \\ \text { ATrat } \\ (\mathrm{UT})} \end{gathered}$ | $\begin{aligned} & \text { Time Acoustic } \\ & \text { ve Yas Laviched } \\ & \text { (UT) } \end{aligned}$ | $\begin{gathered} \text { Distance } \\ \text { Compensation } \\ (\mathrm{km}) \end{gathered}$ | $\underset{\substack{\text { Wavelength } \\(\mathrm{kn}]}}{ }$ | $\begin{aligned} & \text { Distance of } \\ & \text { Initint phase } \\ & (k \pi m) \end{aligned}$ |
| 1 | 85 | fak | 4.08 | 11.63 | 46.5 | 01:26:48 | 01:15:10 | 0 | 346.80 | 6405.60 |
| 2 | 114 | Troush | 4.16 | 11.32 | 45.7 | 01:27:33 | 01:16:14 | 263.80 | 474.24 | 6531.20 |
| 3 | 151 | Peak | 4.30 | 10.75 | 44.6 | 01:23:40 | 01:17:55 | 706.65 | 649.30 | 6751.00 |
| 4 | 170 | Troush | 4.40 | 10.36 | 43.6 | 01:30:05 | 01:19:43 | 1199.07 | 743.00 | 6993.00 |
| Table 2. Data for constructing the wave trains of Rayleigh wave components from Hachinohe, Japan Earthquake, May 16, 1968. <br> Note: Time earthquake occurred: 0049 UT <br> Distance between epicenter and sub-ionospheric point: 5975 km . |  |  |  |  |  |  |  |  |  |  |
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## APPENDIX 58

## A COMPUTER PROGRAM <br> TO PLOT O-X CURVES

```
GO!TRA:G IV G LEVEL 20
HAIN
OATE \(=73234\)
\begin{tabular}{|c|c|c|}
\hline & \(c\) & TO PL OT Bncerers ountric \\
\hline 0002 & &  \\
\hline 0002 & & CALL PLOES(8\%)1, 4000\% \\
\hline 0003 & & Call plot \(0.0,0,0, \cdots 3)\) \\
\hline 0004 & & (0) \(9 \mathrm{~L}=1,2\) \\
\hline 0005 & & If (1-1) 14, !40! 5 \\
\hline 0000 & 14 & \(F=10.0\) \\
\hline 0007 & & 601616 \\
\hline 0003 & 15 & \(F: 5.0\) \\
\hline 0009 & 16 & \(0010 \quad 1=1,5\) \\
\hline 0050 & & ANS=0.1+0.1* \((1-1)\) \\
\hline 0012 & &  \\
\hline 0012 & & 0 O L \(1 \mathrm{~J}=1.10\) \\
\hline 0013 & & O(J) = cum (3) \\
\hline 001. & 11 & X(J) = XUP (at \\
\hline 001.5 & & \(0(120+1)-00\) \\
\hline 0026 & & \(x(20)+1)=x 0\) \\
\hline 0017 & & \(\mathrm{N}-\mathrm{NO}+2\) \\
\hline 0018 & & \(0012 \mathrm{~J}:=\mathrm{N}, 4\) ? \\
\hline 0019 & &  \\
\hline 0020 & 12 & \(x(J)=x 00(5-341)\) \\
\hline 0021 & & \(1 \%(1-1)\) i \% , 18, 1 ? \\
\hline 0022 & 18 & CALL LINE(X.0,42, \(1: 0,0,000,-1,0,0: 1,0.2)\) \\
\hline 0023 & & GOTO 19 \\
\hline \(002 \%\) & 17 &  \\
\hline 0025 & 19 & WR!TF(6,50) ANG \\
\hline 0026 & &  \\
\hline 0027 & &  \\
\hline 0028 & 10 & COMTINUE \\
\hline 0029 & \(\bigcirc\) & cont inde \\
\hline 0030 & &  \\
\hline 0031 & & CMIL AXIS \(0.0 .0 .0,2,1,10.0 .90 .0,-1.0,0.2,10.08\) \\
\hline 0032 & & CALL PLOT \(0.0,0.0,099)\) \\
\hline 0033 & 50 & FGRMAT(1x8155日, ¢) \\
\hline 0034 & & Stiop \\
\hline 0035 & & ENO \\
\hline
\end{tabular}
```

Reproduced from best available copy.

The SIBROUTIEE QUART is required and given in Appendix 5 A.

## APPERDT: 06

## A COMPUTER PROGRAM FOR THO DIMENSIONAL <br> RAY TRACING IN THE IONOSPHERE

This program consists of a main programs wo SubROUTLNE programs. QUART and IMTEG?, and a Furchion subprogram OXZDH. The SUBROUTINE IMEG2 (Y, H, NO, A) is used for integrotion of a given numerical function. The moanings of the argunents are as follows:

Y: Input vecton of longth 10 to be integrated
H: Step with of integation
NO: Number of ordmates to be integrated
A: Output vector of length wo wing gives the result of integration corresponding to each element of vector $Y$.

By calling this subprogram, the horizontal range $y_{k}$ corresponding to $k^{\text {th }}$ layer can be obtained.

In using this two dimensional ray tracing computer program, the following steps should be followed:
(1) Prepore a data card with FORMAT (2T4) which supplies the väpues for

WRAY = Numer of conograms to be ray traced, and $F=$ Frequency in miz in this order.
(2) Prepare a data set for electron density profiles of the ionosphere to be ray traced with FORHA (13F6.7). It is assuned that the punched output of the electron density profiles obtained by using the program given in Appendix $4 B$ should be interpotated to give $H_{e}(a)$ at every 5 km interval starting fron 80 km up to 1000 km .
(3) The data set is read in the order (1) and (2) above.

This program was written for ray tracing of radio path 1 . For use at another madio path, m and $n$ should be recalculated for that path and make the changes $Y 2=m$ and $Y 3=n$ in statements 5 and 6 .

The initiating angle of incidence $o_{1}(1)$ was assumed to be 0.4 radian. If the angle other than this is chosen as $\theta_{\mathrm{y}}$ (1), the statement 17 should be changed for this new value. The preassigned error distance $\Delta D$ was assumed to be 1 km . If the value other than 1 km is desired, statement os should be changed to read

$$
\text { IF }(\times 20(N D) \cdots D I S T-\Delta D) 29,30,30
$$

where $\triangle D$ refers to the new volue desired. The distance between WWH and the University of Hawat is 152.2 km . If the distance other than this value is desired then statement 3 should be chonged.

This program is witten to print out the following data for each $\theta_{I}$ in the order.
(i) Horizontal ranges $y_{0}, y_{1}, y_{2}, \ldots, y_{m}=y_{0}$ for upgoing wave as shown in Figure 5.7.
(ii) Horizontal ranges $y_{1}^{\prime}, y_{2}^{\prime}, \ldots, y_{m}^{\prime}$, H for down coming wave as shown in Figure 5.7.
(iii) Height of reflection $z_{0}$.
(iv) Wen the ray homes in on the desired receiving point a dotted line will be pronted out to indicate the end of ray tracing for one $N(z)$ profile. If NRAY $>1$, it will proceed to produce another ray tracing for the next $H(z)$ profile.

Table ECm shows the printed output of a ray tracing sample made on the electron densty profile shom in fig. A.I. The required subrouthe ouret is given in Appondix 5h.


## Reproduced from best available copy.

| 0046 |  |  |
| :---: | :---: | :---: |
| 0087 |  |  |
| 0048 |  | $0 \mathrm{Q}=01$ (k0) |
| 0049 |  | $\mathrm{XX}=\mathrm{X}$ (NU) |
| 0050 |  |  |
| 0058 |  |  |
| 0052 |  | $\mathrm{ND}=\mathrm{NU}$ |
| 0053 |  | $\mathrm{NCO}=41 \cdots \mathrm{H}$ |
| 005\% |  | 00 21. $\quad=1.10$ |
| 0055 |  | $0033=1, \mathrm{NOO}$ |
| 0056 |  |  |
| 0057 |  | IF(XPO(JJ1-X! 11$) \quad 3,27,23$ |
| 0058 |  |  |
| 0059 |  | 601021 |
| 0060 |  | Q0(I) $=000(\mathrm{~J})$ |
| 0001 |  | GO 7021 |
| 0062 | 3 | comilnue |
| 0063 |  | cont linue |
| 0064 |  | Q0: 0000 (108 |
| 0065 |  | $X \mathrm{X}=\times$ (iNO) |
| 0066 |  |  |
| 206\% |  |  |
| 0068 |  | 0060 He 180 |
| 0069 |  | Y $1(10)=0064$. |
| 0070 |  | r2(m)= $\times 104$ |
| 0071 |  |  |
| 0072 |  |  |
| 0073 |  |  |
| 0074 |  | DO25 $\quad 2=\mathrm{LG}$ |
| 0075 |  | QQ= Qull |
| 0076 |  | $x \mathrm{X}=2$ \11 |
| 0077 |  |  |
| 0078 |  | $00201=1$ : 10 |
| 0079 |  | OQ=0011 |
| 0080 |  | XX:xO\& \% |
| 0031 | 20 |  |
| 0032 |  | CALL IRTEG2(T), 5.0.NU, ¢2U) |
| 0083 |  |  |
| 0038 |  |  |
| 0035 |  | D0 $26 \quad 5=1: 101$ |
| 0086 |  |  |
| 0007 |  | x20:1):0.0 |
| 0008 |  | $8 \mathrm{~B}=\mathrm{MO} 42$ |
| 000\% |  |  |
| 0000 |  | TT: $\times 20(10)+\times 200$ |
| 0091 |  |  |
| 00\%2. | 27 |  |

```
FORTRAH IV G REVEL \(20^{\circ}\) DAM DATE \(=73227\)

```

009% K20(M0)=人20{(20)=1)* K2
0055 NOTRY=FO|RY+1
OUS6 HR1Y!(6,53) NOTRY,ANG;K

```


```

0us9 wRITE(6,57) zA
0100 |F(X20:MO!-0IST1 32,28.28
0102 28 [F(X20{40%-0IST-1.0) 25.30,30
010% 30 COHTLNUK
0103 32 A=NNG:DA
0!0% DA=0.3/2.0
0105 A=A-DN
0L06 GOTO 3i
0107 29 URITE{6,56! Y20(10)

```


```

0L10 HRITE(7.S\&) in
OLLL HRSTE (6.55}
0\&!2 70 WR!TE{6,56%
OLL3 5O FORHNTII3FG.LS

```

```

012S 52 FO\&HAT{4X:10F8,?}

```


```

OL18 55 FOS\1AT(5:00000000000000000000000000000000000,
0110 56 FOFUAT([11):
0120 5% FORHAT: REFLECTION lEPGUT= *FF\&3%
0121 50 FORMATI' HORINOHTAL RANGE= *,F8.3%
012\hat{i}\mathrm{ STOF}
OLEO

```



\footnotetext{
Reproduced from best available copy.
}

TABLE 5C-7 Printed Output of the Ray Paths for Two Dimensional Ray tracing Made on the Electron Density Profile Given in Figure 4.1.


REFLEGTION KEIGHT = 271.327
20.30000002
\begin{tabular}{rrrrrrrrrr}
0.0 & 34.03 & 35.67 & 37.33 & 39.02 & 40.70 & 42.40 & 44.10 & 45.81 & 47.53 \\
49.28 & 51.05 & 52.84 & 54.86 & 56.50 & 58.36 & 60.25 & 62.17 & 64.13 & 66.11 \\
63.14 & 70.22 & 72.34 & 74.53 & 78.79 & 79.15 & 81.61 & 84.20 & 86.87 & 89.85 \\
93.21 & 96.86 & 101.08 & 106.30 & 113.93 & 129.47 & & & & \\
143.99 & 151.16 & 156.15 & 160.23 & 163.77 & 166.96 & 169.88 & 172.60 & 175.16 & 177.59 \\
178.91 & 182.14 & 184.31 & 186.42 & 188.48 & 150.49 & 192.4 .7 & 194.41 & 196.32 & 198.20 \\
200.05 & 201.88 & 203.69 & 205.48 & 207.24 & 208.98 & 210.70 & 212.41 & 214.10 & 215.79 \\
217.47 & 219.15 & 220.81 & 222.45 & 256.48 & & & & &
\end{tabular}

REFLECTION HEIGMT \(=279.138\)
30.20000003
\begin{tabular}{crrrrrrrrrr}
4.0 & 22.30 & 23.37 & 24.46 & 25.56 & 26.68 & 27.76 & 28.87 & 29.99 & 31.11 \\
32.25 & 33.40 & 34.57 & 35.75 & 36.94 & 38.15 & 39.38 & 40.62 & 41.88 & 43.17 \\
44.48 & 45.81 & 47.18 & 48.58 & 50.03 & 51.52 & 53.08 & 54.71 & 56.44 & 58.28 \\
60.26 & 62.43 & 64.85 & 67.64 & 71.08 & 75.90 & 98.48 & 101.50 & \\
104.18 & 124.36 & 125.84 & 132.08 & 134.74 & 137.07 & 134.17 & 141.09 & 142.89 & 144.58 \\
146.18 & 147.71 & 149.18 & 150.61 & 151.99 & 153.34 & 154.66 & 155.96 & 157.23 & 158.48 \\
150.72 & 160.93 & 162.13 & 163.32 & 164.49 & 265.65 & 165.80 & 167.93 & 169.05 & 170.16 \\
171.27 & 172.37 & 173.47 & 174.56 & 175.65 & 176.72 & 199.01 & & & \\
REFLEGTIGN HEIGHT: & 285.192 & & & & & &
\end{tabular}
40.1000001 4
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \[
0.0
\] & 11.04 & 11.57 & 12.11 & 12.65 & 13.19 & 13.74 & 14.29 & 14.84 & 5.39 \\
\hline 15.95 & 16.53 & 17.10 & 17.63 & 19.27 & 18.87 & 19.47 & 20.09 & 20.71 & 21.34 \\
\hline 21.98 & 22.65 & 23.32 & 24.01 & 24.72 & 25.45 & 26.21 & 27.01 & 27.85 & 28.74 \\
\hline 29.69 & 30.73 & 31.87 & 33.18 & 34.68 & 36.61 & 39.50 & 45.44 & & \\
\hline 50.74 & 53.33 & 55.06 & 56.45 & 57.64 & 58.71 & 59.69 & 60.60 & 61.45 & 82.25 \\
\hline 63.02 & 63.76 & 64.47 & 65.16 & 65.84 & 66.49 & 67.14 & 67.77 & 68.39 & 69.00 \\
\hline 69.61 & 70.20 & 70.79 & 71.37 & 71.95 & 72.52 & 73.08 & 73.64 & 74.19 & 74.74 \\
\hline 75.20 & 75.83 & 76.37 & 70.91 & 77.44 & 77.87 & 89.01 & & & \\
\hline \multicolumn{10}{|l|}{FIECTIUN HEIGHT= 289.125} \\
\hline \multicolumn{10}{|l|}{0.1500000} \\
\hline 0.0 & 16.62 & 17.42 & 18.23 & 19.C5 & 19.87 & 20.69 & 21-52 & 22.35 & 23.19 \\
\hline 24.04 & 24.89 & 25.76 & 26.64 & 27.53 & 28.43 & 29.34 & 30.26 & 31.20 & 32.15 \\
\hline 33.15 & 34.12 & 35.13 & 36.17 & 37.24 & 33.35 & 35.50 & 40.70 & 41.97 & 43.32 \\
\hline 44.77 & 48.35 & 48.69 & 50.03 & 52.45 & 55.55 . & 60.88 & 67.80 & & \\
\hline 75.22 & 79.13 & 82.01 & 84.23 & 86.11 & 87.78 & 89.29 & 90.69 & 92.00 & 93.23 \\
\hline 94.41 & 95.53 & 96.62 & 97.67 & 98.69 & 99.69 & 100.67 & 101.62 & 102.57 & 103.49 \\
\hline 104:41 & 109.31 & 106.20 & 107.03 & 107.95 & 108.82 & 109.67 & 110.51 & 111.34 & 112.17 \\
\hline 112.991 & 113.81 & 114.63 & 115.44 & 116.25 & 117.05 & 133.67 & & & \\
\hline
\end{tabular}

RETLECTION TEIGHT \(=287.466\)
\(6 \quad 0.1750000 \quad 2\)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline U. 4 & 19.45 & 20.38 & 21.33 & 22.29 & 23.25 & 24.21 & 25.18 & 26.15 & 27.13 \\
\hline 20.12 & 29.13 & 30.14 & 31.17 & 32.21 & 33.25 & 34.33 & 35.181 & 36.51 & 37.63 \\
\hline 33.77 & 39.93 & 41.12 & 42.34 & 43.59 & 44.37 & 46.25 & 47.66 & 49.16 & 50.75 \\
\hline 52.40 & 52.32 & 56.39 & 58.16 & 61.62 & 65.49 & 73.30 & 79.49 & & \\
\hline 85.30 & 22.60 & 96.19 & 88, 89 & 101.14 & 103.13 & 104.93 & 106.59 & 108.13 & 109.59 \\
\hline 115.70 & 112.30 & 113.58 & 114.8 ? & 116.02 & 117.19 & 113.34 & 119.46 & 120.57 & 121.86 \\
\hline 122.73 & 123.72 & 124.83 & 125.87 & 126.29 & 127.70 & 126.89 & 129.80 & 130.86 & 131.83 \\
\hline 132.78 & 133.75 & 134.70 & 135.66 & 136.60 & 1.37 .53 & 156.78 & & & \\
\hline Eriこ6rson & HEICH & 286.3 & & & & & & & \\
\hline
\end{tabular}




APPENDIX 6

\title{
HILBERT TRANSFORM METHOD OF DETERMINING \\ THE PERIOD OF RAYLEIGH-ACOUSTIC WAVE \\ generated Ionospheric doppler recordings
}

\section*{I. Introduction}

Well-dispersed earthquake generated Rayleigh waves
launch acoustic waves into the atmosphere and cause oscillatory disturbances in the ionosphere. These acoustic waves are designated as Rayleigh-acoustic waves throughout this paper. By employing the Doppler sounding technique (Davies, 1969), these oscillatory disturbances at ionospheric height can be recorded. The purpose of this paper is to present a method, which employs the Hilbert transform and the andytic signal representation, for the determination of the period of the oscillatory disturbances recorded. This method is designated as the Hilbert transform method. Besides Rayleigh-acoustic waves, oscillatory disturbances in the ionosphere can be generated by other effects such as the geomagnetic sudden commencement (Davies, 1969). Complication in analysis may arise due to different nature of different disturbances. So we confine our discussion to records representing disturbances caused by Rayleigh-acoustic waves only. Throughout the paper, the term "Doppler record" denotes only those records displaying oscillations caused by Rayleigh-acoustic waves.

The Doppler record has been shown to be a faithful representation of the time rate of change of the displacement of the long-period Rayleigh waves (Yuen et al.s 1969) and is equivalent to what an ideal long-period seismometer for measuring vertical component of a disturbance would record. At present, records of long-period Rayleigh waves from seismoneters are not very satisfactory. Most of the time they are contaminated by Love waves and the seimometers are unstable due to violent oscillations caused by the strong body waves which arrive before the Rayleigh waves (Furumoto, 1970). On the other hand, ionospheric Doppler recordings do not have such serious drawacks. So, Doppler records play a unique and inportant role in representing the long period seismic

Rayleigh waves.
Analysis of Doppler records gives valuable information for earthquake source mechanism investigations and other seismic studies: An example is the experimental tsunami warning system established at the Radioscience Laboratory of the University of Hawaii (Furumoto, 1970; Najita et al., 1974). In the process of analyzing a Doppler record, one essential and significant piece of information needed is the period of the oscillations. Traditionally, the period of the oscillations recorded by seismometers, as well as by Doppler technique, has been determined by the sowcalled "peak and trough" method (Pekeris, 1948; Ewing and Press, 1954). In this paper, the Hilbert transform method and the "peak and trough" method are compared by applying them to a Doppler record.

Before we go into the details of the Hilbert transform method, we first need to discuss the Doppler record.
II. The Doppler Record

The motion at one point of a dispersive medium due to a disturbance applied eariier at another point may be represented by a superposition of traveling plane waves of different wave number \(k\) (Brune et al., 1060)
\[
\begin{equation*}
u(x, t)=\frac{1}{2 \pi}-\int_{0}^{\infty} A(k) \cos (\omega t-k x+\phi(k)) d k \tag{1}
\end{equation*}
\]
where \(u(x, t)\) is a component of the displacement which is a function of the space coordinate \(x\) and the time \(t . A(k)\) is an amplitude function, \(\omega\) the angular frequency, and \(\phi(k)\) the intital phase as a function of wave number. Furthemore, Brune (1960) utilized the calculations given by Pekeris (1948) to show that when a wave train, which is generated by the disturbance applied at one point, has become sufficiently dispersed, Equation 1 may be evaluated by the method of stationary phase and shown to be approximately
\[
\begin{equation*}
u(x, t)=\left\{-\frac{\pi}{2 \pi t} \left\lvert\, \frac{a^{2}-\cdots \cdots k^{2}}{d k^{2}}\right.\right\}_{0}^{1 / 2} A\left(k_{0}\right) \cos \left(\omega_{0} t-k_{0} x+\phi\left(k_{0}\right) \pm \frac{\pi}{4}\right) \tag{2}
\end{equation*}
\]
provided \(w_{0}\) is not too near an extremum of group velocity and the
amplitude does not vary too rapidiy as a function of frequency. Equation (2) then indicates that the motion at large \(x\) will consist of nearly sinusoidal oscillations whose frequency and amplitude slowly vary with time (essentially because \(\omega_{0}\) and \(k_{0}\) are functions of \((x / t)\) ). Thus at remote points away from the source, the wave-train will be well-dispersed, and oscillation of frequency \(\omega_{0}\) will occur when traveling plane wave components with frequencies equal to and near \(\omega_{0}\) arrive at the point and interfere construct.ively with one another.

The above results can, and have, been used in the case of Rayleigh waves from large earthquakes (Brune et al., 1960). Since a Doppler record is a faithful representation of well-dispersed Rayleigh waves, they can also be applied to the case of Doppler reccrd. In general, an oscillation recorded by using the Doppler technique at a certain time can be pictured as caused by a Rayleigh wave component \(x(t)\),
\[
\begin{equation*}
x(t)=A \cos (\omega t+\Phi) \tag{4}
\end{equation*}
\]
where \(\omega\) is the frequency, \(A\) is the amplitude, and \(\Phi\) is the total phase shift. Actually, the amplitudes of the oscillations recorded are proportional to the particle velocity induced by the Rayleighacoustic waves. There is a \(\pi / 2\) phase difference between the peaks of displacement and the peaks of the Doppler frequency shift (Najita et al., 1974). This \(\pi / 2\) phase difference could be incorporated into the total phase shift \(\Phi\) in (4). The \(\omega\) in (4) is the frequency of the oscillation recorded, where reciprocal of \(w\) gives the period of the oscillation.
III. The Hilberi Transform and The Analytic Signal

The Hilbert transform is frequently encountered in communication theory. The band pass signals that are of interest in communication are signals that are generated by modulating a carrier signal by a narrow-band low-pass information-bearing signal. And the Hiibert transform provides an easy and elegant way to relate the band-pass modulated signal to the low-pass signal,
especially in single side-band modulation.
The Hilbert transform \(\ell(t)\) of a real-valued signal \(x(t)\) is defined as (Kuo and Freeny, 1962; Schwarts et a1., 1966)
\[
\begin{equation*}
\hat{x}(t)=\frac{1}{\pi} P \int_{-\infty}^{\infty}-\frac{x}{t}(\tau)-\tau-d \tau \tag{5}
\end{equation*}
\]
and the inverse Hilbert transform as
\[
\begin{equation*}
x(t)=-\frac{1}{\pi} P \int_{-\infty}^{\infty}-\frac{\hat{x}}{t}\left(\frac{\tau}{\tau}-d \tau\right. \tag{6}
\end{equation*}
\]

Where \(P\) denotes the Cauchy principle value of the integral at \(\tau=t\). Let us demonstrate equation 5 by finding the Hilbert transform \(\hat{x}(t)\) of the function in (4), \(x(t)=A \cos (\omega t+\Phi)\). Substitute \(\tau=t+\tau^{\prime}\) in (5):
\[
\begin{align*}
\hat{x}(t) & =\frac{1}{\pi} P \int_{-\infty}^{\infty}\left(x\left(t+\tau^{\prime}\right) /-\tau^{\prime}\right) d \tau^{\prime}  \tag{7a}\\
& =\frac{1}{\pi} P \int_{-\infty}^{\infty}(x(t+\tau) /-\tau) d \tau \tag{7b}
\end{align*}
\]

Then substitute (4) into the equation:
\[
\begin{align*}
x(t)= & \frac{1}{\pi} P \int_{-\infty}^{\infty}(A \cos (\omega t+\omega \tau+\Phi) /-\tau) d \tau  \tag{7c}\\
= & \frac{A}{\pi} P \int_{-\infty}^{\infty}(\cos (\omega t+\Phi) \cos \omega \tau /-\tau) d \tau  \tag{7d}\\
& -\frac{A}{\pi} P \int_{-\infty}^{\infty}(\sin (\omega t+\Phi) \sin \omega \tau /-\tau) d \tau . \tag{7e}
\end{align*}
\]

Since \(\cos (\omega \tau) / \tau\) is and odd function, the first integral in the above equation is zero, and
\[
\begin{align*}
\hat{\kappa}(t) & =\frac{A}{\pi} P \int_{\infty}^{\infty}(\sin (\omega \tau) / \tau) d \tau \cdot \sin (\omega t+\Phi)  \tag{7f}\\
& =A \sin (\omega t+\Phi) \tag{7~g}
\end{align*}
\]

This result will be helpful in later analysis.
In another approach, \(\hat{x}(t)\) may be regarded as the response of a (non-realizable) linear filter to \(x(t)\). This Hilbert
transform filter has impulse response \(1 / \pi t\) and transfer function -jsgn(f) (Kuo and Freeny, 1962; Schwartz et al., 1966), where \(j=\sqrt{-}-1\) and \(\operatorname{sgn}(f)\) is defined as
\[
\operatorname{sgn}(f)=\left\{\begin{array}{rl}
1 & f>0 \\
0 & f=0 \\
-1 & f<0
\end{array} .\right.
\]

So, if \(X(f)\) is the Fourier transform of \(x(t)\), then
\[
\begin{equation*}
\hat{X}(f)=-j \operatorname{sgn}(f) \cdot x(f) \tag{8}
\end{equation*}
\]
and
\[
\begin{equation*}
\chi(t)=(1 / \pi t) * x(t) \tag{9}
\end{equation*}
\]

Where * denotes the convolution.
Other properties of Hilbert transform are discussed in the literatures dealing with communication theory.

Now let us discuss the meaning of the analytic signal. The
analytic signal representation of a real waveform was first introduced by Gabor (1946), and is now used widely in communication theory as a means of representing band-pass signals. The analytic signal \(z(t)\) of a real waveform \(x(t)\) - sometimes referred to as the pre-envelope and the complex signal - is defined as (Kuo and Freeny, 1962; Schwartz et al., 1965)
\[
\begin{equation*}
z(t)=x(t)+j x(t) \tag{10}
\end{equation*}
\]

Where \(\ell(t)\) is the Hilbert transform of \(x(t)(x(t)\) is sometimes called the quadrature function of \(x(t)\) in this case). Equation (10) can be expressed in another form,
\[
\begin{equation*}
z(t)=A(t) e^{j \theta} \tag{11}
\end{equation*}
\]
where \(\quad A(t)=|z(t)|=\left(x(t)^{2}+Q(t)^{2}\right)^{1 / 2}\)
and
\[
\begin{equation*}
\theta=\tan ^{-1}(\ell(t) / x(t)) \tag{13}
\end{equation*}
\]
\(A(t)\) is the amplitude, \(\theta\) the instantaneous phase, and the time derivative of \(\theta\) the instantaneous frequency of the analytic signal \(z(t)\) (Schwartz et al., 1966).
IV. The Determination of Period by the Hilbert Transform Method

In section II, we have shown that an oscillation recorded by the Doppler technique is caused by a cosinusoid described by (4): \(x(t)=A \cos (\omega t+\Phi)\). From (7g), the Hilbert transform of \(A \cos (\omega t+\Phi)\) is \(\hat{x}(t)=A \sin (\omega t+\Phi)\). Therefore, the analytic signal representation of \(x(t)\) is, from (10)
\[
\begin{equation*}
z(t)=A \cos (\omega t+\Phi)+A j \sin (\omega t+\Phi) \tag{14}
\end{equation*}
\]

From (13) and (14), the instantaneous phase is
\[
\begin{aligned}
\theta & =\tan ^{-1}(\sin (\omega t+\Phi) / \cos (\omega t+\Phi)) \\
& =\tan ^{-1}(\tan (\omega t+\Phi))
\end{aligned}
\]

Differentiating both sides of (15) with respect to time \(t\), we find that the frequency \(\omega\) of \(x(t)\) is equal to the instantaneous frequency of its analytic signal representation, since \(\Phi\) is independent of \(t\). That is, finding the frequency \(\omega\) is the same as finding the instantaneous phase of the analytic signal, and then calculating its time derivative. So, the problem reduces to one of determining the instantaneous phase.

Now, let us transform the analytic signal into the frequency domain,
\[
\begin{equation*}
Z(f)=x(f)+j \ell(f) \tag{15}
\end{equation*}
\]
where \(Z(f)\) is the Fourier transform of \(z(t)\). From (8)
\[
\hat{x}(f)=-j \operatorname{sgn}(\hat{r}) \cdot x(f)
\]
\[
\begin{array}{rl}
Z(f)= & X(f)+j(-j \operatorname{sgn}(f) \cdot X(f)) \\
= & X(f)+\operatorname{sgn}(f) x(f) \\
& 2 X(f) \quad f>0 \\
\therefore Z(f) & =\{X(f) \quad f=0  \tag{17}\\
0 & f<0
\end{array}
\]

Therefore, it follows that the instantaneous phase of the analytic signal, representation \(z(t)\) of a real signal \(x(t)\) can be determined using the following algorithm:
1. Transform \(x(t)\) into \(x(f)\),
2. Cancel the negative frequency terms and multiply the positive frequency terms by 2 . This will give \(Z(f)\),
3. Transform \(Z(f)\) back into \(Z(t)\) and \(p l o t \theta\), the instantaneous phase.

\section*{V. Practical Consideration}

Since Fourier transform is involved in the computation of an analytic signal, a computer is convenient. At present, the most efficient way of doing Fourier transform is by using the Fast Fourier Transform (FFT) routine on a digital computer. Detailed description of writing and using the FFT routine is given by Brigham (1974).

In using a digital computer to calculate the analytic signal representation of a whole Doppler record, it is possible to input the whole Doppler record at one time and display the result by plotting the instantaneous phase as a function of time (i.e., using the same time axis as the Doppler record). Then, by taking the time derivative or the slope of the phase plot, the period at any time can be determined.

Technioues of proper handling a waveform in digital
Fourier Transform analysis are discussed in many literatures. Since a continous Doppier record must be sampled discretely
in order to utilize a digital computer, the limitations due to the effect of sampling must be observed: The sampling theorem a waveform \(x(t)\) should be sampled at a frequency of at least twice the largest frequency component of \(x(t)\) - must not be violated. Aliasing and leakage must be avoided. Two additional important points in finding the analytic signal are:
1. In the process of finding the analytic signal, the negative frequency terms are truncated. Discontinuity may occur at zero frequency and thus may violate the sampling theorem. So the zero frequency term should be filtered out or kept to a minimum before doing the inverse transform.
2. Since the calculation of the analytic signal of a waveform effectively involves convolution of the waveform with the slowly decaying kernel \(1 / \pi\) t of the Hilbert transform, the analytic signal representation will be unreliable near the beginning and end of the waveform (White and Cha, 1973).

Two examples of period deterinination by means of the analytic signal are given below. The first involves a sinusoid of a known period \(T\), as shown in Figure 1. The instantaneous phase plot is given in Figure 2. By taking the time derivative of the phase plot, one can show that the instantaneous frequency found in Figure 2 is exactly equal to the frequency of the sinusoid in (1). The second example involves the 10 MHz . Doppler record obtained from the Radioscience Laboratory of the University of Hawaii at Manoa shortly after the Hachinohe, Japan earthquake of May 16, 1968. The Doppler record is shown in Figure 3 and its instantaneous phase plot is in Figure 4. One can determine the frequency at one time by measuring the slope of the phase plot at the time.

\section*{VI. Discussion}

Without a digital computer, the determination of period by the Hilbert transform method becomes extremely difficult if not


Figure 1. A Sinusoid with a constant Period T.


Figure 2. Instantaneous Phase Plot of the Sinusoid vith Period T.

Figure 3. Doppler Shift Record from the Hachinohe, Japan Earthquake.

impossible. Although the analytic signal representation of a waveform was introduced many years ago, the expensiveness and the inefficiency of an early digital computer would certainly have hindered any attempt to use the analytic signal representation in time series analysis. With the introduction of FFT in 1965 and the unprecedented low price and high speed of mini-computers today, the determination of the period of a Doppler record by this method has become feasible. For example, the entire process from digitizing the Doppler record in Figure 3 to plotting the instantaneous phase in Figure 4 takes about 10 minutes using a Hewiett Packard programmable desk calculator system.

Traditionally, the period of the oscillations recorded by seismometers and by Doppler technique has been determined by the so-called "peak and trough" method. A description of this method may be found in Pekeris (1948) and Ewing and Press (1954). Briefly, one reads off the time \(T_{n}\) of the \(n\)-th maximum or minimum, and plots \(T_{n}\) against \(n\). Then a smooth and continuous curve is drawn through the plotted points. The period at time \(T_{n}\) is obtained by measuring the slope of the curve at \(T_{n}\). The crucial step in this method is the fitting of a curve to the plotted points. Since there is no standard way of fitting a curve (a least square fit may not be the best), error may be introduced. Figure 5 shows the curve obtained by applying the "peak and trough" method to the Doppler record in Figure 3. The periods of the labelled peaks and troughs obtained from Figure 4 together with those obtained from Figure 5 are entered into Table 1.

By comparing the two rows of values in Table 1, one can see that they are different for every event. There is no systematic error in going from Event 1 to Event 4: the values of Event 1 and Event 2 obtained by using the Hilbert transform method are smaller than those obtained by using the "peak and trough" method, but the values of Event 3 and Event 4 obtained by using the Hilbert transform method are greater than those obtained by using the "peak and trough" method. The differences between the values obtained from the two methods for Events 1, 2, and 4 are small and can be accounted for by errors introduced when measuring the slope

( spuonas ) ours

Table 1. Periods of labelled events obtained by using two different methods.
of the instantaneous phase plot. But there is a substantial difference between the values for Event 3. One possible explanation for this difference is the error introduced when fitting a curve to the plotted points in the "peak and trough" method as mentioned earlier in this section. Obviously, one advantage of the Hilbert transform method over the "peak and trough" method is that no curve fitting is necessary. But without exhaustive error analysis - which we shall not discuss in this paper due to its complexity - it is difficult and premature to judge which method gives the better result.
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\title{
APPENDIX 7 \\ METHOD OF DETERMINING THE INITIAL PHASE OF THE SOURCE OF AN EARTHQUAKE FROM THE DOPPLER RECORDS
}

\section*{Introduction}

Rayleigh waves from large earthquakes generate acoustic waves up into the atmosphere and cause delayed oscillations in the ionosphere. These oscillations were confirmed experimentally (Yuen et al., 1969) by employing the Doppler technique.

Doppler records obtained after the Kurile Island Earthquake on August 11, 1969, had been investigated in detail and a method was suggested by Dr. A. S. Furumoto (1970) relating data obtained from the Doppler record to the initial phase of the source.

In this report, a few modifications on the process of locating the initial phase of the source of an earthquake are discussed. Examples are given to illustrate the modifications.

Outline of Furumoto's Method
The details pertaining to Furumoto's method will not be reproduced here. The reader is referred to Furumoto's paper (1970) for a complete picture of the method. However, an outline of his method is given below for the purpose of comparison. The outline is divided into seven steps for easy identification:
1. Identify and label peaks and troughs on the Doppler record. For example, a trough that appeared first on the Doppler record is labelled as Event 1.
2. Find out the time of arrival of each event and determine the period associated with each event using the Peak and Trough method (Ewing and Press, 1954). The time of arrival of an event is the arrival time of the Rayleigh-acoustic waves at the ionospheric reflector.
3. From the data given by Ben-Menahem and Toksoz (1962), determine the phase velocity that corresponds to each event.
4. Tabulate the period, character, phase velocity and the time lag of each event. The time lag of an event is the difference in time between the event and Event 1.
5. Estimate the location where the Rayleigh-acoustic refraction from the ground took place. This location is called the launching point for the Rayleigh-acoustic wave. Also, find out the epicentral distance -
distance between the epicenter of an earthquake and the sub-ionospheric point.
6. Construct wave trains of all the events at the time when Event 1 reached the launching point. At that time, other events were behind Event 1 at a distance equal to the product of phase velocity and time lag. The wave trains are constructed from the launching point back towards the epicenter until a distance is found where the phases from all the trains are in agreement. This is the initial phase of the wave components.
7. When a wave leaves a source, there is an advance of \(\pi / 4\) in phase for normal branch of dispersion ( \(\mathrm{dV} / \mathrm{dT}>0, \mathrm{~V}=\) group velocity, \(\mathrm{T}=\) period) (Brune et al., 1961). Hence, the initial phase of the source is \(\pi / 4\) behind the initial phase of the wave components.

\section*{Modifications}
A. Estimation of travel time required and horizontal distance elapsed for the Rayleigh-acoustic wave to refract from the launching point up to the ionospheric reflector.
Ray tracing on the Rayleigh-acoustic wave was done by the staff of the Radioscience Laboratory using an IBM 360 computer. Phase velocities were used in the calculation. The results are displayed in Figure 1 and Figure 2. Figure 1 shows the delay time as a function of height and period. Figure 2 shows the horizontal range elapsed as a function of height and period. For a fixed height, a curve showing the relationship between the period and the horizontal range can be constructed using data from Figure 1 and Figure 2 respectively. For example, Figure 3 shows the delay time for different periods of Rayleigh-acoustic wave to reach an altitude of 300 kilometers, and Figure 4 shows the horizontal distance elapsed for that altitude. The curve showing the delay time as a function of period is used to correct the time 7 ag in Step 4 of Furumoto's method, and the curve showing the horizontal range elapsed is used to determine the accurate location of the launching point in Step 5 .
B. Location of the initial phase on a wave train plot.

A different approach is introduced here for locating the initial phase on a wave train. In the wave train plot in Step 6, the abscissa represents the straight line path on the earth's surface passing through the epicenter and the launching point. Since the wave train is plotted in a triangular




wave pattern with constant amplitude, the ordinate has no meaning except in identifying the pase at a certain location. So, the wave train plot represents the phase variation with respect to distance of a component of the Rayleigh wave packet at a certain instant of time.

When an earthquake occurred, assume it occurred at time \(t_{0}\), a Rayleigh wave packet was generated from the epicenter. This wave packet can be Fourier analyzed showing an infinite number of wave components with different periods but have the same initial phase. Since the medium is dispersive, they have different phase velocities. The phase velocity \(V_{p}\) of a wave component with certain period can be estimated readily from Figure 2 given in Dorman (1969) or from data given by Ben-Menahem and Toksoz (1962), it is therefore possible to calculate the distance \(d\) the initial phase has travelled in a certain period of time \(t\) by the simple equation
\[
d=V_{p} t
\]

Since all the wave trains are plotted at the time when Event 1 reached the launching point, let this time be \(t_{\eta}\), therefore \(t=t_{\eta}-t_{0}\), and the distance d of the initial phase from the epicenter can be determined:
\[
d=V_{p}\left(t_{1}-t_{0}\right)
\]

Once the location of the epicenter is known, this distance can be located on the wave train plot to give the initial phase.
C. Initial phase of the source.

A Doppler record shows the Doppler frequency shift with respect to time. In order to apply the \(\pi / 4\) phase shift mentioned in Step 7, the Doppler record must be translated into a displacement curve. In translating the Doppler record into a displacement curve, there is an advance of \(\pi / 2\). in phase as shown in Figure 5. Together with the \(\pi / 4\) advance in phase when a wave leaves a source, the total change in phase is \(\pi / 4\) when relating the Doppler record to the source. Hence, the initial phase of the source is \(\pi / 4\) in advance of the initial phase obtained from a wave train plot.

Examples
The August 11, 1969 Kurile Earthquake was used by Dr. Furumoto to illustrate his method. So data from the same earthquake are used here to illustrate the suggested modifications.


Figure 5. Phase difference between the displacement curve and the Doppler record.

The August 11, 1969 Kurile Earthquake was used by Dr. Furumoto to illustrate his method. So data from the same earthquake are used here to illustrate the suggested modifications.

The 10 MHz Doppler record obtained shortly after the Kurile Earthquake is shown in Figure 6. One can notice that the long period peaks and troughs are labelled. Table 1 shows all the data needed for constructing the wave trains and for locating the initial phase on each wave train. Values in column \(A\) through \(D\) of Table 1 are obtained directly from Table 1 found in Furumoto's paper (1970). In column E, values of the delay time are obtained from Figure 3. In column \(F\), values of the horizontal distance elapsed are obtained from Figure 4 . Time of arrival in column \(G\) is obtained directly from the Doppler record shown in Figure 6. Column \(H\) shows the time when the acoustic wave was launched. In column I, the distance compensation represents the distance of an event from the launching point of Event 1 . Column \(J\) gives the wave length and column \(K\) the distance of initial phase from the epicenter of an event.' Figure 7 is the wave train plot based on data from Table 1. In constructing the wave train plot, the epicenter is used as the reference point. The launching point for Event 1 is located by measuring the distance of the launching point from the epicenter. Triangular wave train is then constructed starting from the launching point. The location of the initial phase is then determined by measuring the distance between the initial phase and the epicenter. The above procedure is repeated for other events. The arrows in Figure 7 indicate the locations of the initial phase. All events except event 2 show good agreement in initial phase.

Another example is given here. Figure 8 shows the 10 MHz Doppler records from the Hachinohe, Japan Earthquake of May 16, 1968 with the peaks and troughs labelled. Table 2 gives all the data needed for the wave train plot. The plot is shown in Figure 9. Again, all the events show an astoundingly good agreement in initial phase.


Figure 6. Doppler shift record from the Kurile Earthquake, August 11, 1969.

Figure 7. Wave trains from the Kurile Earthquake, August 11, 1969.

Figure 8. Doppler shift record from the Hachinohe, Japan Earthquake, May 16, 1968.

Figure 9. Wave trains from Hachinohe, Japan, Earthquake, May 16, 1968.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline A & \(B\) & \(c\) & 0 & \(E\) & \(F\) & G & H & 1 & \(\checkmark\) & \(X\) \\
\hline Event & Period (sec.) & Character & Phase Ve?. ( \(k m / s e c\).) & Delay Time (min.) & Horizontal Distance (km) & Time of Arrival (UT) & 14 me Acoustic Wave Was Launched (UT) & Distance Compensation (km) & \[
\underset{(\mathrm{km})}{\substack{\text { Vavelength }}}
\] & Distance of Initial Phase \\
\hline 1 & 105 & Trough & 4.116 & 11.44 & 46.0 & 22:04:20 & 21:52:54 & 0 & 432.18 & 6395.25 \\
\hline 2 & 125 & Peak & 4.205 & 11.18 & 45.3 & 22:05:30 & 21:54:19 & 356.73 & 525.63 & 6534.57 \\
\hline 3 & 135 & Trougn & 4.249 & 11.02 & 45.0 & 22:05:30 & 21:55:29 & 657.50 & 573.62 & 6602.945 \\
\hline 4 & 165 & Peak & 4.365 & 10.47 & 44.0 & 22:08:00 & 21:57:32 & 1211.47 & 720.23 & 6703.21 \\
\hline 5 & 200 & Trough & 4.566 & 9.50 & 41.7 & 22:09:40 & 22:09:40 & 1959.08 & 913.20 & 7035.56 \\
\hline \multicolumn{11}{|l|}{\begin{tabular}{l}
Table 1. Data for constructing the wave trains of Rayleigh wave components from Kurile Earthquake, August 11, 1969. \\
Note: Time earthquake occurred 2127 UT. \\
Distance between epicenter and sub-ionospheric point: 5615 km .
\[
H=G-E, I+D(H-21: 52: 54)-(46.0-F), J=B D, K=(21: 52: 54-21: 27: 00) D
\]
\end{tabular}} \\
\hline Event & Period (sec.) & Character & Phase Vel. ( \(\mathrm{km} / \mathrm{sec}\).) & \[
\begin{gathered}
\text { Delay Thme } \\
(\min .)
\end{gathered}
\] & Horizontal Dist (km) & & \begin{tabular}{l}
of Time Acoustic \\
al Wave \%as Launched (UT)
\end{tabular} & \[
\begin{aligned}
& \text { Distance } \\
& \text { Compensation }
\end{aligned}
\]
\[
(\mathrm{km})
\] & Wavelength (km) & Distance of Initial Phase ( \(\mathrm{x} \cdot \mathrm{m}\) ) \\
\hline 1 & 85 & Peak & 4.08 & 11.63 & 46.6 & 01:26 & 8 01:15:10 & 0 & 346.80 & 6405.60 \\
\hline 2. & 114 & Trough & 4.26 & 11.32 & 45.7 & 01:27 & 33 01:16:14 & 263.80 & 474.24 & 6531.20 \\
\hline 3 & 151 & Peak & 4.30 & 10.75 & 44.6 & 01:23 & 0 01:17:55 & 706.65 & 649.30 & 6751.00 \\
\hline 4 & 170 & Trough & 4.40 & 10.36 & 43.6 & 01:30 & 5 01:19:43 & 1199.07 & 748.00 & 6908.00 \\
\hline & \begin{tabular}{l}
1e 2. \\
Note:
\end{tabular} & \multicolumn{9}{|l|}{\begin{tabular}{l}
Data for constructing the wave trains of Rayleigh wave components from Hachinohe, Japan Earthquake, May 16, 1968. \\
Time earthquake occurred: 0049 UT \\
Distance between epicenter and sub-ionospheric point: 5975 km .
\end{tabular}} \\
\hline
\end{tabular}
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[^0]:    Figure 23. The initial phase of the ground motion at epicenter, as calculated from the 1968 and the 1969 Dopplergrams.

[^1]:    Figure 1. Compilation of Raylaigh wave group velocity curves from seismograph data of the Pacific Ocean.

