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PREFACE

This is the second report to the National Science Foundation
AENV - RANN on a research pl~ogram designed to establish the feasibility
of a tsunami warning system based on data obtained using an HF Doppler
technique which measures changes in the upper atmosphere caused by fast
Rayleigh waves from a tsunami genic earthquake. The program was supported
by Foundation grants GI 34973 and ATA 72 - 03505.

The first report to the Foundation, dated July 15, 1973, discussed
the present Pacific Tsunami Warning System and the need for additional
information in order to make the present warning system more effective.
It discussed the possible improvements to the tsunami warning system if
the source mechan i sm of the earthquake coul d be determ"i ned and hOVl tlli 5

information might be obtained ~y monitoring the ionospheric signatures
of the Rayl ei gh Vlaves genero.ted by the tsunami generating earthquakes.
It further described and reported on the design and development of the

instrumentation needed to obtain the recordings of these ionospheric sig
natures in a form useful to the tsunami warning system personnel.

Improvements on the initially-designed system have been carried out
since the first report. These improvements have been to make the instru
mentation more reliable and to prevent false triggering and recording of
data. Although these problems are not trivial and are very time consuming
in the development stages, they will not be discussed here because of the
technical details involved and because they do not alter the fundamental

principles of the instrumentation. Instead, a separate manual for the
instrumentation has been prepared and is being updated for internal use.

This report describes the studies carried out to better interpret the
ionospheri c Doppler recordi ng. The study covers the acous ti c \'laves fi~Oril

the launch point to ionospheric heights through the atmosphere. It reports
on the different aspects of determining the accuracy to which one could
determine the propagation path and the travel time for these long period
acoustic waves. It describes the work carried out thus far on the deter

mination of the -initial phases of the Rayleigh I'Javes and points out the
extreme accuracy required of the record-ing and analysis of the data.
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I • I NTRODUCTI ON

Shortly fo 11 owi ng the occurrence of the May 16, 1968 earthquake in
Tokachi-Oki, Japan, the HF Doppler system operated by the Radioscience
Laboratory detected fairly rapid oscillatory changes in the radio reflec
tion heights in the ionosphere. These oscillations were explained in
terms of upward propagating atmospheric acoustic waves generated at the
surface of the earth near the sub-ionospheric point by the vertical
ground movement during the passage of the Rayleigh waves from the earth

quake (Yuen, et al., 1969). Similar observations were also recorded for
the Kurile Island earthquake of August 11,1969 (Weaver, et al., 1970),

and the Kamchatka earthquake of November 23, 1969. This report describes
the work carried out to obtain a thorough understanding of the processes
involved in the propagation of the released energy from the earthquake1s
epicenter to the ionosphere.

The major objective of this study focLlses on the question of whether
one can predict the generation of a tsunami by appropriate interpretations

of the recordings of the ionospheric oscillations~ This would imply
understanding the source mechanism of earthquakes and in particular the
initial phase of the epicentral ground motion. In turn, this requires the
determination of the propagation time and path of the acoustic waves in
the atmosphere. A check on the accuracy of these calculations is obtained
by calculating the corresponding group velocities of the Rayleigh waves
and comparing them with the reasonably well established values obtained by
seismologists.

This report is divided into three parts. The first describes the
basic data used in subsequent analyses and calculations. These are: the

height in the ionosphere pl'obed by the HF Doppler Array; a collection of
Rayleigh 'vIave group velocities obtained from seismogr'am data and reported
in the literature; and the ray path for the atmospheric acoustic waves.
The second pal~t des cri bes the method used to cal cul ate the group vel oci ty

for oceanic Rayleigh waves from the Dopplergrams. The results from these
calculations are compared with the results reported in the literature.

The last part is concerned with a possible method for inferring the source
mechanism of the earthquake from observation of ionospheric motions. The
method is applied to the 1968 and 1969 earthquakes. A discussion of the

results is presented.
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For simplicity in this report, atmospheric acoustic waves or acoustic

gravity waves with frequencies greater than the acoustic cutoff frequency

are called "infrasonic waves ll
, while those generated specifically by the

Rayleigh waves are called "R-infrasonic waves ll
•
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II. THE DOPPLER DATA AND INTERPRETATIONS

The processes through which the earthquake disturbance excites the
ionosphere into oscillation and how this is detected are schematically
presented in Fig. 1. The Rayleigh I/'Javes from the epicenter of a tsunami
genic earthquake induce vertical ground movements as they pass through the
Hawaiian Island chain. This movement generates infrasonic waves of the
same period, which then propagate upward to at least the Fl and F2 regions
of the ionosphere (the 180 - 350 km heights). These infrasonic waves
produce up-and-down motions in the neutral particles (rarefraction and
compression of the neutral gas). The positive ions follow the neutral
gas particles because of elastic collisions and the electrons closely
follow the positive ions because of the Coulomb attraction. Thus, as the
pressure wave propagates through the lower ionospheric region, the height
of the electron density layer moves up and down accordingly. The HF radio
wave whose frequency is equal to the plasma frequency of the particular
electron density layer is reflected back towards the ground and is received
by our Doppler frequency detection system.

Fig. 2 is a map of the HavJaiian Island chain VJith the locations of the
HF Doppler receivers and the corresponding sub-ionospheric points for the
three-station array operated by the UniveY'sity of Hawaii. The HF Doppler
detector used for the present project is located at Manoa, Oahu, with the
sub-ionospheric point indicated midway between Barking Sands and Manoa.
The location of the Honolulu Observatory, where the Pacific Tsunami Warning
System is headquartered, is also indicated on the map.

There are several distinct but inter-related processes through which
energy from the epicenter is transferred to the ionosphere: (1) transfer

of the stress energy in the earth's crust into the seismic and water waves;
(2) propagation of Rayleigh waves over the surface of the earth; (3) launching
of the infrasound at the ground-air interface; (4) propagation of the
infrasound waves in the atmosphere; and (5) ionospheric perturbations pro
duced by the infrasound. The R-infrasonic waves of different periods
generated near the sub-ionospheric point do not travel along the same at
mospheric path and do not necessarily produce ionospheric effects at the
same time. Therefore) the diffeY'ent frequency components observed at the
ionospheric heights are, in general ~ not launched at the same point along
the path of the seismic wave.
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A. The HF Radi 0 vJave Refl_.~£ti on Heill..Q_t

In order to trace the observed wave motion from the ionospheric height

to the ground~ it is essential that the height of reflection be accurately
known. This height is dependent on the electron density, which in turn is
dependent on the ionospheric temperature (dependent on the geomagnetic
activity, solar activity~ season, and solar cycle).

A computer program was developed by Huang (1973) as part of his doc
toral dissertation to determine the reflection height of radio waves.
The program uses the electron density distribution as input data and
follows the ray path of the radio wave as it travels from a ground-based
transmitter up to the ionosphere and back to a ground-based receiver.
The reflection height and the coordinates of the ray path are printed out.
If the electron density distribution (profile) is not available, another
computer program, also written by Huang (1973), allows one to determine
the electron density profile corresponding, to the ionogram for a particular
day and time. The latter is written in the right format for use in the
former program. Descriptions of the method and the programs are given in
Appendices 4 and 5 and listings of both programs may;be found in Appendices
4A s 4B, 5A, 58, and 5C.

For the 1969 disturbance, a composite ionogram was calculated from
ionograms made at 11 :45, 12:00 5 12:15, 12:30, and 12:45 Hawaiian Standard
Time (HST), and the reflection height was computed from the corresponding
electron density profile. For the 1968 disturbances however, the reflection
hei ghts were computed from the electron dens ity correspondi ng to i onograms
made at 12:15 and 12:30 HST; then the reflection heights were averaged to
give a representative height.

The reflection heights for the 1968 and 1969 earthquake-related dis
turbances for the 5 MHz and 10 MHz radio frequencies are listed in Table 1
below.

Table 1
Event

Reflection Heights
Reflection Height (km)
5 MHz 10 MHz

May 16,1968
Augus t 11, 1969

178.2
153.5

287.2
332.4
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Some error is expected in these estimates because of changes in the
ionosphere during the day, especially in the case of the May 16, 1968
earthquake because of the time difference betv.feen the event and the iono-
grams. The period during which the ionospheric oscillations were recorded
is from 0120 to 0140 UT.

B. The Ionospheric Doppler Data

The Doppler records of the ionospheric oscillations induced by the
earthquakes of 1968 and 1969 are shown in Fig. 3 and Fig. 4, respectively.
These oscillatory traces, beginning at about 0124 UT on the 10 MHz records
and at 0121 UT on the 5 MHz records in the former, and at about 2201 UT
in the latter, represent Doppler shifts in the frequency of the radio
signals from the time standard station WWVH.

Several characteristic features of these Doppler records can be
readily recognized in Figs. 3 and 4:
1. The oscillations in the 10 MHz signal drift toward longer periods as

time progresses. This suggests that the R-infrasonic wave trains are
propagating in dispersive media.

2. The short period oscillations of about 20 seconds are observed in the
5 MHz (~150 km height) but not on the 10 MHz (~300 km height), thus
the infrasonic waves are filtered as they propagate toward greater
heights.

3. The amplitude of the oscillations on the 10 MHz signal has its largest
amplitude at about the third peak and not at the beginning or end of
the train.

4. The 10 MHz waveforms appear to be congruous to that of well-dispersed
wave trains with quasi-sinusoidal oscillations, corresponding to the
stationary phase approximation to a Fourier integral. However, the
5 MHz waveforms are very similar to the seismic oscillations at about
20 to 40 seconds period.
Table 2 contains a list of the periods of the maximum upward and

downward excursions in the waves. These excursions correspond to variations
in speed with which the ionospher-ic layer at the radio reflection height
moves downward or upward, respectively. The periods were determined by
means of the peak and trough method (Ewing and Press, 1954). To determine
the period of the extrema in displacement, which correspond to the maximum
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Year
1968

1969

1968

Table 2 Period of Pe3ks and_Troughs in Velocity

Frequency Feature Character
10 MHz 1 P (peak)

2 T (trough)
3 P

4 T

5 P

6 T

7 P

8 T

9 P

10 MHz 1 P
2 T
3 P

4 T

5 P

6 T

7 P

8 T

9 P

10 T

11 P
5 MHz 1 P

2 T

3 P

4 T

5 P

6 T

7 P

8 T

9 P

10 T
11 P
12 T

10

Peri od
48 sec
68 sec
80 sec

90 sec
93 sec

11 0 sec
135 sec

170 sec
190 sec

46 sec
48 sec
52 sec
70 sec

95 sec
11 a sec
130 sec
150 sec
170 sec
188 sec

220 sec
40 sec

38 sec
35 sec
30 sec
28 sec
28 sec
20 sec

20 sec
22 sec
20 sec
20 sec

20 sec
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upward and downward movement of the ground, the zero-crossings of the
waveforms were found by means of the bisector between successive peaks
and troughs, then the peak and trough method was applied at these points.
The periods found are listed in Table 3. When these periods are plotted
as functions of displacement, they show that: (a) the waveforms are well
dispersed; (b) only inverse dispersion is present; and (c) periods less
than or equal to about 50 seconds are absent.

The ampl itudes of the peaks and troughs were measured from a reference
line determined by the set of line segments passing through the mid-points
of the upward and downward excursions. Fig. 5 shows the ratios of these
amplitudes normalized relative to the largest amplitude. The ratios for
successive peaks and troughs are plotted at unit horizontal intervals,
with the peaks plotted above and the troughs below the horizontal axis.
The feature numbers are used for reference purpose and are indicated at
the bottom of the figure. For the 1968 case, the same maximum amplitude
occurred at features 5, 6, and 7; hence the ratios were plotted starting
with feature 6 located on the vertical axis. Since features 6 and 7 in
the 1969 case had the same amplitude and feature 8 was slightly smaller,
the ratios for feature 7 were plotted on the vertical axis.

The amplitude ratio plots for 1968 and 1969 indicate that the oscil
lations both built up at the same rate and again decayed at the same rate.
In addition, the maximum appears to occur at the same time if measured in
terms of the number of oscillations that have occurred since the beginning
of the wave train. Thus it appears that the 1969 disturbance differs from
the 1968 disturbance only in scale (it is about three times larger) and
perhaps the exact period of the individual oscillatory components but not
in the range of the periods. Thus, the R-infrasonic waves for the 1969
case were stronger and of slightly different periods, but were generated
and propagated in an essentially similar manner.

Abe (1972) has generated synthetic Rayleigh waves from a source model
which has a double-couple pure dip-slip with a dip angle of 45° located at
various depths, His results show very distinct Rayleigh spectra for

sources at different depths. He points out that "... Rayleigh waves can be
used as a good diagnostic element for estimating the source depth." If
thi sis indeed the case, then they coul d be very useful for the predi cti on
of tsunami generation. We shall pursue this idea further. Since these
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Table 3 Period of Peaks and Troughs in Displacement

Year Freguen.sz. Feature Character Period

1968 10 !,jHz 1 P (peak) 43 sec
2 T (trough) 52 sec
3 P 67 sec
4 T 80 sec
5 P 94 sec
6 T 105 sec
7 P 120 sec

8 T 145 sec
9 P 170 sec

10 T 210 sec
1969 10 MHz 1 P 42 sec

2 T 42 sec
3 P 47 sec
4- T 65 sec
5 P 81 sec
6 T 100 sec
7 P 120 sec
8 T 135 sec
9 P 157 sec

10 T 175 sec
11 P 200 sec
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are only two samples, we are not positive as to whether all large shallow
focus earthquakes produce essentially the same type of recordable ionos
pheric disturbance.

While it would be of great interest to determine the anisotropy of the
response of the ionosphere to R-infrasonic waves, there have been only
very small disturbances even for very 1arge magnitude earthquakes from
the direction of the south-west Pacific Ocean basin. Whether this is due
to the type of earthquake sources or whether this lack of data is due to
the numerous atolls and relatively shallow ocean depths of the propagation
medium is not known at this time. Nevertheless, there is a marked lack
of Doppler records of ionospheric disturbances due to earthquakes generated

in that area.
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III. PROPAGATION PATHS FOR R-INFRASONIC WAVES

Since a part of the energy from an earthquake propagates on the outer
surface 1ayer of the soli d earth as Rayl ei gh waves whi ch then cause di s
turbances which propagate to ionospheric heights as infrasonic waves,
propagation paths and delay times for the infrasonic waves to travel from
the ground up to the radio reflection height for a Doppler system must be
determined in order to trace the wave components back to the source. For
our purpose it is most convenient to carry out a ray analysis of infrasonic
waves in the earth's atmosphere.

The ray-tracing program attempts to find the path in the atmosphere
along which a group of small amplitude infrasonic waves will propagate
with a group velocity. This }"equires one to find a bundle of rays in
order to determine the shape of the wave front. To find such paths, the
ray-tracing techniques developed for internal gravity waves (but not
limited-to them) by COvJling, et 0.1., (1970; 1971), Jones (1969), and Yeh
and Liu (1974), will be used. In general, the program is essentially the
same as that used by Cowling with modifications in the input and output,
calculation of the group velocity and certain "initial parameters, and
vertical variation in the atmospheric parameters. The program uses the
complete dispersion relationship for acoustic--gravity waves.

A. The Model Atmosphere and its Parameters

He assume a fl at earth surface geometry with atmospheri c parameters
varying only in the vertical direction and that the air is inviscid and
non-dissipative throughout the atmospheric region of interest. Thus it
implicitly assumes that the rarefied air at heights of several hundred
kilometers can be treated the same as air at low levels and that there is
no ionosphere or geomagnetic field. Only two atmospheric parameters appear
directly in the program: the speed of sound and the ratio of the specific
heats, y. The pressure, temperature and density of the atmosphere are
entered into the program through the speed of sound, the acoustic cut-off
frequency and the Brunt frequency. The integration interval is taken to
be 10 km, from 0 to 400 km, and the acceleration of gravity, g, is taken

to be height dependent.
Presently, vJe have t\VO sets of the speed of sound d·i stri buti ons; one

is for the summer during the period of maximum solar activity and the
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other is for a minimum in solar activity. The first case was calculated
by Huang using the l&ON annual model in the 1962 Standard Atmosphere for

heights less than 120.0 km and the summer model for an exospheric temperature
of 1000° K in the 1966 Supplement for heights greater than 120.0 km.
These values were found from the expression in the 1962 Standard Atmosphere,
assuming y = 1.4 (there is only a small change if y were allowed to vary
with height) and that the molecular weight decreases above 120.0 km as
indicated by the summer model. These values are appropriate for the
amount of solar radiation that impinged on the atmosphere around August
1969, whi ch was near the sol ar acti vity maximum. For the 1atter case,
for solar activity minimum, the expression and procedures used were the

same. The height variation of y was determined by linearly extrapolating
the values shown in Midgley and Liemohn (1966).

B. Basic Definitions and Equations for Acoustic-Gravity Waves

The most important physical quantities and the corresponding mathema
tical expressions that appear in the ray-tracing program are collected for

reference. For additional details, see Cowling, et al., (1970) and the
references cited in it.

1. Acoustic cut-off frequency, f , sets the lower limit on the fre-a
quency scale for atmospheric acoustic waves; i.e., acoustic type waves
cannot propagate if their frequencies were less than that for fa' The
angular frequency for a plane wave or exponential-like solution in a
planar isothermal atmosphere is given by

w = 2nf =1i (1)a a 2c

(2 )I y - 1- - g
c

expression:

w = 2nf =
g 9

where y = ratio of specific heats, g = acceleration of gravity, and
c = speed of sound.

2. Brunt frequency, fg, is similar to fa' except that it applies to
internal gravity waves and sets an upper limit to the allowed frequencies,

i.e. propagation of buoyancy oscillations is not possible for frequencies
greater than f. The exponential-like solution in an isothermal atmos-

9
phere gives this

where the symbols are the same as in (1) above.
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3. Dispersion relati~nsQ~. If the acoustic cut-off and Brunt fre
quencies were both zero, then propagation of the atmospheric wave would
not be dispersive and the angular frequency, w, would be a linear function

of the wave number vector, t. However, frequencies of plane waves in a
planar isothermal atmosphere have the relationship

w4 - w2 cZ(k 2 + k 2) + w 2 C2k Z - w 2W2 = 0 (3)
x z 9 x a

where k and k are the x (or horizontal) and z (or vertical) components,x z
respectively, of the wave vector, and wand ware given in 1 and 2 above.a g
Without loss in generality, the propagation is assumed to be two-dimensional.
Highly localized pressure of displacement perturbations will tend to

disperse or spread out into nearly sinusoidal waves with slowly changing
frequency and wavelength in accordance with equation (3).

The phase velocity of a harmonic component depends on the wavelength
of the waves. Moreover, it depends on wa and wg and both kx and kz rather
than just Itl. Therefore, it is difficult to completely show the functional
relationship of (3) graphically. Thus one dimension or variable is usually
suppressed (see the figures on pages 55 and 59 in George (1968) and page
49 in Cowling, et al., 1970).

4. Group velocit:y, Vg, is defined (Lighthill, 1965) as

(4)

two branches:

(5)

(6)

Applying this to the

w > w > wa g
w2

- W 2 > 0
9

w~ - w zc 2 k 2 > 0
9 x

Vgx has the same sign as kx
Vgz has the same sign as kz

branch: w < w < wg a
WZ - W 2 > 0

9

Internal gravityb)

and

where Vk is the gradient operator with respect to k.
dispersion relationship of (3), we find that

wc 2 k (w 2 _ w 2)
. X 9

Vax =;:) w4 _ w Zk 2 C2
g X

W3c 2 kV
gz

= 2__

w4 _ w 2 C2k 2
9 x

Since usually w > w , we identify the followinga g
a) Infrasonic branch:
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w4 _ w cZk 2 > 0
9 X

Vgx has the same sign as kx
Vgz has the opposite sign from kz.

The magnitude of the group velocity is given, as usual, by the sum
of the square of its components. IV 1

2 = V 2 + V 2 and the ray-path is
- 9 gx gz

the path in the atmosphere traced out by ~. The slope of the ray-path

with respect to the ground is Vgx/Vgz,
The group velocity is normal to the w-contours in k-space, as shown

in Fig. 4.1 on page 49 in Cowling, et al. ~ (1970). Such diagrams represent
one possible way of studying the characteristics of rays. These w-contours

will be ellipses in the case of infrasonic w~ves (Georges, 1967).
The above equations have been derived under the assumption that the

planar atmosphere is motionless except for the waves. However, if a wind
is blowing in the horizontal direction, the frequency of the waves may be
Doppler shifted. If ~ is the angular frequency in a reference frame
moving i'lith the atmosphere, then this Doppler shifted angular frequency is
given by

w =n - ~ . ! (7)

where ~ is the real part of the wave vector and! is the horizontal vel
ocity of the atmosphere, i.e., the horizontal wind velocity.

Equation (7) is used to transform from the moving frame to the ground
or laboratory frame. The equations (1) to (6) are applicable in the
moving frame since the atmosphere is stationary (at rest) with respect to
it. Observations and initial specification of the wave motion are made
relative to the ground frame. Thus, the following relationships are im

portant in making the transformations:

- ~ in ground framek ---
x V

p

= ~ in rest frame
(8)

Vp

where Vp is the phase velocity (as measured in the reference frames men
tioned) and

V (in ground frame) = V (in moving frame) + V . (9)
~ ~ -

This shows that atmospheric i'Javes may be carried along or retarded by
horizontal winds.
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5. Interpretations of w and kx: According to the derivations leading
to the dispersion equation, wand k are the angular frequency and hori-x
zontal wave number of a plane sinusoidal wave. However, we can never

observe a perfect sinusoidal wave since we can observe only groups of

waves, or equivalently, a finite wave train. If the medium is dispersive,

the wave train will spread out as it propagates and the frequencies of the
oscillations in the wave train will gradually vary along the wave train.

If the medium is inhomogeneous, then w will vary as the wave train travels
through tile inhomogeneity. Simil ar remarks apply to the wave vector, k.

Therefore, the re 1ati onsh i p betlA/een (w ,l~) and features of the waveforms
must be understood before the ray-tracing results can be used in inter
preting observations.

The hori zonta"' wave number, kx ' cannot vary because the model atmos

phere is assumed to be homogeneous in the horizontal direction. Thus k
x

must remain fixed at the init"ial value specified at the onset of a ray-
tracing run, regardless of the stage of calculation of a ray. kz ' on the
other hand, wi 11 vary with hei gilt dUl~i ng the di fferent stages of the ray
calculation.

The angular frequency, w, is invariant along the path defined by the

group velocity in an inhomogeneous and dispersive medium (Lighthill, 1965)

and should remain constant along the rays in the atmosphere. Since the
wave train is dispersive, we see that w is the angular frequency ( a sort

of average angular frequency) of the narrow band of harmonic components
that interfere to produce the sub-group of oscillations in the wave train

with the same angular frequency. That is, w should be interpreted as the
angular frequency of a harmonic component in the sense prescribed by the

application of the method of stationary phase in the homogeneous case.
Since k is invariant along a ray, it can also be interpreted' in thisx
sense.
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C. Determination of Ray-Paths

1. Ray-Path Cal eul ation

For the purpose of ray calculations the dispersion relationship of
equation (3) is solved for kz in the form

w2
- W W 2

k 2 ( a b 1 ) (10)= ) + k( -'--
Z c2 X w2

_.
Moreover~ we define the fon owing quantities:

A 2Tf wavelength in the vertical di recti onz = k
z
. :0:

ho = initial height above the ground

x = distance in the horizontal direction from initial position
of the wave

t = time
and e = angle between k and the vertical dlrection.
The following procedure for calculating the ray for given w,

and the initial direction of the phase propagation is used in the
tracing program.

a) Find the values of kx at ho from the dispersion equation, subject
to the modifications introduced by the wind.

b) If k is real, then calculate lJ , U , and AI = O.lOA = O.lop..
z x z z ·z z

The thickness of the equivalent isothermal layer at this height
is. ~ or 10 km, \'Jhichever is smaller.

c) If the thickness is ~h, then the time required to traverse the
path in the current 1ayer i s ~ t = ~h I Uz ' where the verti ca1
distance traversed is ~h and the horizontal distance traversed is

~x = Uj1t.

d) After adding ~h, ~t, and ~x to running sums, replace ho by
ho + ~h and repeat the steps (a) to (d) until the top of the at
mosphere is reached or the situation in (e), below, occurs.

e) If kz is imaginary, divide the cunent ~h in half, step upwards
by 0.5~h and repeat steps (a) to (d). This is continued until a
height is reached where kz ~ 0.0 and this is called the reflection

height, hr'
f) Since reflection has occurred at hr , the program now begins to
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trace downward, repeating the sequence (a) to (d) with h replaced
r

by h - ~h initially, then h - ~h replaced by (h - ~h) - ~h( )'r r r new
etc., until k again becomes 0.0, or the ray reaches the ground,z
or the ray reaches as close to the ground as possible.

Thus, the rays either continue to the top of the atmosphere or reflect
at some intermediate height. If winds are included, rays may be trapped

(Cowling, et al., 1970).
The initial step, ~h, either upwards or downwards is controlled by·

the direction of phase propagation specified at the onset (the phase and
energy propagate in the same direction only for infrasonic waves). The
program remembers the direction so that it can step in the correct direction
after a reflection. Moreover, since A

Z
is large for the lower frequency

internal gravity waves, "it is necessal~y to divide the interval, ~h, by
10 to keep the steps reasonable. The program interpolates between the
layers of the model atmosphel~e when necessary.

Finally, the reflected rays may not be symmetrical because the steps
just before reaching h are not necessarily the same as that just after. r
reaching hr' This is a result essentially because kz at the point before
hr may be s1i ghtly different from kz at hr' The computer program and its
instructions for the ray calculation are given in Append-ix 2.

2. Program Modifications

For the internal gravity waves, the minimum information required at
the outset is w, kx' ho' and the direction of phase propagation. If a
wind model is to be included, one must also specify the launch time, and
the initial azimuth relative to north of the waves. The program can also
be changed to accept other sets of initial data, such as wand the hori~

zonta1 trace ve 1acity , and 1et the program compute k .x
For the infrasonic waves, the program is set up to accept w, ho' e

and the direction of phase propagation. Then kx and kz are found from the
dispersion equation and the relationship k = k (tan e). The range ofx z
angles for 8 (3° to 7°) has been chosen to agree as closely as possible
with the situation for atmospheric waves launched by Rayleigh \tJaves. In
the determination of this angle, kx is assumed to be the same as the phase
constant of the Rayleigh waves at the ground - air interface. On the other
hand, we could have specif-ied wand the Rayleigh phase velocity and allm'1ed
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the program to compute kx and G. Finally~ since \ for these waves -is much
smaller than that for the internal gravity waves, the factor of 10 in
~ /10 has been removed. This has the effect of increasing the steps from. z
1 km to 10 km, so that the ray-tracing calculation would not be too time-

consuming.

D. Results

Figures 6a, 6b, and 6c show ray-paths and travel times for atmospheric
acoustic or infrasonic waves in a windless atmosphere. The waves are assumed
to be launched from a ground level source and the curves are parameterized
in terms of Gk, the angle between 1 and the vertical. The set of curves
in each figure is for waves with the same period and the travel time along
the ray is again indicated by short horizontal bars. To generate these
rays, Gk rather than kx or the horizontal trace velocity, was read into
the program along with w (or period). The insert shows the ralationship
between Gk and both the apparent horizontal velocity (Vh) and the initial
angle (Gr ) between the group velocity and the vertical. Therefore, to
apply these results to different ground sources, one only has to match
the IIlaunchli angle, kx' or the horizontal trace velocity, Vh (it is usually
difficult to find the initial Gr because this requires a superposit"ion of
waves) .

An interesting result of these calculations is the progressive change
in the ray path as the \"!aves change from nearly pure acousti c (Fi g. 6a) to
long-period infrasonic (Fig. 6c). The latter waves not only take longer
to propagate but also travel upward at a steeper angle. However, again
we need to pursue ray-tracing in a windy atmosphere before we can reach
firm conclusions and check the ray information for periods greater than
30 seconds.

For the vertically propagating infrasounds generated by the seismic
Rayleigh waves from some large earthquakes, we assume the phase velocity
of the Rayleigh waves is equal to the initial horizontal velocity of the
wave. Thus we can fi nd the appropri ate ray by setting Vh equal to the
phase velocity for the gi ven peri ad and fi nd the proper Gk. It is there
fore possible to determine the travel time and the horizontal distance
traversed by the infrasound from the launch point at the ground to the
ionospheric heights.
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Another set of curves presenting the ray paths and travel time fOI~

different period waves has been plotted in Figs. la and lb. In these
curves, the phase velocity for each Rayleigh wave is taken in accordance
with the dispersion curve given by Ben-Menahem and Toksoz (1962) or with
the results given by Dorman (1969) (see Fig. 21). Thus there is a
slightly different Ok for the ray paths corresponding to the different

periods.
The greatest deviations among the ray paths and delay curves for the

different periods occur in the atmosphere below about 125 km where there
is also the greatest variation in the temperature/sound speed. At
greater heights these curves have essentially the same rate of change for

a11 peri ods.
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IV. THE GROUP VELOCITY OF OCEANIC RAYLEIGH WAVES

Before one can accept the calculations for the infrasonic ray paths
and delay times in the earth1s atmosphere, it is essential that they be
verified and their accuracy establ"ished. This can be done by determining
the group velocity of the Rayleigh waves and comparing the results with

those measured by seismographs. We have made a reasonably thorough
1iterature search of g}'OUP vel acity di spers i on data for the Paci fi c bas i n
and the findings are summarized in Section A. The analysis procedure and
the results of the group velocity determined from the Doppler data are
presented in Section B and the discussions of the results are given in
Section C.

A. Empirical Group Velocity Dispersion Curve

A short description of the literature search for information on the
group velocity of seismic Rayleigh waves along paths crossing the Pacific
basin is given. The search was confined to the Bulletin of the Seismological
Society of America and the Journal of Geophysical Research while other
journals were checked only if the particular article was referred to many
times. No extensive analysis of the information found was attempted but
a set of composite dispersion curves will be presented in this section.

In general the search was confined to papers that contained recent
observations made after Oliver1s (1962) summary, studies of seismic waves
from earthquakes around the Pacific basin, and reported observations from
stations in the Pacific basin. Unfortunately there were only a few papers
that satisfied these criteria. Relevant observations were reported in
Abe (1972), Brune (1969), Dorman (1969), Ewing and Press (1954), Hamada
(1971), Dziewonski (1970), Dziewonski and Landisman (1970), Jacob and
Hamada (1972), Gupta and Santos (1973), Kanamori (1970), Kausel $ et al.,
(1974), Kuo, et al., (1962), Saito and Takeuchi (1966), Santo (1963),
Santo and Bath (1963), and Toksoz and Anderson (1966).

In addition, according to the literature citations, there appears to
be very signHicant research work on Rayleigh wave dispersion being carried
out by researchers in Japan. But the papers and articles were not available
to us.

Figure 8 summarizes the significant information obtained from the
study and shows several sets of recent measurements of the long period



A
A

ve
ra

ge
fr

om
A

be
(u

p
to

15
0

se
c)

an
d

D
zi

ew
on

sk
i

an
d

L
an

di
sm

an
(1

50
-2

50
se

c)

A 3
A

la
sk

a
+

F
ij

i
fr

om
A

be

A 6
Ja

pa
n

+
F

ij
i

fr
om

A
be

K
A

ve
ra

ge
fr

om
Ku

o

A /
1

T

O
li

ve
r

-
I

in
d

ic
at

es
sc

at
te

r

S
an

to
's

cu
rv

es
fo

r
ty

pe
1

,
3

,
&

5
re

gi
on

s
SI

I<

A 3 1

~
o
c
e
a
n
i
c

br
an

ch
(O

liv
er

)

I 1

"
"

C
on

ti
ne

nt
al

br
an

ch
(O

li
v

er
)

4.
1

u (J
)

3.
9

V
l

....
....

.
E ..:
:L --- >
-
~ I-

<

U 0 -
l 3!

3.
7

C
L

::
J

0 a: (!
)

I
3

.5
rS3 S5

Fi
gu

re
8.

Su
m

m
ar

y
of

gr
ou

p
ve

lo
ci

ty
of

oc
ea

ni
c

R
ay

le
ig

h
w

av
es

fr
om

se
is

m
ol

og
ic

al
w

or
k.

3.
3

o
40

80
12

0
PE

RI
OD

(s
ec

)
16

0
2

0
0

24
0

w o



31

Rayleigh wave group velocities in the Pacific basin and the average curve
obtained by Oliver (1962). Not all the values in a given set of measure
ments were plotted, but only enough to show the general shape of the
dispersion curve. Table 4 gives the symbol notation for the different
curves, the particular path over which the Rayleigh waves propagated, and
the references for which the curves were obtained. There are also several
short period (less than 40 seconds) Rayleigh oceanic curves from Santos
(1963) for reference.

Symbol

A

Table 4 Quantities Plotted in Figure 8

Quantity? reference, and path

Period < 150 seconds: representative curve obtained by taking
average of values from Abe (1972).

Period> 150 seconds: representative values from Dziewonski
and Landisman (1970).

Values for Alaska to Fiji as a typical oceanic path from Abe (1972).
Values for Japan to Fiji as a typical oceanic path from Abe (1972).
Average values of typical oceanic path in Pacific from Kuo (1962).
Early standard values for oceanic paths with error bars from

Oliver (1962).
(A continental branch is also included for reference.)

Several general observations that can be made about these oceanic
Rayleigh wave group velocities have been reported in the research journals:
1. There is no one dispersion curve that applies throughout the Pacific

basin.
2. The deviations in the dispersion curves are inversely proportional to

the period and the measurements tend to converge at about 160 to 180
seconds.

3. The peaks of the group velocity waves occur at periods of about 45
seconds.

4. The lowest group velocity occurs at periods of about 220 seconds at
the long period range.
The variab"i1Hy of the Rayleigh Vlave group velocities appeal'S to be

due to the depth of penetration of the components of the guided wave into
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the underlyi ng surface. If the. v-Jave components penetrate to between 1/2

to 1 wavelength, then the wave propagation characteristics are largely
determined by the velocity properties of the structure within this depth ..
Thus the behavior of the waves of periods shorter than ~40 seconds is
determined by the crustal structure. The behavior of the waves of periods
greater than 180 seconds is determined by the structure of the upper mantle,
which is fairly homogeneous laterally, and should show little or no varia
bility. Many of the average values in Fig. 8 are for very long paths, up
to several earth circumferences and much of the variation due to the
crus ta1 structure has been averaged out. Therefore, the vel oci ty obser
vations for periods less than 80 seconds do not provide a good measure
if the paths \Jlere very long. Thus direct path measurements are alvlays
preferred over those made over long paths. The intermediate periods,
between 80 to 180 seconds, mayor may not be ani?otropic.

An impressive work is that of Santo (1963) on the sectioning of the
Pacific basin according to Rayleigh wave group velocities. The results
are shown in Figs. 2(a) and 2(b) of Appendix 3 which were taken from Saito
and Takeuchi (1966). The sectioning was made directly in terms of group
velocities rather than other g~ophysica1 quantities such as shear velocities
and heat flow as in Brune (1969). It is particularly valuable because it
is empirical and not theoretical. A single dispersion curve applies to
all points of a given region and different curves apply to different types
of regions. The types of regions range from typical deep vlater basin ("0 11

)

and typical oceanic structure ("1 11
) to typical continental structure ("7").

The structure is very complex for regi ons Vles t of the andes He 1i ne and
less complex but variable in the South Pacific regions. Most of the
northern Pacifi c regi on is of the deep \tlater bas in type, except for the
continental type along the Hav'/aiian Island chain.

The number of regi ons as VIe 11 as the shape of the regi ons wi 11 vary
with the range of periods under consideration. One would expect that as
longer period waves are considered, the number of regions will become less,
the size of the region will become broader and more regular, and there may
only be one region for periods greater than 180 seconds.

A possible way of summar-izing the anisotropy and the dispersion prop
erti es of the Ray1 e-j gh "lave group ve 1oeiti es in the Pacifi e bas in mi ght be
to construct maps such as Santo's showing isodispersive areas. There would
be probably 2 to 4 maps for each of the 2 to 4 ranges of periods, such as
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o - 60 seconds, 60 - 120 seconds, 120 - 180 seconds, and 180 - 280 seconds.
If such maps can be constructed, one can determine, reasonably accurately,
the time of arrival of the different frequency components if the epicenter
and the observation points are known.

However, if one is limited to the use of a single dispersion curve,
the best compromise appears to be one synthesized by the average of Kuo's
and Abe's data between 20 and 100 seconds, the average of Abels and
Dziewonski and Landisman's data between 120 and 150 seconds, and Dziewonski
and Landisman;s data for periods beyond 150 seconds. Such a curve, shown

in Fig. 8, lies in the middle of the scatter and would probably be in
serious error only toward the short period end. It is of some interest
to see that Santols curve ("0") shows a high velocity of about 4.15 km/sec
near the peak of the curve at 40 seconds.

B. Dispers10n Curves from Doppler Data

We have assumed that the Rayleigh It/aves and the R-infrasonic waves
are well-dispersed and, according to the method of stationary phase, the
group veloc"ity is the distance traveled divided by the travel time (Ewing
and Press, 1954). The records analyzed were the waveforms recorded by
the HF Doppler array after the 1968 Hachinohe and the 1969 Kurile Island
earthquakes. The procedure is:
1. Find the period of the R-infrasonic waves from the data by the peak

and trough method.
2. Note the arrival time of the peaks and troughs and hence~ the arrival

times of the waves.
3. Find the time taken by the R-infrasonic waves of a given period to

reach the appropri ate radi a refl eeti all hei ght from a set of ray paths ~

which are parameterized in terms of wave periods.

4. Fi nd the di stance away from the sub-i onospheri c poi nt at ~"hi ch the
R-infrasonic waves were launched from the ray paths.

5. Determine the times the R-infrasonic waves of the given periods were
launched by subtracting atmospheric travel time from the ionospheric
arrival time.

6. Determi ne the 1aunch-poi nt by starti ng at the sub··i onospheri c poi nt
and back-tracking along the great circle seismic path by the amount
found in (4) above.
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7. Calculate the group velocity by dividing the path length betv!een the
epicenter and launch point by the time interval between the occurrence

of the earthquake and the launching of the R-infrasonic waves.
The initial calculations were carried out by Huang, et al., (1973),

for periods greater than about 50 seconds and the results were displayed
in the usual manner on a dispersogram. The values agreed reasonably well
with the values inferred from seismograms, for example, the dispersion
curve compiled by Oliver (1962). However, the curves were systematically
lower by about 0.1 to 0.2 km/sec at long periods of about 150 to 200
seconds. At shorter periods of about 40 to 50 seconds, the calculated
values were slightly higher. While the short period portion of the curve
may be explained in tel~ms of the properties of the crustal structure, the
difference in the two curves for the very long peri od porti on of the curve
appeared strange since one would have expected greater agreement and less
deviation.

The group velocity dispersion curves ItJere re-calculated from the 1968
and 1969 Dopplergrams. A new set of supposedly more accurate ray paths
were generated. The calculations were also extended to include the shorter
and longer period waves in the 10 MHz waveforms and the shorter period
waves in the 1968 5 MHz waveforms. The Dopplergrams which are proportional
to velocity were converted to corresponding peaks and troughs in the dis
placement. The details of this work and the results are presented below.

Figures 9 and 10 show the arrival times of the maxima and minima in
the 1969 and the 1968 vlaveforms as functi ons of the extrema accordi ng to
the peak and trough method. Similar plots for the extrema in displacements
are shown in Figs. 1l(a) and 1l(b). In these plots~ smooth best-fit
curves are drawn through the po-ints rather than connecting them ItJith
straight line segments because (1) of the slight but real change in period
near the beginning of the 5 MHz curve, and (2) of the increased reading
error and uncertainty near the end of the 10 MHz curve (the period of the

last trough in the 1969 waveform could not be determined and the position
of the previous peak is somewhat uncertain). The curves thus obtained
appear to give better representation of the period variation. The periods
shovm in Table 2 (see page 10) wet'e then determined by constructing the
tangent at each point and evaluating the slope. Figure 12 plots the period
as a function of the event number. The curves show the general consistency
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Figure lOa. Same as Figure 9, except for the 1968 5 MHz event.
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of the periods determined from the velocity and the d"isplacement. The
general shape of the curves indicates that the waveforms belong to the
inverse dispersion branch. (The periods for the 10 MHz waveforms generally
differed by about 5 - 10 seconds from the periods determined by Furum?to
(1970) and Huang, et al., (1973) ).

Since the 5 MHz record \Jlas not of the same qual ity throughout the
time interval for the disturbance, only two packets that could be clearly
read I'lere chosen. The first packet shows normal dispersion, i.e., a drift
toward shorter periods, while the second was essentially of constant period.

The travel time in the atmosphere and the horizontal trace distance
of the R-infrasonic waves as functions of the periods for the ionospheric
event are respectively shown in Figs. 13 and 14. These curves were deter
mined directly from the ray path and travel time curves in Figs. 7(a) and
7(b) by reading the values given by the radio reflection height for each
event. The final values represent converged values found by decreasing
the thickness of the layer toward 1 km and determin"ing the limiting value
(see Fi gs. 15a to lSd).

The origin time for the 1968 and 1969 earthquakes were 0eported in
the "Prel iminary Determinati on of Epi centers II at 00h48mS5sUT and
21 h27m_sUT, respectively. The location of the epicenters were (40.8°N,

143.2°E) and (44°N, 149°E) for the Hachinohe (magnitude 7.5) and Kurile
(magnitude 7.9) earthquakes, respectively. The distance from the epicenter
to the sub-ionospheric point (2l 0 N, 157°W) for the 10 MHz signal for the
Manoa station O'MVH was located at Kihei, t'1aui at that time) is 5975 km
and 5615 km, respectively.

Subtracting the travel time of the infrasonic waves in the atmosphere
from the observation time of the Doppler sig~al (Figs. 3 and 4) gives the
launch point. Dividing the d"istance betvleen the launch point and the
epicenter by the difference in time between the origin time and the launch
time gives the Rayleigh I-lave group velocity. These calculations are
carried out for each period observed in the 1968 and 1969 events in the
Doppler data and the results are plotted in Figs. 16 and 17, respectively.
These group velocities are thus inferred from the peaks and troughs in the
velocity. The process is repeated by considering the peaks and troughs in
the d"isplacement and the results are a"lso plotted in Figs. 16 and 17. The
dispersion curves determined from the displacements show at the very long
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periods l less deviations from Oliver~s curve than that determined from

the velocity.
In Fig. 19, the above results are compared with several sets of

group velocities presented in Fig. 8. The vertical scale has been
expanded to avoid congestion. In addition, we have included the averages
of Yoshii·s studies of earthquakes in the Kurile Islands and Japan and
measured at Kipapa, Hawaii (1975). Generally it is difficult to find
measurements inferred from Rl for earthquakes in the Japan -,Kurile area
and observing stations either in Hawaii or on a path passing through the

Hawaiian Islands.

C. Discussion of Results

Figures 16 to 18 shovi that the group velocity curves determined from

the Dopplergrams are within about 5% of the values reported for comparable
paths and for average oceanic paths determined from seismograms. The
agreement is good for periods less than about 100 seconds and fair for
longer periods. The agreement is excellent over periods less than 40
seconds and agrees with Santo's assignment of group velocity regions in
the Hawaiian Island chain. The values for periods from 50 to 100 seconds
lie above the Rl curve reported by Yashii (1975) for Rl paths measured
along oceanic paths. On the other hand, the values determined for the
100 to 200 second periods fall noticeablj below the values reported for
oceanic and averaged-out paths.

There appears to be a break in the 1968 and 1969 Dopplergram-determined
values at a period of about 100 seconds. This is shown by drawing a smooth,
best-fit curve through the values. The curve is parallel to the seismogram
determined curves and suggests a delay at the source in the time at which
the long period waves were emitted.

There are several possible sources of error in our method for deter
mining the group velocity:
1. Uncertainty in the geographic location of the earthquake.
2. Uncertai nty in the t"i me of occurrence of the earthquake.
3. Error in the arrival time.
4. Error in the path of the R-infrasonic waves.
5. Error in the travel time of the R-infrasonic waves.
6. Error in the radio reflection height.
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7. Error in the period of the waves.
In addition there are possible errors in applying the correct model to the
di fferent types of earthquakes such as those with long ruptures whi ch
develop at finite speeds and those with the sinking or rising of approxi
mately elliptic regions.

Due to lack of sufficient data, it is not possible to discuss all of
these sources of error and their effect on the calculation of the group

velocity. There are no independent data \'Ihich could be used to indicate
whether there is an error in the ray path and travel times (items 4 and 5,
above). In fact, when 0.11 details are carefully evaluated, this study
waul d gi ve an i nd-j cati on of the correctness of the theory used inca1cu-
1ati ng the ray paths and travel times. A very complex cal cul ati on is used
to determine the reflection height (6) from the distribution of the electron
density which depends on the season, the solar activity, and the time of
day. While it is complex, the physics and theory are relatively well
understood and the reflection height reasonably accurately determined (see
Appendices 4 and 5). Thus we shall discuss the sources of error due to
1, 2, 3, and 7 in greater detail below.

In studying great earthquakes in the Japan - Kurile Islands area,
Abe (1973) recalculated epicentral data for the 1969 earthquake from data
provided by the U. S. Coast and Geodetic Survey and also in the Seismolo
gical Bulletins of the Japan Meteorlogical Agency. He found slightly
different geographic coordinates for the epicenter (43.l8°N, l47.48°E)
instead of the usual position given (43.1 o N9 147.7°E) and an origin time
of 21h27m40sUT, a correction of 40 seconds from the initially listed time
of 21 h27m_sUT. While the change in geographic coordinates has almost no
effect on the group velocity calculations, the 40 seconds later time of
occurrence increases the group velocities by about 0.1 km/sec.

Fukao and Furumoto (1975) studied the Hachinohe earthquake of 1968
using long period seismograms of the World Wide Seismological Stations
Net\'Jot~k O·JvJSSN). They sho\'l that this earthquake was formed of multiple
shock acti viti es with the 1argest tV/O shocks generated at 57 km and 93 km
WSW of the initial hypocenter at 32 and 45 seconds after the initial
break 9 respectively.

The group velocities were re-calculated with the 40 seconds delay for
the above two cases and replotted in Fig. 19. Over almost the entire
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range of periods from 40 to 220 seconds~ the new curve does not deviate
more than about 1.5% from the generally accepted curve. However~ there
appears to be a jump discontinuity at about 100 seconds period as pointed
out earlier. The curves in the lower period range~ from 40 to 80 seconds~

fall above the average curve and deviate considerably to approximately
4.2 km/sec at 40 seconds. While this is within the error bar indicated

,by Oliver (1962)~ it is on the extreme high side. According to Santo's

classification of the Pacific basin and the corresponding dispersion curve
for Rayleigh waves of periods below 40 seconds (see Fig. 8), aside from
the Ha\vai i an chai n, the northern Paci fi c ocean is of the deep ocean type
with group velocities of about 4.15 km/sec at 40 seconds. A relatively
smooth curve can be drmvn through the poi nts if vle assume that the apparent
discontinu'ity in the curves near 100 seconds period is in error and dial'!

an average curve through these points.
The tvJO curves for 1968 and 1969 as constructed give a large difference

of about 0.1 km/sec, which does not appear to be normal for waves from
two sources separated by about 450 km and propagat-j ng to Hawai i. Another
possibility then, is that the curve is a composite made up of the shorter
period wave components (40 - 80 seconds) generated by the early event and
the longer period components generated by the second event about 40 seconds
1ater.

In calculating the group velocity from the Dopplergram, the arrival
time could be read fairly well on the front half of the waveforms before
the peak in the envelope~ which contains the short and medium periods
less than 100 - 120 seconds. However~ the arrival time could not be read
as well on the back half which contains the longer periods. The upward
and downward excursions in the front half are nearly sinusoidal with well
defined maxima and minima. On the other hand~ the upward excursions in
the back half have sharp rises and gradual declines and vice versa for
the dowmvard excursions. This has made ijc difficult to locate the II peaks ll

and IItroughs ll
• An error of 10 to 20 seconds may be possible and this could

lead to an error of about 1% hI the calculated group velocity.
An error in the arrival time could lead to an even larger error in

the group velocity because of the way the periods' are determined. As
shown in Figs. 9 to 12~ a change in the arrival time will alter the shape
of the curve in the figures and thereby alter the slope of the tangent to
the curve. The period is related to the value of the slope and could
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ultimately affect the value of the group velocity calculated since the
error in period will lead to errors in both the atmospheric travel time

and the horizontal displacement. However, no attempt was made to estimate

the magnitude of the error.

There are two other sources of el~ror in find-ing the periods: (1) in

determining the curves which give the best representation of the data on

arrival time vs. phase and (2) in determining the tangent to this curve.
Large errors can be introduced by connecting consecutive points and

forming derivatives from neighbodng points, unless the figure contains
a large number of closely spaced points, i.e., the waveform contains many

sinusoid-like oscillations with only slightly different periods. A

better method would be to find the curve which best fits the given points

and find the tangent to the curve. This latter method was used to deter

mine the periods in Figs. 9 to 12. It is quite easy and quick but it
can introduce an error of 10 - 20 seconds in the period, especially at

the ends of the curve. Lau (1974) computed the periods using the Hilbert

transform and analytic signal method. Th-js lattel~ method tends to give

peri ods representati ve of the curvature of the Itlaveform near the peak or

the trough. The 1argest difference in the period in the two methods was

about 20 seconds.

As previously noted, an error in period will result in an error in

the atmospheric travel time and horizontal displacement. The error in
the travel time from ground level to the ionosphere could be quite sig

nificant at the long periods where a 20 second error in the period could

result in an error in the travel-time by as much as 1.5 minutes. A

careful FFT calculation should be carried out to determine the period of

the v",aves with possibly greater accuracy.

Ben-Menahem (1961) has shown that the phase of the harmonic components

of a Rayleigh wave train will be retarded by the amount

X := bw (1 - -(jf cos e) (11 )
2Vf P

if the ground ruptures of length b along a line, at a speed Vf , and at an

angle e betvleen the l"upture nne and the direction of the observer. w

is the angular frequency and Vp is the phase velocity of the Rayleigh Vlave

component. Press and Ben-Menahem (1961) then showed that one will observe

a group velocity:
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U1 ;:;!;:; U (12)
t

1 + ~X (-~L - cos 8)Vp

where X is the distance traveled, t is the travel time, and U is the usual
dwgroup velocity, i.e., U == ~. ~ vlhere k is the ItJave vector. Thus theOk -

observed group velocity U1 will not be the same as the mathematically
defined velocity U because of the influence of band Vf .

Solving equation (12) for U, we have

UI ( 1 - ~X cos 8 )
U== b U1 (13)

(1-----)
2X V.c

I

From Abe (1973) VIe assume the parameters

b (km) If (km/s~ 8 (0) estimated

1968 100 3.8 40

1969 400 3.8 50
Table 5 shaws the calculated resul ts of the fi niteness factor correction

to the group velocity for some of the longer period waves. The increase
from Ul to U is less than 0.02 km/sec and 0.05 km/sec for the 1968 and
1969 events, respectively. Since b ;:; 400 km, used for the 1969 event, is
about hvo times as large as the area reported by Abe (1973), we can say

that the finiteness factor introduces an error in the group velocity of
less than 1%.

With the new information on the origin time of the 1968 and 1969
earthquakes, the group velocity dispersion curves calculated from the
Dopplergrams is within about 2% or less of the values inferred from
seismograms. Possibly 1% of the error could be due to an uncertainty in
the travel time which comes from the proper choice of the occurrence time,
the arrival time of the various periods, the travel time of the R-infrasonic

waves, and the determination of the reflection height of the radio wave.
The other 1% of the error could be due to an uncertainty in the period
of the harmonic component recorded on the Dopplergram. This affects the
ray path and travel time of the R-infrasonic VJaves, especially at the

long periods. The finiteness factor due to band V
f

is evidently too
small to account for any sizable portion of the error.
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1969 Kurile Islands earthquake:

Feature # Period

5 95 sec
6 11 0 sec

7 130 sec
8 150 sec
9 170 sec

10 188 sec

11 220 sec

1968 Tokachi-Oki earthake:

Feature .f!- Peri odTi'

S 93 sec
6 11 0 sec

7 135 sec
8 170 sec

9 190 sec

Vf = 3.8 km/sec

b '" 400 km
8 ~ 50°

X = 5615 km
U· (km/sec)

3.85
3.77

3.63
3.54
3.43
3.32
3.37

Vf = 3.8 km/sec
b ~ 100 km
8 ~ 40°

x = 5975 km

U1 (km/sec)

3.71
3.65
3.56
3049
3.43

U (km/sec)

3.91
3.82
3.68
3.58
3.46
3.35
3.40

U (km/sec)

3.72

3.67
3.56
3.49
3.49
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V. DETERMINATION OF THE INITIAL PHASES OF RAYLEIGH WAVES

According to the theories of Iida (1970), Ben-Menahem, et al. (1972),
and others, a large dip-slip type earthquake in the ocean could generate
long period Rayleigh waves and long period water waves simultaneously
while a strike-slip type will generate neither Rayleigh nor water waves.
Moreover, the generation of long period Rayleigh waves would imply that

the source of the earthquake is of large areal dimensions and involves
huge amounts of energy. The sudden change in the gravitational potential
energy due to the sudden displacement of the ocean floor would transfer
this energy into kinetic wave energy of the water waves. Thus the mere
observation of the long period Rayleigh waves should signal the possibility
of strong long period water waves, which could travel to great distances,
if the earthquake occurred in relatively shallow waters. It has been
implicitly assumed in our study that the initial phase would give us
another measure of the earthquake source and improve the predictability
of whether a tsunami has been generated.

This chapter is concerned with a method of determining from the
Dopplergram the initial phase of the ground motion of an earthquake.
Furumoto (1970) first proposed the method and applied it to the 1969
Kurile Island earthquake. The method was subsequently modified by Najita
and Lau (1974) and it was applied to the 1968 Tokachi-Oki as well as the
1969 Kurile Island earthquake. In Section A, the steps in the method will
be presented. In Section B, the method will be applied to the 1968 and
1969 earthquakes and in Section C, a discussion of the results will be
presented.
A. Jhe Conce£t and Method

We assume that an earthquake with strong vertical motion has generated
large amplitude long period Rayleigh waves. and that these waves have
generated R-infrasonic waves in the lower atmosphere which then propagated
to the upper atmosphere and produced oscillatory ionospheric motions.
These motions are then detected by the HF Doppler method and a Dopplergram
of the oscillations is produced in the manner schematically presented in
Fig. 1. The procedure for determining the initial phase of the Rayleigh
waves from the Dopplergram follows:
1. Convert the Dopplergram from one representing variations in the vertical

velocity of the reflecting layer to one representing the variation in
the height of the layer.
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2. Determine the arrival time of the peaks and troughs in the converted

record.
3. From the information in Step 2 and the properties of the R-infrasonic

waves, calculate the arrival time and the location (relative to the
sub-ionospheric point) of the corresponding peaks and troughs in the
Rayleigh wave train.

4. From the results in Step 3 and the phase velocity of Rayleigh waves
at the appropriate periods, determine the initial phase of the harmonic
components that produced the peaks and troughs.
The procedure described above is an adaptation of a general method

of determi ni ng source mechan i sm devi sed by Brune, et a1., (1960). Brune I s
method attempts to use the phase information available in records of
well dispersed wave trains to find the initial phase of the harmonic
components if the phase velocity dispersion CU1~ve is known. The method

has also been used to determine the phase velocity dispersion curve if
the initial phase is known as in the case of a known source in a laboratory

experiment. The method has been used in a number of different situations
(e.g. Brune and Dorman, 1963; Nafe and Brune, 1960; Gregersen, 1970; and

Weidner, 1974).
Brune's method starts with the disturbance written as a Fourier

integral (in a one-dimensional format):

U(x,t) = -2
1

- foo A(k) cos(wt - kx + ¢) dk (14)
if 0

where U(x,t) is a component of the disturbance at position x and time t,

k is the wave-number, w is the angular frequency, A(k) is the amplitude
of a harmonic component and ¢(k) is the initial phase. If we expand the
cosine term we have:

1
U(x,t) = 2n r A(k) cos ¢ cos(wt - kx) dk

o

- 1n f~ A(k) sin ¢ sin(wt - kx) dk (15 )

(16 )

The stationary phase approximation (see e.g. Jeffreys and JeffY'eys, 1966;
Murray, 1973) can be applied to each integral separately and the results
recombined to obtain:

[

1 1/2
U(x,t) ~ J A(k) cos(w t - k x + ¢(k ) ± n/4)

2'fTtlw"l 0 0 0 0
o

d2 wwhere w" = dk T , the subscY'·jpt "Oil denotes the solution k = ko to the

equation for the group velocHy, x/t = V (k). The phase shift, n/4-,g
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introduced by the approximation is positive for normal dispersion,

~ > 0, where P = period, 2nd negative for inverse dispersion. The
dP

phase term in equation (16) implies that the harmonic component of period
2 I r

Po = w
7T , whi ch produced a peak or tl~ough at time to' arri ved at t a
o 0 S-

for inverse dispersion. This shows how one can relate the extrema in the
observed wave form to the corresponding extrema in the harmonic component.

There is an additional phase advance of 7T/4 for the components due to the
mechanism of wave-emission for seismic sources (Brune, 1961).

While both Furumoto (1970) and Najita and Lau (1974) carried out
Step 4 graphically, they differ'ed in the criteria used to find the initial
phase on the graph.

The graphical method consists of the following steps:
1. Plot a periodic wave of the appropriate period, such as a sawtooth

wave, as a function of distance to represent the harmonic component

that produced the first peak or trough in the observed wave train.
2. Plot periodic waves of the appropriate periods for the harmonic

components that produced the succeeding peaks and troughs below the
first I,t~ave. HOl'lever, delay them relative to the first wave by a
distance = (phase velocity) x (difference in arrival time relative
to the first peak or trough).

3a. (Furumoto) Trace back along the periodic waves toward the source and
find the position where the phase of the waves are identical. This

phase is then the required initial phase.
3b. (Najita and Lau) Calculate the distance the point of the initial

phase of the different periodic waves had traveled during the time
between the occurrence of the earthquake and the arrival of the first
peak or trough at the launch point, then trace fon/ard on the
periodic waves by this distance and read the initial phase for the
harmonic components for the given periods (see Appendix 7).

Furumoto arrived at an initial phase of 7T/4 before a trough (for all
periods, because this is built into his criterion) and concluded that the

initial motion was downl,tJard at a dip angle of 45°. Interestingly enough,
Najita and Lau also arrived at the same initial phase for all periods.

These agreements were arrived at in spite of the fact that both Furumoto
and Najita and Lau did not include all of the necessary phase shifts or
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even the same phase shifts.
Our present procedure for calculating the initial phase of the ground

motion of earthquakes follows the steps outlined earlier. However, the
following modifications are made: 1) the peaks and troughs in displace
ment are used; 2) the revised calculations of the ray paths and travel
times of the R-infrasonie waves are used; and 3) the rr/4 phase shift from
the stati onary phase approximati on is i ncl uded.

The peaks and troughs in the displacements and the corresponding
periods are listed in Table 3 (see page 12). The phase velocity at the
different periods was determined from the graph of Fig. 20, which is a

reproduction from Dorman (1969). The basic travel time is the number of
seconds between the time of occurrence of the earthquakes and the time
the R-infrasonic waves were launched. This is obtained from the work on
group velocity and corrected for the rr/4 phase shift from the stationary
phase approximation by adding P/B. The distance the point of initial
phase traveled is found by multiplying the corrected travel time and the
phase ve 1ocity. The di stance thi s poi nt is ahead or behi nd the peak or
trough at the launch point is found by subtracting the distance from the

epicenter to the launch point. The residual (i,e. excess distance) is
then expressed in units of wavelength by dividing it by the product of
phase velocity and period. Thus, the point of initial phase is found to
be ahead of or behind the corresponding peak or trough by an integral
number of wavelengths plus a portion of a wavelength) and the latter,
the fractional part, is the initial phase given essentially in fractions
of a cyel e. For conveni ence in representi ng the results on a graph, the

calculated values are adjusted so that they give the phase relative to
the nearest peak, as shown schematically in Fig. 21. The phase is read
with respect to the peak since ¢ = 0 corresponds to a peak for the
cosine function. As shown in the diagram, a positive (negative) phase
corresponds to a point in the first cycle ahead of (behind) a peak.

These first estimate values of initial phase are plotted in Figs.
22(a) and 22(b) to provide a more direct visual representation of the
initial phase. The peaks and troughs at the launch points have been
shifted laterally so that they coincide at the vertical reference line.

Ben-Menahem and Toksoz (1962, 1963) point out that the initial phase
is made up of three parts:
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Figure 22a. Determination of the "initial phase of the g~'ound motion at
the cpi center for the 1968 earthquake. The i ni ti a"1 phase
is sllclI'In on the period waves of the appropriate period.
The peaks and troughs at the launch points have been shifted
horizontally until they coincide at the vertical line.
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Figure 22b. Determination of the initial phase of the ground motion at
the epicenter for the 1969 earthquake. The initial phase is
shown on the period waves of the appropriate period. The
peaks and troughs at the lauch points have been shifted hori
zontally until they coincide at the vertical line.
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¢ = ¢s + ¢t - ¢f (17)
where ¢s = phase due to the spatial distribution of the stress;

¢t = phase due to the function describing the temporal response
of the disturbance, i.e., essentially the rise time function;

¢f = phase due to the finiteness of the faulting, i.e., a
finite rupture developing at a finite speed.

To examine the intrinsic behavior of the disturbance, we estimate

the finiteness phase ¢f and remove it from ¢ and obtain

¢' = ¢ + ¢f = ¢s + ¢t (18)
The finiteness phase is:

b Vf
¢ = -~ (1 - -- cos 8) (19)

f 2V
f

V
p

where b is the overall rip length, Vf is the rip velocity, and 8 is the
angle between the direction of the rip and the direction of the observa
tion station.

B. AEplication and [),iscussion of Results

The source parameter values used in estimating the finiteness phase
angle for the 1968 and 1969 earthquakes were taken from Abe (1973) and
are given below:

Event
1968

1969

Overall rip
1ength, b (km)

100

200

Rip velocity,
Vf (km/sec)

3.8

3.8

Od entati on
an91e, 8 (0)

40

50

Finiteness
phase anq"i e, CPf
0.52 to 0.15

1.53 to 0.38

and the ¢f for the periods corresponding to the peaks and troughs in the

displacement were calculated. Moreover, ¢ - ¢f = ¢s + ¢t was calculated,
where ¢ is the initial phase determined by the graphical calculation.
The tabulation of the calculations and the graphical determination of each

initial phase for the 1968 and 1969 earthquakes are shown in Appendix 7.
The plots of the initial phase, ¢. and the corrected initial phase,
¢ - ¢f' as functions of period are plotted in Figs. 23 and 24, respectively.

Because of the lack of detailed information, one can expect on the
i nit°j al phases for the different types of earthquakes, the i nterpretati on
and assessment of the results shown in Figs. 23 and 24 will not be
obvious. In particular. we cannot at this time determine whether the
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calculated distribution of initial phase for the 1968 and 1969 earth
quakes is reasonable. Therefore, we shall first discuss the initial
phase obtained for other large earthquakes around the Pacific basin by
other researchers. While this should possibly provide some reference for
comparison and evaluation of our results, it is not necessarily represen
tative.

Brune, et 0.1. (196Gb), examined records of surface waves from the
large Chilean earthquake of fv1ay 22,1960, and cal cul ated the initial
phase as seen at three stati ons with different azimuths. The Rayl ei gh
modes used were R2, R3, and R4. The initi~l phases in units of 2rr
turned out, in general> to be constant over the range of periods from
200 to 500 seconds at the three stations and had a magnitude of either
1.0 or 0.5. Ben-Menahem and Toksoz (1962), on the other hand, calculated
the i niti 0.1 phase for the 1arge ~longo1i an earthql~"ke of December, 1957,
from records of long period surface waves made at Pasadena. They used
the Rayl ei gil modes R3 and R4 whi ch resulted in values of ¢ vary-j ng
between -1.0 to -0.5 for periods from 100 to 200 seconds. then "increasing
more or less linearly toward +0.5 as the period increased beyond 400
seconds.

Ben-Menahem and Toksoz (1963) calculated the initial phase of the
large Kamchatka earthquake of November 4, 1952. Again they used the long
period surface waves made at Pasadena. The initial phases inferred from
the R2 and G2 modes had a more or less constant value of -0.5 cycles over
the range of periods from 80 to 120 seconds, but increased toward -0.25

as the period increased further to about 500 seconds. Ben-Menahem, et 0.1.,
(1972) also found the initial phase of the Alaskan earthquake of 1964

during the course of studying the source mechanism of this very large
seismic disturbance. The procedure was esselltial"ly the same as their
previous analyses. While no figures were presented, a table giving the
initial phase as a function of period was included. Generally, ¢ varied
and decreased from +0.25 to +0.6 as the period decreased from 300 to 200
seconds at some stations and varied in the opposite direction for others.

In view of the above results, the initial phase in Fig. 23 appears
reasonable except for the sharp jump around a period of 140 seconds.

That is, the values for the 1968 and the 1969 events are of the same order
of magnitude as the values obtained by other researchers for other earth
quakes. The sharp jump is the oniy "discontinuous " type of variation
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that occurs over the range of periods measured and the curves vary
smoothly. Also the data points that correspond to the jumps for both
cases come from those peaks and troughs in displacement that occur where
the waveform is changing from a series of sinusoidal-like oscillations
to longer strung-out oscillations. However, no attempt was made to
determine whether or not such changes would lead to large errors in some
of the derived Quantities such as travel time, which could contribute to

I

the sharp jumps.
The curves for ¢ - ¢f vs. period, plotted for the 1968 and 1969

earthquakes in Fig. 24, appear to be very close but this may be just an
accident for several reasons. First, the magnitude, ¢f' is proportional
to the rip length b, so will change rapidly with this parameter and the
value of this parameter could be as large as 200 km (Kanamori, 1971,

1973b). Second, ¢f also depends on Vf . However Vf does not vary as
rapi dly as with b and it may be as lob' O,S 3. a km/sec (Kanamori, 1971,

1973b). Therefore, the 1968 curve could lie as much as 0.3 above the

1969 curve. Furthermore, if the long peri6d waves for the 1968 earthquake
I'Jere generated by a very strong second event 40 seconds after the initial

break, the above analysis would have to be modified.
In summary, the "initial phases inferred from the 1968 and 1969

Dopplergrams are very tentative and require further study. While the
init'ial phases from the h'!o Dopplergrams seem to agree fairly well v.,rith
each other, we cannot tell, at this time, whether or not this should be
so. Generally, it is not possible to draw firm conclusions concerning
the source mechanism for the 1968 and the 1969 earthqakes from the initial
phase without further information on the relationship between in"itial
phase and source mechanism. In particular, there does not seem to be any
obvious relationship between 'initial phase and dip angle, or the initial
phase and dip-slip and/or strike-slip components, Hence it is not possible
at the present time to use Iida's results on earthquakes and tsunamis

(see Furumoto, 1970) to infer whether or not the 1968 and 1969 earth
quakes were tsunamigenic because we have not been able to determine
every parameter accurate -ly enough to determi ne the i nHi a1 phase.

Ben-Menahem (personal communi cati on, 1976) suggests that one shou"1 d

Fourier-analyze the Dopplergram to determine the periods and the position
of the peak. He suggests that the asyrnptotic expansion and E\!Jing's

peak-and-trough method would not be accurate enough for the determination
of the initial phase. This aspect will be carefully studied.
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APPENDIX 1

REFRACTION OF DISPERSED WAVETRAINS AT THE
BOUNDARY BETWEEN TWO DISSIMILAR MEDIA

The main kinematic properties of the coupl"ing between Rayleigh waves

and the concomitant atmosprleri c waves can be found by applyi ng the argument

of Jeffreys and Jeffreys (1966; see also Officer 1958) to a planar boundary

between the atmosphere and the ground. In the diagram below, medium 1 is

the ground, Sand 0 are the source and point of observation, respectively

and distances along the ground (denoted by 1) are ~easured from A. Also

shown are 1) the path of waves from S to 0; 2) distances, D, and D2' from

S to the boundary B, and fy'om B to 0; and 3) the norma"/ and angles of

refraction in each medium. After expressing the
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disturbance at 0 as a sup2rposition of harmonic components from S with phase,

exp (i(wt - k1Dl - k2D2)), where kl and k2 are the appropriate wave numbers

and \AI is the angular frequency, the method of stationary phase -is applied

in order to detennine the asymptotic fonn for large t; only now one seeks

stationary values with respect to w (the variab-'e of integration) and i.

The 1atter' mus t be included becaus e the cOtYJponents may cross the boundary

at different points CLe., different 2I s). The conditions for stat"ionary
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va1ues a re then

da1 da
k _. + k _-.-1. '" a

1 dl 2 dl

dle·1
t - al

dw

dk2
- 0.0 -~ = 0'.

l. dw

In terms of the phase and group velocity, V and U~ respectively, these

equati ons have the form

en

(2)

The derivatives may be expressed in terms of the angle of refr'action, 61
and 82 (note that a displacement, dl) increases one of the paths and decreases

the other); so that (1) becomes

sin 61

V1
(3)

Thus, waves are refracted according to Snell1s law. The second equation, (2),

s ta.tes that trave 1 t-ime from S to a -j s determi ned by the group vel oci ty in

each medi Uiil.

Finally, if we apply (3) to the problem at hand, 61 = 90°, Vl = phase

velocity of Rayleigh waves, V2 = phase velocity of atmospheric acoustic waves

and

sin e (4)

If the frequency, w, is knol!ltl, along with Vl , (Ll) allows the pair (w, kx)

to be replaced by (w, a).
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APPENDIX 2

RAY-TRACING FOR ATMOSPHERIC ACOUSTIC AND
ATMOSPHERIC GRAVITY WAVES

1. INTRODUCTIOi{

Ray-tracing is concerned with the calculation of the path of waves for a

given underlying medium (and boundaries), characteristics of the waves and some

definition of I p2\th", The end results of the cc\lculations- o·the "l' ays "_- 2y'e

usually analogous to light rays in geometrical optics, but may not be so

because of the dependence on the given definition. and also s because the physical

situation r!iiiy not ptojwl"ly be one of gcc:rncLl"lcDl,·op-l:"ics,

SincG the vnwes under consicL:'j"'c,i;'icn arc i:1f.rfiospher'h: acoust'lc Of' atmospher'ic
upwards from some initial height, the paths Vvill lie in the atmosphere. They

generally extend from some initial hetght but may extend in other directions

depending on the physical conditions. Such path cal cul ations are necessary vJhen

studying atmospheric waves, since these waves usually travel for considerable

distances vertically and/or horizontally. Thus an analysis of observations of

these It/aves does not usually reveal whel~e they ori ginate or the time at whi eh

they were produced, Path calculations can also provide information on an equally

important problem. viz., the effect that variations in atmospheric structure

along the path will have on the propagation of these waves. For example, they

might indicate that the frequency and direction of pY'opagation vJere altered by

strong winds along the path or that the waves were channeled by large thermal

gradients. In general, rays provide a causal link between the \'Javes (observed

at some position) and the source, from which one may infer useful information.

In vi eVI of the irnportance of path cell cu'l ati OilS, \'/e have developed a computel~

program that will calculate the ray-pa~h of acoustic-gravity waves in the

tenc:str"j a1 atmosphere for a gi lien vert"! cd structurE~ of the atmosphere, some

init'la.'i conditions and cert0.in pfCipert'ies of the \'Javes. The program is fairly

general, quite flexible (e.g., it can be run with or without winds) and simple

to run. The output contains the spatial coordinates of the ray-path and other

useful inflH',T:ation sudl as the tro,vel time (j'jong the path.

In the remainder of this section we sholl give a brief overview of the

prograrn. The s2ct'lons fonO\Jin~! then take up vilr'iol1s aspects, such CiS the

mode'j dtmo~;phcre and the bi,sic l:'i(;thods< The last two sections presents exarnp"!f::s

of \~ay-paths and a discuss'jon of tll!'ir validity.
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Because of the length of the P'O~]l~i)Jn and dH'for'ent initial conditions for

tlw atmospheric Q,coustic MId atmospheric gravity v!;:~ves in questions Vie actually

developed two programs: one for waves with frequencies above the acoustic

cutoff ftequcncy (i.e .• the "atlllospf10.dc " acoustic or "infrasonic" \'{Oves) and one

for v!aves \Ii th frequenci es bel Ol[ the Bnmt frequency (i. e. ~ the 'l!\tIT:Ospheri c

gravity" or "internal gro,vity" waves). These pro9rams differ in only one

phase of the calcula.tions~ hO\'{evel~~ and not in the over--all "logic" of
ray-tracing. Henee s they will be referred to collectively as the ray-tracing

programs (or RTP) thr'oughout mas t of the fall oWl ng l~ep0t't. The di fference, in

turn, is discussed in Section V,
The rn'p attempts to nne! the "p(i,th" in the tcrrc:strio,'! atmosph(~te, along

l"Ihith a group of small amplitude infra,sonic or intcl'rlill gravity ViC\ves vlill

propagate. Since the ba~..ic entity is a group of Hewes (rather' than a sol H:al~y

\'la,VO or an individual '1Ii'.(V(~ -in the group), the "pa th" must be ca'iculated from
the group velocity. !\nd it 'IS this ttpath" tha,t 'is called a "l"ayll, In this

regard, there are two points that should be mentioned: 1) use of the group

velocity insteci,d of the plli",Se velocity or the Illave velocity (corresponding to

an individual wave) will make a difference in such quantities as the travel
time along the path; and 2) one needs to find a bundle of rays in order to
detQrmine the shape of the i'Javefront.

To find such paths s the program makes use of ray-tracing techniques
developed fot inter'nal 9ravity waves (Cov(ling" et al., 1970. 1971; Jones~ 1969;

and Yeh and Liu 1974), except for those parts dealing with the input and output~

ca1culat'ion of the group velocity and certain init-ial parameters) and the
vert'ical va.ria,tions in somE; of the atmosphel"!c plT2meters.

Finally, we should mention that 1) the RTP uses the complete dispersion

relationship foY' acoustic-91'ilvity wa\'8S~ rath(;;t than any convenient high- or

lov/- frequency apPl"oxinw,t'ions; 2) the atmospheric structure lIlay include

horizontal winds over a range of heights s since the RTP cartics out calculations

in the reference freme Dtt0,chc:d to the vii nd s then tri:,ns fOlrns to a reference

frame def'ined by the surfuce of the earth; and 3) the ~'!a.ves may be started at

any height above the ground.
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I L THE MODEL MllOSPHEFE J\NO p:n·1OSPHERI C P.ARM1ETERS

The RTF assumes that 1) the terrC'strial atmosphere 'IS planar; 2) atmospheric

parameters vary in the vert'jeal direct'ion; 3) atmospheric p6Tametey's do not vary

in the horizontal direction; and 4) air is inviscid and non-dissipative from

ground level to the top height. It also assumes implicitly that the rarefied

aii~ at he'ights of few hundt"cd krn's can be trcatc::d the Si.\.me as a.ir at 'loV! levels:,

and that there is no 'j ol1osphere or gG(;il!a.gnet'i c 'n e'l d. HOvlE:Ver s tflcl'e can be

horizontal winds over any range of heights between ground level and 400 km,

although \·d nds an~ usui.Jlly 'j ncl udcd only a.t hw[ ghts 91'(~o.tC\~ than a.bout 100 krn.

ltlhethef these asr,;ulllptions ai'C rE.:21sonable CiHlnO't bc..; answered a pr'ia!';, since

it depends on the prob'!clll at ha.nd. For (~xarnplE';? thE: f'irst a.nd th-il'd assumptions

would be appropriate for situations involving waves that propagate upwards or

dm\lmvards in a nearly vei'ticcd dh'C.:ction. On the other ha.nd, they rnay not be

reasonable foi' waves that travel for long distances horizontally; especially in

the N-·S direction because of poss"iblc: latHudinal varia:t'ions 'in atmosphGric

structure and the curvature of the earth's surface. Another complication is
the lateral deflection of rdYs away from a plane produced by the vertical gradients
in wind speed and direction (an example may be found in Cowling et al., 1970).

\..Jhen j udgi 119 tay-tTaci t1g resul ts, one must cons i dcr the agr'eement \'I'Hh observitti ons

or pr'i or; knowl edge, u.s vmll as the appropr'j atel1ess of the above dssumpti ons 0

Of the reqUired atmospheric parameters, the speed of sound and the ratio of
the speci f"i c hea.ts (",'(") are entC'\"cddirectly 'j nto the program. In the cutrent

RTP, both are given as functions of hf:ight'i.lt 10.0 km intervals from 0.0 krn to

400.0 km. The a.ccehTc'tion of gt"av'lty has also been a.llowed to vary vrith height

over the range from 0.0 km to 400 km.
At present, vie hav(~ tvlO decks of cords for the speed of sound. One deck \'/ClS

computed ear-lier by P\'lbcrt I1\'1anSJ, usinq the '15°N annual model 'in the 1%2

Standard f','CrnosphCY'8 f()\~ hei9ht.S <'l;:'C),O km and the Slln;nlf~r model for an exospheric

temperature of lOOooK in the 1966 Supplement for heights ~120.0 km. These values
were found from the expressions in the 1962 Standard Atmosphere, assuming

y,::: 1.4 (There is ol'11J' 0. slnal"l chan9(~ if y varies ",dth hei<;ht.) and that the

mo'lecul~',r Vic:i9ht d~.'crC=.i~.SCS a,bove l?O,O km as '[ncJ'ic:ilt.ed in the sUIl:m(~r model. The

vo.lues ;.lre appropl'iaLc fCii" thc; iJiWunt of solor radiation that 1nip-inSJed on th(~
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atmosphere around J\ugust, "1969; and hc:nce> fol' a per'jod of maximum solar activity.

To allow for solar cycle variations t we have also computed values for a minimum

in solar activity (Circa !\ugust, 1973). The expressions and the procedures used

were the same as before. The values are in the?: second deck of cards and ready

to be incorporated into the program whenever necessary. Finally, we determined

the he'ight variation of y by l-inC'arly exti'apoli~t-ing the valuGs sho\'Jn in lviidgley

and L-i el110hn (1 %6). nj(~sc are on cards 'in the ddl:,] sect-! 011 of the RTP.

/~1though it may se(~1n surprising that one doC's not 'input. the pressure Oi'

temperature or densi ty of the atj\:o~,phcTc~ a. moments r thought \'J"i 11 shOl'1 that these

parameters are reed 1y in the progl'am, They al~e entered tfwough the speed of sound~

the iKoustic cutoff frQquenc..Y Clnd the Brunt frequency. I<oreover~. the fOl'i11 of

the e)~p(es~;'i()ns fo\" these: frequencies u~~(;d in Hie' progr"am is not of the general

for1ii, but of the form appropri atc fOl" a.n t~xponNrt:i ally decreels ing pressure and

density, In other \yords, uivcn the scale heights a.s;-;ociated with the exponent'ial

drop--off, the general exprt;;;ssions CHl be put in the form actuu11y used by means

of thermodynamic relationships.

III. BASIC DEFINITIONS AND EQUATIONS, AND SOME NECESSARY COMMENTS

For immediate f'eferc:llcc \lIe list the nmst "important phys'ical quantHies and

co~~rE'spondin9 mathell1aticcd expressions that o.ppei.1t in the pr09ran1. For additional

details the reader is referred to the document by Cowling, et al., (1970) and

the references therein.

A. ACOUSTIC CUTOFF FREQUlNCY

The aCQust; c cutoff frequency (fq ) sets the -I (Mer' 1irni t on the frequency

scale for atrnosphcr'ic acoustic I'laves; that is~ propagat-ion is not possib"le for

frequencies < f .a

Plane I'Jave at exponentiC11-likc solLr/:'ions for a planar isothermal atmosphere

ind'ic(([~e that

(1)

It/hen! y is the rati 0 of thE-: spcci'l'-i c fi(:?iits ~ g is tllC aeee1crati on of gravity and

c is the speed of sound.
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[). BRUNT FR[QUENCY

The Brunt frequency (fg) sets an upper limit to the allowed frequencies of
the interna.l gra.vity VJavcs, The sallie type of V.fo.ve solut"ions show that

(2)

where the symbols on the right are the same as in A above.

C. THE DISPERSION RELATIONSHIP

If there \I}en~ no cutoff frequencies (i .e. ~ \~_ ::: IJ ~ 0) H·n~\ propagationct k ~l ~ ,.' .\.. II

of atmosph2ric waves would not be dispersive and. W, the angular frequency of the
component, would be a linear function of t, the wave number vector. However,

analysis of plane-'flaves in a plu.nctf' isotherrni:\·' atrnosphen~ shows that

4 0? 2 2 2? 2W - WLC-(k - + kz.... ) + W C~k-x 9 x (3)

where kx and kz are the horizontal and vertical components of the wave vectors,
l'espectively, vJ is thE: (\I1gulal~ fn2quency of the VWVE: and the other SYlllbols ar'2

as given in A and B above. Without loss of generality, the propagation problem
is assumed to be two-d·lmens i ana1.

The phase velocity of a harmonic component depends on the wave-length.

An added complication is its dependence on both kx and kz (rather than just It!)
as well as on Wa and W. Thus it is difficult to show the relationaship (3)q

graphically, unless on; variable is suppressed (see the figures on pages 55 and

59 in Georges 1967 and page 49 in Cowling, et al., 1970). Impulses -- highly
"localized dnd/ot momento.ry pn~ssul"'C or' displacement perturbat·ions -- vrill tend
to disperse or spread out into nearly sinusoidal waves with slowly changing
fl~equency and Vlave -I ength as they propa9il te to 9n~at (n stil.iices.

D. GROUP VELOCITY

The group velocity, Vg• is generally defined as

\ 7 \ I
i ~ ',' J;
t\

(4 )

\Iihete Ilk "is the gradient opC1riitor vrith resp(~ct to t (Ughthill, 1965). US"lng
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and

1,'h gx

v
9Z

\'IC 2k 0,12 _ Iv 2)x (1___._.~~._,__._••'2.. __.__

\:J4 ~ t-J 2k 2c2
9 x

3 ')
V r'-k

, v '7

(5)

(6)

Since \-J > ',' we note the fo'llmling:a Ilg •

infrasonic branch:

internal gravity branch:

Of course,

\'I>I'J >Ha 9

\'12 _ H
g
2 > 0

W4 _ \d 2C2~ 2 > 0
'9 ' '''x

V has same sign as kx9X

V has sa.mc sign as k,_
92 L

Ii > \~g > \~a,

V has same sign as kv 'gx A

Voz has opposite sign to kz .
.;;

+
IV ;2

9
_ V 2

gx
+ V 2

gz

By definition, the ray-path is the path in the atmosphere traced out by Vg and

the, slpoe of the rav-path with res~ect to the (ground is V IV
J r gx 9z '

The group \fe'locHy is norma'l to the \!-contoursin k-space, as shown in

Figure 4.1 on page 49 of Cowling. et al., (1970). Such diagrams represent one

possib'le i'iay of stuciyinq the: Clidl"iicteristics of fdYS. Note that the l-l~,contours

wi'll be ell-ipsr:s in the case of 'infrd::;on-ic Vli1.ves (see Georqt~, 1967).
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All the equGtions mentioned above Ilave been derived under the assumption

that the p'ii'IV;1i atnKE,phrT2:is stationery, If it is mov'jng -- 'in particular

mov'lrlg 'in the: hOl-i;;:cnt,~l di,cction, then the v/dves 1l'i1.y be Doppler' shifted in

frequency, If rl is th~} an~H!liw' frequency in a refcrE'rlce frame fixed to the

gl'olmd ~ and l'J, the ans:u'j dTflcquency 'j II ,J reference ':'l'ariie rnovi ng Vii th the atrno-

sphere" then
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(7)
-+

when:> K 'is the real port of the V1i:iVe V('ctor' one J i~; the hor'jzontal velocity

of the atmosphere or the horizontal wind velocity.
r. ' . (" ,. '" .r: c' t' ,,... t· ~ , (c..quClclon ,J) 'IS uSCCJI..C! cranSI'onl: rrorn 'nE' mOVing Tilllie '0 'Clle grouno or-

laboratory) V/hCl'lf;;VCr nCC(2SSi:UY. The point to renicillber is that equations (1)

to (6) ctpply in the l11o\l"ing frarriC', ShlCC the atl\1osph\~re is stationi:H'Y with

respect to it; while observations-- in particular. the initial specification of
the vJavt->motion--an:: I;wc!e rcdt'iUvC to the ground '/'rC:iIn2. The fo'l1oi'ring n,'iation-

ships are of some importance in this regard:

I. rl. ;
t< ,-\"",-" Ii orOUr1G>; ~

p

\~., "-' in rest ft'i.lJilC,.. V
p

(8)

where V is the phase velocity (as measured in reference frames mentioned), andp
->"

V (in ground frame) - V (in moving frame) + V. (9)
9 9

This shOl/s quite eleen"IY tll("\-[: waves may be carr'led along or retarded by

horizontal winds.
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If the dispersion relationship is solved for

\/ I;) ') 1.1 ,-"
2 I .. r, d. C_

k a + k L. n.- ~7)- - --'y- '\'?-- -
"7

..
"L- et. CL

• ,"

k ,z one obtains

(10)

The RTP actually uses thE: c!'i~;p2r''''ion re"lcttionship 'in th-ls form.

Other quantities used are:

2
:.:' ~ ...rz

\'lavelEng~h in the vertical direction

h - initial height above groundo

x = distance in the horizontal direction from initial position

of wave
t _. ti m~'

and ..).

e - angle between k and vertical direction

G. INTERPRETATION OF WAND kx

According to the derivaLion leading to the dispersion equation, Wand kx
are the angular frequency and horizontal wave number of a plane sinusoidal \'lave.

However, we can never observe a perfect Sillusoidal wave--we can only observe

groups of waves, or equivalently, a finite waveform. If the medium is also

dispersive, then tho v1<lv(:;Lr'o.'in vril1 spread out as 'it propagates and the

"frequency" of the osci"lLltions in the i'wvetrt1'in \'li11 graclui1ny vary a'lcmg the

Ilavetrain. If thEe medium ·i~:. c:.l~~o ·'nhomogc.:nc;()us,it is not obvious that (,] vfill

not vary as the 1:lilvc[:rDiri travc:'js thtough the inhomogeneity. Similar remarks

apply to the wave vector, k. Clearly, if we plan to use ray-tracing results in
conjunction th obscrvitLicns, \.'e n(:(~d to cldi'Hy the rc:lationsh'jp bet\;Je(~n \,j,
'->-
k and th(~ fCbtures of tite \J'lvcfo;'il;S.

\(·:C~ note thCi L Cl tino:; phe re is homogeneous in
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tht~ horizonta"' dil~ection. Thus, k rema'ins fixed Cit the initia'i va'lue specifiedx
at the onset of a run, regardless of the stage of c~lculation of a ray. On the

other hand, k~ will vary if the height changes during the calculations.
t.

Lighthill (1966) has shm'in that \'J is invariant along the path defined by

the group velocity even in an inhomogeneous. dispersive medium. Thus, Wwill
be constant along the rays in the atmosphere. If we now combine this with the
fact that the \;lavetrains \"!11'1 be disrersed, Vie see that ~J is the angular

frequency (actually, a sort of average angular frequency) of the narrow band of
harmoni c components that interfere to prOdl!Ce the subc-group of asci 11 ati ons in

the wavetrain with the same angular frequency. In other words, Wshould be
interpreted as the ongui ill" frequency of a h,:,n'loni c component in the sense

prcscri bE~d by the appl'\ Celt; on oi' tilt: nH?thod of stant') onay'y phase c1 n the homogeneous
case, Since k is invariant along a raY9 it can a"lso be -Interpreted in thisx
sense:.

IV. DETERMINATION OF RAYS

A ray path can be dcte\'lnint~d 'if W, kx~ 1'1
0

and the initial direction of
phase propagat'itm ar(~ specified. Thi~ prob"lern of specifying k

v
Itiili be discussed

A

later. The following procedure is used in the RTP to calculate a ray:
a. Find the values of kz at ho from the dispersion equation, subject

to the modification introduced by winds.

b. If k is real, calculate U , U , and ~ ( - 0.10 Az. = 0.10 (2/k
7

).z x Z Z 4

The thickness of the equivalent isothermal layer at this height is

(11 )

~\z t or 10 kill, v/h'lchever is smalleY'.

c. If the thickness is Az ' then the time required to traverse the

path in the current layer is

b.
At::: Z
{~ U-· ,

z

The vertical d'istailu~ traversed is tJ z ' (Jnd the horizonta'j distance

traver~,(~d is

AX ". U"l\t.
!,

( 12 )
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d. Aftel' -'delh\!j fj !'It r'd N' to tlv' runninq sums, replace h by- Q - 'J ·z' ell J A - " ,. - 0

ho + ~z and repeat the steps starting at a. above. Continue the

sequence a. to d. unt'i 1 the top of thf2 atlilosphere is reached or

the sHua t'I oni 11 (~_ be1O'd occu l'S _

e. If kz is irnoginal~'y> d-ivide the current l'oz in half, step llpv,lay'ds by

0.56z and rcpe~t step a. This continues until a height is reached

I'lhere k." ~ 0.0. Can this hC'lqhL h,_
~ I

Since ren c:ct'j on hos occun'cd at RTP now begins to trace

downward, repeating the sequence a. to d. with hI' replaced by

etc., unt'il k". agcdn becomes 0.0, OJ'' the ray reaches the ground,
I.

or the ray reaches as close to ground as possible in terms of ~ .z
Thus, the rays either continue to the top of the atmosphere, or reflect at some

intenned-iate hei~Jht. If viinds iwe included, ray Inay SllOvi tropp'ing (as il'iustrated

in Cowling i 1970).

It should be mentioned that the initial steps upwards or downwards by hz
is controlled by the direction of ph0se propagation specified at the onset
(phase and energy propag&tr in the same direction only for infrasonic waves).

that it ctin step in the t~i ght d'j recti on

tends to be' cl arge fOl~ the lower' frequency

the direction, so

a,Her a reflcct:ion. Further since 1\_
L

intc:;rnal gravHy waves~ it -is neccssin'y to divid(C~ it by 10 to keep thc.; steps
reasonable. Also, the program interpolates between the layers of the model
atmo:;phere, if necessary. r;'i no.lly, ren ected ri:J.Ys liiay not be symrnetri c because

the steps ,iust before r(:achinq Ii _ c,re not necessbrilv the same as that J"ust after
- • l" "

The RTP

h •
r
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V. PROGRAM MODIFICAllONS

The input to the oY"jqinal RTP \'laS modif'ied to anow morc flexil)'jlity in

specify'ing Ui(~ \'!aVf: chClTactcristics and to avoid a lengthy rf~ad-'in of the speed

of sound and \rind data. The output, on the other hand, vias changed to display

as many wave characteristics as possi~le in as few lines as possible. The

othcr major-' ch<:l1'ises were n allOl'/infJ ra,ys to stilTt at o,n 2tYbHrary height

aLJovc ground; and 2) r.dlovdng some var'iation in the initial \llaVe cI1aractel""istics 5

especiallY5 for infrasonic waves.

F01~ the liiod'ificatic:n 'in the rY'09\~am mcnt'ioned above appl'ied to the

intETn,::J gfiJVlty v,fave, tliP. rnininwminf'onnc4Lioll r'(,quircd at the outset is aga'irl

W, kx ' ho and the direction of phase propagation. If a wind model i~ included

then the laUrietl t'irne and Ul(~ init.'ia'l ij;cirnuth of thl,; \!Iaves re'li1.tive to N must

also be specified.

S'ince r'a.y··trac:in~) of this type \'rj"!l be w:;ed most likE:ly 'in connection

with observations of TID's, and since the horizontal trace velocity can usually

be obta'ir.E~d from such obs0.rvations~ the. in'itial data seems reasonable. However,

the pro~;nJ.t1i can ea,si ly be ch(,ngc~d to accept. otl1(~t set.s of i nitia'i data. Foy'

example, one could spcci'fy \:i and the horL".ontEtl trc\ce velocity, and 'let the

program compute kx '

For the infrasonic waves the program has been set up to ~ccept W, ho' and

the direction of phasG propagation o. Then, kx and kz are found from the

dispersion equation and

assu~ption is that

Wand the Rayleigh

could then compute k (Jtld G. F'ina"llY$ since;, for thes0 \'/aves is l!1Uch lessx z
i ntcrna 1 graY'! ty waves, the factor of 'j 0 in A_/l0 has been removed.

L

the effect of incre~sing the steps from 1 km to a reasonable size

than for

This has

The ran90 of ang'les (3° to iO) has bl';en chosen to agree as close'iy as possible

, with the situation for abnospheric waves launched by Rayleigh waves. Here~ the

k rcmC\lns COl1stc'irl EtCY'oss thc; ground-,a;irinterfJ.ce. !lovlever,x
phaso vplocity could be specified instead, and the program

and reducing the CCr::PlltCi' til11e.
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VI. F(ESUl.1S

The fir'st three "[o,sure::; sho\<! ray·,paths for internal gravity V!C3VeS "in a

vlindlc:ss atmosphere, !11:i'l::;e projJ209(',tion -is dUvill'(iard "in aTI cases. Foi'

compadson s the waves \'fere (1"i1owc;d to start (lbove groound level at a height of

"12:3 krn hi one of the nil!:;, The shott hodzontal "linE:s (dong the l~a'ys

indicate the travel t!IilC~ ("it! incr'(;irl~.:'nts of 2.0 rninutc-;s) from the star°t"ing height;

w~li12 the lorlger ~lorizoili:a'I lir12 ~t 1:f10 t6p of son12 of t~lC l~ays indicate tt'lat

a reflection tock place at that level and tllat the energy of the waves then

expect these TID vJOLdd hc: of the type that miC)ht occur' mo::t frequent"ly at

our la.titude.

The I'(Jy··paths support the COiiiif:on ly h21 d vi elf: tha.t "i ntern( 1 g\"ayj ty waves

in the guise of TIDls can transport energy and momentum (from lower levels) to
cons i derat)'j e hl::oi ghts in tl:(:: C\t:n()sphc~'('e oj f the pc:d ad and v!avevector happen to

be "favorab"le,1I HOy-leve:;\" rc~,I(lts such ilS th(;s,? (;;r'E: s"Ul"! tentat"ive becatJs(~

of the.: stronD i nfl U(~iK(" tiiHTr!osphc:Y'-j C vii nds ha.ve on those Vl2.VeS (em",! i n9 ~

et al.~ 1971; and Yeh, et al., 1972). These winds can for example, draw out
rays for a long distc:ncc horizontc\ny or "'induce" 0. i'"f:.f1ect"ion "in the lovler

thenno~;ph(;rc "in i'iaveS t.haot viould othervrise penetrate' to very great heights, Thus;

more fay--trC1oci ng stucj-j c:s shelll1 d be: nlad<:~, both \'!"; th and 'I'd thol1t wi nds > in ordef"

to 'learn about the effects produced by thr::rnlGSphcric I'rlnds and tiw 1l10st

probable ray-paths for waves of a given period and wavevector at times and
pl aces Iflhen the thenno~,pI1tT-iC vii nels haod certai n spdti aol cmd temDora.l charccteri st.-ics.

The nc,>~t thrc~€ fiqur'cs (HOE.' fOI' at!'lo~;phcric c1coustoic or infl~asonic Vlaves

in a vJindltss atnolosphcn-' fn)ln a ground If:'vcl sourcr.:.'. They are patarneterizeuln

tenT1S of el~' tfi2 (InGle be
r.o

n k c)tiel the' verticao"J Dnd the pC-":Y"iod -is the same

for all ru.vs "in a given f-igute. Th~: trave-' 'cin:e along (i I'ay is ind-icated

again by short horizont.al °liil(:S. Hc\i(;VC'r', the tOlfllQ iiicrcr::ents arc. not uniform,

In onkr to Ci,'Cf)C;rdCe these l'av:;, G "YClv''''-i'en ~ on the £1or-l zonta."1 trace_ ~ k",' t ( , "_.- f\.,... l~. .~ >:

veloc.it~Y5 v;z-).s fectd 'intD the pr'oqY\"Ji! eJ.'!Utlq vrith the: per'iod ()r~_ cqu·lvdlentl.y~ \'1e

fl" and both Dopp2 rent hori zcntci 1!< .



velocity (V, ) and the initial anqle (0 ) between the grou!J velocity and the
11· v 'r

vertical for Wdves of tile given period. Hence, in order to apply these

results to dHferent gl'ound sources one nec:;d only match the 1I1aunch ll
angle~

k or the horizontal trace velocitys Vh, Notice that it is usually difficult

to find the initia'l 8
t

!JQcause this requires 0. supel"position of If/aves.

One of the more interesting points that these results illustrate is the
progressive change 'in the r'()y-paths as thc~ Wdves changE:~ from nearly pure

acoustic (Fig. 4) to long-period infrasonic (Fig. 6), The latter type not
only takes longer to propagate~ but also travels upwards at a stepper angle.

Our interest in this typf~ of iJtrnC!sphcl"ic wave comes mainly from the discovery
tho,t RilylEdgh \twves from large earLhquf,ke:; can generatQ vert'jeally propagating

infrasound (Yuen. et al., 1969). Since the phase velocity of Rayleigh waves

has br:en dctennined; \'/('; can fi'nd the: (.tppropriu.te ray by sett~ng Vh equal to

th(~ phase velocity for the ~J'ivf;n V'T'jod s then find'ing the proper 8k, In this

way, it is possible to detennine the travel time, and lateral deflection, of

the i nfl"0,soni c VJavE'~S tho,t were 1aunched by Rayl (!"i gil \'/aves,

2-13
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APPENDIX 3

~'i[ASURnl[]rrS OF THE PH/\SE I\ND Gl<OUP VELOCITIES
OF SEISMIC RAYLEIGH WAVES IN THE PACIFIC BASIN

The 1"011 O\'/i ng is i.1 short dcscr"j pti on of thE: search for data on phase

[(nd gf'OUp velocities of seisiilic ~~c\ylcd9h ViaVE'S along Piiths crossing the Pacif"ic

basin. No extensive analysis of the data found was attempted. The velocity

obser'vations found in the! 'IHE't'i\L.U\'Q \'icre plotlcd and COI:HT!2nts arc made on

the d'] ffert=:nt obsenac'j ens.

In general ~ the search was confin0d to papers that

1. contain recent obscr-vat'jol"!s C\ftcr '1962, the year of Olivcl'f s summary;
2. stuo'ic--;d seismic \'i(iVe~> horn ciH'tflqlw,kes oTollnd the Pilciflc basin; and

3. reported ObSeI'Vd.t"ions Fruin stations in the PCi,cific bas"in,

Unrortunatc"!,Y, there \'/(-'Y'e on'ly a. fell pi'!,pCl"S that S2itisf-]c;d thesE:~ n:qll"ircments.

The others ~ however ~ usu0.l1y conta. 'inc:d very usefu"j i nfonnati on. f\ccordi ng to
the literature citations very important work on Rayleigh wave dispersion has

are not ,\vai1ablc in Ha.nd1t.on i:ibrary. F"inal'iy, tht:~ search Vias confined main'l,)'

to journals, such as the Bulletin of the Seismological Society of America and
the ~JoLJrnal of Geophys')ca-' RG:;narcl!. Irlhich scismolo~j'ists 0.)"2 most likely

would publish their results. Othol' journals were checked only if referred to
many "Ulli2S.

I. Empirical dispersion curves for seismic Rayleigh waves

Since Oetman (1969) ha:3 already constructed a faitly extensive plot of
empirica"l1y detennined values of the philse ve'!ocity, no attf:mpt \','as made to

display the dota on phase velocity in the above sources. Measurements of
phase VElocity have prubcibly been mac!f~ sinc8 '1969 and while Dorman1s plot

should be updated. this was not done because the phase velocity at long
per'j ods appc:o r to be rc ('SOlii'lJ 1Y \'J~ n bella ved.

The di spc:rs i on p1OC in F'i gurc 'I shO\ys sevpra 1 sets of lrcasurCir:ents of

the Payleigh gt'OUP veioc:ityin tho PaciFIc bllsin~ a~; V!Cn as the vii,lues fr'orn

01'j VC:l' ('1962), A"I so shOlm <n\:-~ va j ucs Vl(~ d(,tcnll"1 ned from the HF D()pp1 er record'! ngs



of thE: concomitant f{ay"1 (d gil-te"LrLc;d i nfriisound. T!lE~ sc:ts of measurements \'jETe

identified using the fh'sl 'letter' of the first author's narne~ except for the

Doppler-gram values (denoted by 11 0 ") and 01ivCl~IS vcdues (denotNl by ··~-x---).

The legend contcdns the g(~I1(\\'al location of the' ccl1'thquake and recording station;

the type, di recJc\ en and 1cnqth of path; (i.nd nec.css(~ty explanatory notes. For

additional details~ the reader is referred to the paper (or papers) containing
the fii£i.l.SlJ.l'(i"i2nt, F',na'I",y, ,:just C:Il0U9h vCllues in a given set of measurements

were plotted so as to SllO\".' the 9cnc~r2l'1 S!lilpe of the; clispel's"ion curve, These

values were then connected with straight lines to indicate the general shape.

Thl1S~ there is SanK! d-is"i:01'tlC\f\ (cg. ~ l(uo C't al l'c'pcrt a value of 4.0 km/sec

at 45-50 sec), so that the curve formed by "k" is not flat as indicatedL and

II. Comments on the Group Velocity

1. Figure 1 suggets the following conclusions:
a. There is no Oi!e d'ispcrsion CU1'VC: (Le.; a single cutve) that appl"ies

throuSJhout th(! Pacif<ic bash:;

b. Variability in group dispersion is inversely proportional to period,
\'lith IlconvcrSjoncc" of fliCaSUl'UTlents staTUtig at ahout 160-180 sec.;

c. The li'U'gi}St group velocity occurs at pei"iocJs of about (~5 sec.;

3-2
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and

d. The 10\'iest group lie;"] oci ty occurs at a peri cd of about 220 sec

the drop-off near 20 sec).

2. A key to understanding the variability of the group velocity is the depth

below the earth's surface to which each Rayleigh wave component penetrates.
The rule appears to be that the components penetrate to about 1/2 to 1
wavelength, so that the wave characteristics are largely determined by the
velocity structure viithin this depth.

3. In v'iel'i of 2,. conclus'ioi! Lb is not too difficuH to understand.
cL Behav'lc)(" of short periud PiJ,v"leiSJh v:,wes (per"joel "AD sec) is deternrined

by the crus"tc·.l stn1ctu'((;s ":Ideh va.des cons'iderclb'!y for different
rC~ri()tls of tho (~(;rth's :;Utf2CC.
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b. Behavior of 'long-period waves of (\,ZOO sec 'is detE~rmined by the

structUY'8 of the upper l'lal1t'le s 'tihich is fa'irly honlOgeneous in the

lateral dil'cct'ion, H(:ncc:~ one I'iclfld expect less variablity. It

should be notcd~ ho\'.'evC'r~ theL many of the va.lues in Figure. 1 arc

for v2ry 'long paths ({If' to s(~veriJl earth cir'Cumferellces) and that

much of the variations would be averaged out. Nevertheless, the

t'ule scerns to be iipplica.b·!e, S'JriCE~ the crust 'forms only a small

fraction of the controll'jng Lippel' mantle ·!a'y(~r.

4. If Rayleigh waves travel along paths of the order of 1 earth circumferences

then much of the variation caused by differences in crustal structure along

the path will c.::\neel out. Tfds~ a.long with the pO'ints in 3. ~ lead to the

following general rules which are useful in interpreting the representative

measurements in Figure 1.

a, Grav'j ty vel oeity C'bs(~tvo.tions prov'Icie i3 good measure at peri ods>

180 sec ~ rC£1a rdkss of the "I ength of the path.

b \! 1 "( 'I t'· (~ 't t' '110+ r..lrO\f1'c!(:\• ery ong patn ~ earth C1rcumlerenC8j ODserva 10n5 ao ~ r . .-

a good mfasure of group velocity at periods ~ 80 sec.

c. Direct path measurements are ahlays preferable to long path measurements.
5. Most caSES reported in the literature we studied was concerned with paths

in the western hJlf of the Pacific basin. Thus the dispersion in group
velocity p'!oited in F'igure 1 is st.rictly applica.b'!e to that region of the

Pacific basin.

6. If tho sca.tter' 'in the Il1casurcrnc~nts is real and not the resu>lts of

instruInE..:ntal and olOlscrvationC:.l uncertainties, then the fol1O\dng statements
seem to be valid.

a. Propagation at short periods (~60 sec) is anisotropic in the western
half of the Pacific basin. and different dispersion curves will have

to be applied to the events on the location of the epicenter and the
recording station.

b. Propagation at 'long pC:Tiods C:'_ 1(30 sec) 'is fairly isotropic~ so that
one dispersion curve applies at these periods.

c. Propagation at intcnnediate periods (80 sec to 180 sec) mayor may

not be anisotropic.

7. Pet'hc1.!Js. t.he !i10st il~lprc~;sive ViOl\( vias that of Sa.nto (1963, (\no a later paper'
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referred hI SaHo and TakeucJri 19G6) on the sectioning of the Pac-if'le basin

accod-!ng to naylt.'iqh (jroup vc'locHy. The l'C'sult 'Is sllO'dn in Figure 2a

and 2b (taken from Saito and Takeuchi -1956). The sec-doning I{as made

d-irectly in terms of Cjroup \'(~locity rDthf:(' thai! other' 9cophysicCll

quantities such as s ar volocity and heat flow as in Brune (1969).

It is a IIgoodil sect'icning pr'occs~; be'cause: H is en!pir'iccd and not

theoretical (as far as can be (btc'r'ndnc::d), Thus 'it SllO\):') I'lhat the basin

actually looks likc, fnJi11 the, pCl'1nt~of~vic\'i of group V(;"IDcity rne0SUtc:rn2nts~

and not v:lJc}[; 'r t shou'l d look 1ike: accord'] nq to i1 thcorcti ca1 mode'! of the

crust and uppe\' mclnt-le,

r'cnt t,YPcs of 1"(::9 or Oi'lS G

b, TYr(~s of jY'9'Ions \'il.n~]2 from typ-1ca'! deep \{atc~r bash') (II n ll) and

typ-ical OCci:ll'IC structur(' (ifllt) to typical contine.ntal str-'uctUY'e

C. Not2 the cO!ilph~xit.Y of the POy'c']on 1;\!Cst of the andes'itc nne; the

structuring b0tween East Islandilnd Baja, California; and the

~rVjO final poitits ne2d to bt.~ mf~nt-i(incd~

d. It seems that the liul1!bc;l" of rc:t:J'lons, as \'r~n as the sl-i<'-'tpt~ of the

under consideration.
Generally, there will be less regions~ and broader, more or less

regul ar reed OliS, 'For ra.n~!E~s l.m'!iH'c1s the 1ong pf:\~i od end of th(~

spectrum. Ii1l)c'cd, till;)'!:' nib.)! be only ont; fE:gi on for p(;~r·i ods

> 180.. 200 :.:cc,

e, This type of secUoniw! a'l1O\'!s one to "display" the arrisotrcpy

present in the d'ispC'rsion fei' the; (riven \'an~;(; of pC:j'ioos.

8. NotE: thtlt the dis tsion 'in SJl'Olljj velocity may diffe\~ foY' fairl.'/ s'inl112Y' and

close.ly spcCf~d !yths such ,'(S those for K (lne!
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IV, COr;CLUSIOI\S

ther'f! appCci Y'S to be hlo \'i'd:her nhvi GUS poi nts cancer'winD the curves oS a whole,

'!. There ()J'(~ n:,'('c;lIieir!'rit:; in the [;(J, 18CJ SE:C ('ange, but only a 1'2\1/ of

these an~ tOt the (\"I Y'oct path. Thus, the 'I atter type of rneasure-

the study. In actlwi'i ty, mor2 I!K'.asuremcnts are nE:eded 'j n Hi'! s

r(j,ngE~ tiliHl ',n any OChE!1' beCi'use thi S 'j S c\ transit'] on ral1ge I'{h(.:>n~

bE~hi'lvior Ch(Hi~JC'~~ from that clct,crmincc: by cn!sta.l structure to

thClt dctCi ned b,v till" upper mantle. In pi'irt'fculilr, 'it is not

clE:ar frO!!) F'iqwc' 'I at \'jhat period b,,::haxior ccases to be

anisotropic and bocomes isotropic.

2, ~!leasun:;r!':c'llts arc i:C!' dcd foY' I)(~ths ctoss"lng th2 eastern half of

the Pc.cif'ic Las'in, kfd'l(~ this ar'2:Ci is mostly oC00,nic, and hence,

someI'Jh;::t unifoi'iI1, it SCf:n1S thelt the East(;r" Island ridge introduces

Fu\~ther~ it seems tho,l: Cille possi b'i C \'Ii1Y of slilnn:ar'i Z"lrlg a,ll thE' rnCClSUi2i112nts \'!ou'l d

be to construct rnaps such as Santo'::; in Figure ?a> sLC\'JinfJ 'isod"ispE:('sivE: areas.

There VJo!il d probab']y be 2- /{ mal;:'; for 2-4 ranges of per'; ods. Foy' e>~amp-i e, U1eil;

might be maps for the ranges: 0-60 soc; 60-120 sec; 120-180 sec; and 180-280 sec.

Clear'iy g'tven such mClp~'" trw loc;:;tion of th2 ep'iccntel' and observing point, one

can then acc~rately clctennine the time of arrival of various frequency componel!ts.
Finally, if one is limited to the use of just one dispersion curve, the

best seems to be

1 the avcrac!C' of r/ dnd A betvlecn 20 and "! OCJ sec;. 1\•

2. the averilge of [i and D betvfeen 120 aile! 150 sec;II

and

3. measurements n for periods beyond 150 sec.
Such a curve "iies in the middle of the scatter, and hould probab'ly be in serious

error only towards the short period end.



Direct·

D-j rect J(

Dil'ect F

s

Oil-'eet P.

Di rect rw

K!\

iW[,IENCL/\TlWE FO!~ FICU 1.

From Dopp"\c:rgl'drnS; allDvrln9 for varying launch (lng-Ie and

uS'illCJ f:uan~!!s pcr-iods; !\\'rivi:~l t-in;e tak2n at peak.

Kuo ot i'J, '1 1 '\ SC2; l~dy"l ci qh \\'iWe~; from Kun 1 ea\~thquake

recordec! at Suva, F'lji; R, \!i:Jves.

Por::(\l"OY, 1963; Payh,i9h v!dVf~S FrUin Er:lv!itok and Bikini

blasts rrCOfdGd at Honolulu; R waves.
I

Sc,nto (from Salto and TakeuciYl, 1966); SO' S'l' S3' S5

refers to different regions in Pacific basin. See
SaHo and Takeuch-j, 1966, for d'iv'isions of regions;

P, Ivaves?

Abc, 1972; "j\if refers to avey'as]c fOl' Paei fi c P'3 \~efers to

South Alaska earthquake recorded at Samoa. R, waves;

A6 refers to l'~est Japo.lI eal"lhqlwke tecorded at Samoa

R, waves; 90 percent Oceanic

Abc a.nd l<analTlo('"j (~Japan Journal); Equatorial earthquakes
recorded in Japan; Rl waves; Path lies west of the
Andesite line; Mostly oceanic.

Kanal11or-j ~ 1970;

KJ\.1 refers to Kur"i 1 earthquake recorded at Tokyo.
f(A

2
refers to Kur"j 1 earthquake recorded at Samoa.

Group velocities meastn'ed using R"). R.. Rr:; and R
6J 4 J

with the following estimated path mixtures:

3-6

K/\l
KA2

Oceanic(%)

66

75

T . . (0' \eccorn C 70)

9

Shie1d(;;)

25

2CJ

D DzievlOtlskl ar,0 Land"iSI11iii1, 1970;

AverJges for Kuri1 earthquake recorded at N.E. Australia
and Ta.srndll'id. Uses P n>;~.\1) , Path mixture estimate is



G

H

--x--

68% Oceanic, 14% Tectonic and 18% Shield.

Gupta and Santo. 1973; Approximate values for Japan to

Alburquerquc using R4, Path mixture not reported,

Hamada, 1971;

H, refers to Taiwan earthquake recorded by LASA in

Montana (path traverses Japan, Kuriles, Aleutian, and
Pac i -(oj c Ocean).

11
2

refers to Mongo 14 a f'Clrthqucd<e recorded by U\S,U. oj n

Montana (path traverses Siberia. Arctic, Mid-Canada).
Path nd xture not repod.ed.

Approx·ill1ate curves of Oceanic (uppel') and Continental
(lower) branches as given by Oliver's summary taken

froill his 1062 paper.
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APPENDIX If

f\ 1\1ETHOD FOR THE DETE)~f.uNjnION OF THE
IONOSPHERIC ELECTRON DENSITY PROFILE

4.1 1l1troduct"ion

One of the important problems in the theoretical calculation of

Doppler frequency shift caused by SC is the determination of the electron

density Ne(z) as a function of height z ill the "ionosphen~ \'/hen the Vil~

tual reflection 11C"ight h'(f) of verticany incident radio \'laves is kno\'Jn

as a function offreCJuency at or neal~ the onset of 0" sudden commencement.

The function h'(f) is found from the measured time de"lay for the t'etuY"n

of a pul se of radi 0 \\'a ves fl'om the i onos phere. It is g"j yen by

(l~. 1)

I ~;

where zr is the height at which the radio waves are reflected, and Vi

is the group refractive index defined by

where cis the vel acity of 1i ght and u -j s the group vel DCity of the tadi 0

waves used.

f\s \'Ii 11 be shown in the next sect"i on; Vlis a known functi on of f &

Ne and the problem is to solve the integral equation (4.1) to obtain the

unknown function N (z), Hhen the geomagnet"ic field is neglected, ll'e

is (Davies~ 1969)

(4.3)

(

where pis the phase refl'acti Ye index (normally s i !lip ly referred to as the

refractive index) and f il the plasma frequency. Equation (~.l) becomes



hI (f)
z

__ f J r cL~ _
o j--p2 _'f

N
2

(4.4)

4··2

This equat:ion is 0 form of P\bel1s integral equation \'lhose analytical

solution is given by

h(f )v
2 f_._ J V

1T 0
(4.5)

where h(fv) is the true (or real) height of reflection of a radio wave

of frequency f (\'Jr-ight et al. > 1957). it/hen the geomagnet-ic field canv
not be neglected, this simplification is not possible and there is no

analytical solution of (4.1), and it must be solved numerically. A

variety of methods have been proposed fOl' so'lving ·this equation (see

summary by Thornr}S, '1957).

The purpose of th-i s chapter is to 'j ntr'oduce Budden I s method fOl'

solving integral equat'ion (4.1), and vJOrk out a computer program for

this purpose.

4.2 Some useful equations

Accardi ng to tndgneto·· i ani c theory (Rateli ffe, 1959), the refracti ve

index V of the ionosphere is given by

v/here

x "" (ff/f)
2 (4.7)

YL
::: y cos 0 (4.8)

YT ::: Ysin 0 (4.9)



Y 0; f If
H

f N .- pl a.sma frequency

fH == 9yro·-fl~equellcy

o ::: angle between the direction of wave normal and the

4-3

(4.10)

external magnetic field 8
0

,

The plasma. frequency f N and the gyro--frequency for electron fH are given

respectively by Equations (4.11) and (4.12).

It can be shown that

(4.11)

(4.12)

11' ::: £ ::: c .~~ :;:
u oW

Cl
Clw

d -
(wjJ) ::: Clf (fp)

where K and jJ are the propagation constant and the refractive index s

respectively. Expressing (4.13) in terms of the variables X and Y, in-

stead of f, we have

Substituti ng

dX
f -d' ::: -2X

T

and

f ~~- ::: -y

into (4.14), we have

II! ::: )..I - 2X (d lJ ) ~ \I (Cll1_-'
~ -- aX y I dYI X

(4.14)

(4.15)

(4.16)
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or
- 2

_ 1 y (~J_J_)
2 dY X

I 2 X (Cl)l 2)
lJ)J :::)J - 8X -- Y

Substituting V and p2 from (4.6 into

pu1ation,

(4.17), we obtain, after mani-

(4.17)

r 1
1. -- +

X

y 2
T

2~~X)2 ±

2(1-X)3 YL 2 - X YT4

2X(1-X)2 y
T

4 + 4(1-X)2yL 2

} (4.18)

where the + and - si gn l'efer to th(~ onl-i nary and extraol'di nary waves,

respectively (Davies, 1969).

Near the level of reflection, we have X ~ 1, p ~ 0, and pi approaches

i nfi ni ty foY' ordi n(J.l~y wave and the group refracti ve index can be uppro)ci-

mated by (Davies, 1969)

pi ~ c- l / 2 csc 0 (1 - ~ ECOt2 0)

where

o := 1 - X

is a very small quantity.

It can be shown that

e 80 3 80f
H

- ::: 1.536 x 10
- 21rme r~e

where Me is the nluss of the electron in atomic mass unit and total mag

net-j c i ntr:::ns i ty 80 in gamma. The annual val ues- of 80 at HonD1ul u for the

year of 1969 was 80 ::: 35804 gamma. Using this value of 80 , f h at 300 km

was calculated to be 0.873 MHz.

4.3 Budden's matrix method

In order to integrate (4.1) numerically to obtain the electron den

sity profile Ne(z) from the ionogram, Buddrn (1955) has worked out a

lamination mc;thod uncl(~r the follov,,-ing assllInptions:
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(1) The virtual he'ight ht(f) is measured -for ordinary wave

which is reflected at the level \'!here f ::: fN'

(ii) The effect of electron collision is neglected,

(iii) The frequency is great enough to permit the assumption

of a S10'\'lly varying ionosph(::n~ so that a ray theory can be

used~ and

(iv) The electTon density increases monoton'ically v/ith respect

to height,

Suppose hl(f) is given as a tabulated function at equal interval

hf of the frequency, and the nth observed virtcal height is h'(n~f) ::: h'n'

where n is an integcl', Instead of using N' in (4."i), it is more con-e
venient to use plasma frequency f N defined in (4.1"1) so that (4.1) may

be wri tten as

(4.20)

L j

2
h1ef) ::: ! r lJ I (f~ f

N
) elz

. 0

Usi.ng f N as an independent var'table, (4,20) may be wrHten as

h'(f) ::: ~f }Jl (f, fN) ~~N dfN (4.21)

The range of integration in (4.21) is divided into discrete inter-

vals ~f. so that for the mth interval

(4.22)constant

(m - 1) ~f < f N < m~f

where 1 < m < n. I n each of these i I1terva1S, it is assumed that dzl dfN

is constant and is given by

dz zm - 2m_1
df

N
' ~ --t..f----' --

Hhere

2 '" z(m~f)m' •
.

Then, (4,21) may be written as



, j

n d7
J
mAfhl(nM') ::; L: { (---;:--) lJl (n.6f) f

N
) df }

m==l dT
N

111 (nl.·l).6f N

n
)' 1

t,f
- /, (z - zm_l {F.f J Vi (n.6f~ f ) dfN

}
m==l m

(m~l)lJf 'N

Let

4-6

(4.23)

O••• 0

rn6f
~'i ::; J_ J p I ( n.6 f > f

N
) dfj\l

nm 6f (m-l)6f •

~1 == anm

then (4.23) becomes

In matrix form (~.25) may be written as

~ h
1

t1 I'I1'j 1 0 0 Cl (l ........... 0

112
I 1'121 M22 0

h ' M31 1v1
32 1"3')3 ~.~ .,)

for m < n

for m >n

1

-1

o -1

} (4.24)

(4.25)

z '1

.
hn

I M IIJ M 1'1 J 0 -1 zn1 n2 n3 " <t 0 • ~ •• nn n

~11l 0 0 •• 4 t ... II " • " f • to 0 2 1

M21 -1'':22 t~22 0 z2

.- ~131-~':32 t~32-:~33 1"43,·t·144 2
3

Ml-M 2 M2-M?n n n 11..J
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An 0 ... 0 21

A21 f\22 22
(4.26)

1\31 A32 ~3...
An1 An2 1\ znn -n

where (4,27)

2,

22 -
A31 z
A33 1

Matrix equation (4.26) can be written as

By successively solving for the layer heights Zn, \'le obtain

1
21 :: All h,t

l

1 A21
22 :: A

22
h2

1
- A

22
A1 h I _ 32

2 3 :: A
33

3 A
33

(4.28)

(4.29)

] An n 'j. h ' ;-
zn :: A~n I n - A~~- z n-1

Equation (4.29) is the required solution in which the A 's are indepennm
dent of the observational data h'(f) and are only dependent on the total

magnetic field intensity BO' and the dip angle I of the observer. There

fore, once the integrals (4.24) and the quantities in (4.27) have been
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evaluated for the station~ the real height zn's can be obtained by

solving (4.29) using the observed hn's. This method was invented by

Budden and is called Budden's matrix method (Budden, 1955), For

brievity of notation, (4.29) will be wdtten as follov,s:

z, = Cll hl '

22 = C21 h2
I + C22 Z1

z ,.. ::: C31 h3
, + C

32
2
2

-:- C33 z1 (4.30)-3

In an ordi nary i onospher"i c sounder, the rni n"i mum probi ng frequency

is usually set at 1.0 MHz. If we chose ~f = 0.1 MHz$ then zl' z2' .... ,

z9 in (4.30); which are the real l~eflectioi1 heights for the probing

frequencies of 0.1; 0.2, 0.3, ..• ,0.9 MHz, cannot be determined by

using (4.30); because the ionospheric sounder cannot give the virtual

hei ghts hl ', h2I; •• ,., hgI. At the "j OVJ fl~equency end, the hi (f)

curve for the ordinal~Y '!lave is almost horizontal and may be consider'ed

as the base height of the ionosphere. Hence hl(f) for all f in the

range from 0 to 1.0 MHz can be considered to be roughly constant and

equal to z(fN L wheref
N

:::: 1.0 t,jHz for an ordinac'y ionospheric sounder'~

i.e., we may set

If we redefine z1$ 22,23 $ • , ••• , Zn to mean the real reflection height

for the frequency of 1 ,0, 1. 1, 1,2, then (4.30) can be rC\'/l'i tten as



2 2 ~ C20hO
I + C21 hZ' + C22Z1

23 ::: C30ha' + C31 h3' + C32 Z2 + C33Z1

4-9

(4.31)

where CnO stands for the S Un! of the e1eme.nts fOl~ frequenci es from 0.1

t~Hz to 1.0 I/[Hz. Since the sum of all C 's in each of the equationnm

in (4,30) must be unity, the CnO's can be obtained by
n

CnO ~ 1 ~ ~ Cnmm=l

4.4 A Eomputer program for the evaluation of the values of Cnm

(4.32)

In order to determine C M must bp determined first. In thenm' nm -

determination of M ,the evaluation of the integral in equation (4.24)nm
can be carried out directly by Simpson's method except for the case

when m = n. When m = n, Vi approaches 00, i.e., (4.24) cannot be evaluated

directly. It can be evaluated by the method described belovl.

Let a new vari ab 1e ~p be defi ned by

shqJ = f If ::: fN/nbfN

then

X . 2 1>= Sln

s ::: 1 ~ X ::: 1 ~ s i n2 ~ ::: cos 2 ¢

(4.33)

and

dfN ::: f cos'1) d 1;= nl'lf cos t d cjJ

Substituting for f N and df" in (4.24) vie have
1\

ll' (nL\f, mid') cosp d 1> (4.34)
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l1hen the 1eve1 of ren ect'j on i s n~ached > the g~'oup .refracti ve index

( ) -112
ll' sec; equation 4.9 reduces to fl' ~~ t: I ::: l/cos ep

Therefore, (4.34) becomes

...1(nlif )
51 n ---

f f
. ~l (n-1) L\f

Sln -r~"-

{ . -1 1 .-1
::: n Sln - Sll1 i!l:.U_ }

n (4.35)

and the integral converges even though ].1' appl'oaches inf'inity as

the integration approaches the l~vel of reflection.

The calculatioris were processed according to the following steps:

(i) By using annual mean values of 8
0

::: 358049 galTllla and I ::: 48.31°

observed at Honolulu Observatory for the year of 1968, f H at

300 km hei ght is 0.873 11Hz and e :::: 90 - I ::: 51.29° over Mau·j.

(ii) The frequency range was chosen to be from 1.0 MHz to 18 MHz,

i.e., n=l to 171 and Af was chosen to be 0.1 MHz.

(iii) Equation (4.18) VIas used to calculate group l~efractive index
..

].1! by giving f and fN' To do this, a subroutine subprogram

UDASH (F, FN, U) was developed, where U is the returned value

of ].1' •

(iv) In order to evaluate Mnm , the integral in (4.24) was numeri

cally integrated by Simpson's method using 5 ordinates. For

min, the expression in (4.34) was directly used for numeri-

cal integration. For m = n, the following equation derived

from (4.2~) was used for numerical integration.

j(rn-O.25)!\f

(m-l )AF



... n (sin","l 1 ., sin":'l

4-11

(4.36)

A subroutine subprogram INTEG (Y, H, N, A) was provided to

perform Simpson's numerical integration. The arguments Y, H,

Nf and A represent ord'lnate value, step \·tidth, number of

ordinates and the returned value of integration.

(v) A was calculated by using (4.27), and C by using (4.30)nm nm
and (4.32),

The whole set of computer program for calculation of C for Mauinm
station is given in Appendix 4A. Some of the C 's calculated are shownnm
in Table 4,1, The left",most column represents the plasma frequency in

MHz, enmls are arranged in ascending order of m for each n. If m is

too large to allow all C I,S to be arranged in one row, the extranm
C 's are arra.nged in the fo110wi.ng row or rows. The complete set ofnm -

Cnm require more than 24 pages; hence only those with small n are given

in Table 4,1, The complete table of Cnm as well as their punched cards

is fil ed in the Radi asci ence Laboratory.

4.5 A computer program for the determination of an electron density

profile from an ionogram,

Once the Cnm~s are determined, (4.31) can be used to determine the

z ~sn • However~ the real height corresponding to F2 layer critical fre-

quency foF 2 cannot be determi ned by tili s equat'i on; because the vi rtua1

height becomes tnfin"ity at this frequency, Therefore l some kind of model

electron density distribution of the ionosphere should be assumed and

used to fit the actl1ul1y observed virtual heights near foF? so that the
....

real he-tght at foF? can be detol'mined, Usuo.lly) a po.rabolic distribution
....

of the electron dens"ity is assumed for this purpose.
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Let z and q represent the real height at frequency foF2 and thec c

quarter thickness of the assumed parabolic layel~) respectively, then the

The Zc and qc are determined by fitting this

following equation can represent this layer:
r, 2 z- Zc 2

fL == f - {l - ( -_._) }
c 2qc

where f denotes the foF 2.c _

parabolic layer to the last two real heights,

(4.37)

Let the frequencies and

the corresponding real height be f l' f and z 1) z , respectively.n- n n- n
Since ~f =0.1 MHz, we have

~ = f + 0.1 = f - 0.1In n-'I c

. The equation (4.37) can be solved for the height z and written as

(4.39)

Substituting (fn_1, zn_l I) and (fns 2n
l ) into (4.39) we obtain the

real height at the tvw levels.

-- zc

z == Z ~
n c

J
--.----~-~-

0.2 (2fc - 0.2)

f
--·-~-~-~-~··,.-~

0.1 (2f - O.l)c

_J

Solving these two equations simultaneously for the real height at the

maximum of the electron density and the quarter thickness of the

parabolic layer, we have

i i

(4.40 )

and

(4.41)



(4.~2)

4-14
The ol~di na ry i onospheri c vel'ti cal sou:id(T can observe only the

bottom side of the ionosphere. The top side ionosphere can be observed

by using top side sounder or coherent scattering technique. Since the

top.,.side ionograms are not available, the electron density distribution

above the peak electron density \'Jas assumed to co-incide with that

for a Chapman 1ayel' ~ri yen by (4.42)

{ 1 (1 e-Z ) }N ~ N exp -2_ - Z -e ec

where N is the peak electron density corresponding to fe' andec
z - z

Z ~ -H-S.

where H is a scale height and is assumed to be 100 km (Wright, 1960).

Using Equations (4.31), (4.40), (4.41) and (4.42) a computer

program has been developed, the detail of which is shown in Appendix 48.

In order to use this program, the procedures given in Appendix 48 must

be followed to digitize the ionogram and prepare a set of data cards.

In Fig. 4.1, the dashed line gives the h'(t) curve reproduced from the

ionogram obtained at Maui on May 14, 1969 at 0915 H5T. The full line

shows z(f) curve obtained by using computer program given in Appendix 5A.

The horizontal axis refers to 10910 f, \'/here f is in a unit of I-1Hz. Due

to group retardation of radio waves in the ionosphere, z(f) is much

small er than hi (f) for a gi yen frequency r. Thi s di fference increases

as f increases. In Figure 4.2 are shown the mOhthly mean hourly elec-

trOll density profiles obta'ined for 1\1arch °1968. The number on each curve

represents the hour. Each hourly electTon dcnsl ty profiie is obtained

from a composite h'(f) curve which is constructed by taking an average

of 5 hourly ionograJns obtained dur'ing the 5 'international quiet days.

The d'iurnal vai'iation of the electron density can b(~ seen clearly
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through this figure. Figure 4.3 shows the diurnal variation of the

electron density at fixed heights.

\4hile the val'iation of electron density is similar to a Chapman

layel' up to above 200 km it becomes quite irregular above 200 kin. Some

. of these electron density profiles will be used in Ch(·p~~:::r vn fOl~ the

oretical calculation of the Doppler frequency shifts caused by a model

sudden commencement.
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jI,PPENDIX 1\(\

A COMPUTER PROGRAM FOR THE CALCULATION OF CNM ,

4A-l

FURIRfd{ !V G LEVEL 20 DATE" 73227

0001
vO(12
0003
OOJI~

0005
0006
GOn
00013
00u9
UOIO
0011
0012
0013
00 J.l}
0015
v016
0017
OOUl
0019
0020
0021
0022
0023
0024
0025
0026
0027
0028
0029
0030
0031
6032
0033
0034
0035
0036
00:>7
0038
0039
00 /,0
QO/d
UO/,?
OOf;3
00 /,4
00f,5
00(/0
OO'} Of

aO/,u
0049
0050

C TO CALCUL~TE DUCnE~15 CC~,MI

0IW:,o.510N HUTIUO,170i,HI'PC170J,y(51
D"t.RS Jr;( LO I
DO 10 1\=1,170
Tf:,':PCN)=O.O
DO to /1,=1,170

10 tiF.I TIU ,H) ='000
DO 31 N=l, 25
DO 31 H=l, N
RH=M
RN=N
F= 1. Ct-fHI /l 0.0
1F pI • EQ• N) GOT C 71
00 70 1=1,5
FN=1.O+IRM-l.OI/10.0+O.025*CI-1}
CALL UDASHCF,F~,U)

70 ¥(!)=U
CALL INTEGIY,0.025.5.AI
HEI T ( N i 1-\) =A,; 10.0
GO TO 31

71 DO 72 I=L(i
FN=I.0+lRM-l.OI/10.0+0.02S*C[-lJ
CALL UDASHlf,FN,U)

72 Y( 1)~lJ

CALL INTEG(V,O.025,4,AI
y{ 5 ) " I C- AI, S Hi { ( RN- 0 < 25 ) / I', N) I*Rl~

IJ E I T( N; /.\ ) =A" 10.0 H ( 5 )
31 CONTINUE

DO 12 N=2. 25
NN~N-l

DO 12 ~\"l,NN

12 HEn (N, I,J = Ill:! T{ N, ,..\ I-HE IT( tJ ,lhl)
HElTll.ll"l.fHr:ITC!.,lI
00 60 N=2, 25
TEMPC11=1.0/HE!T1N,NI
NN"N-l
00 61 H=I,NI·,

61 TEMPIM+l)=-HEITIN,N-H)*TEHP{l}
DO 60 ('\=l,N

60 HEITIN,MJ~TEMPIMI

DO 15 N=1, 25
RE5ID=O.O
DO J.I" K" 1 , N.

Jlt RES![)=RESI0tIiElTH1.Kl
RESrO=1.0-RESrO
WRITE 16,20) ('.,510, IHc!HN,f1) ,1'1"1 ,111

15 h R ! TE 17 , 2 l) t~ [ S I [) ,( HE IT (1~ , 11) • 1'1 '" 1 • N I
20 FORMhTIIOX,lOFIO.S)
21 FORMATII1F7.51

STOP
END



FORTRAN IV G LEVEL 20 UDASH OAH :: 73227

4A-2

000i.
0002
0003
000 /;
0005
0006
000 I'
0008
0009

0010
001.1

SUBROUTINE UD~SH{F,FN,U}

DOUBLE PRECISIGN Yl,U,A,B,X,FH,YT
X,,{FN/FJ>i·e.'2
FH,,0.Sf.9t:71 (3.Ud6 *2,0)
YL=FH*COS(Sl.Z?C*3.14L6/1eC.O)/F
YT=FH*SI~(5L.296*3.14L6/180.0)/F

A=OSCR1[YT**4i'4.0*(L.0-Xl**Z*YL**2)
U" 1 • (j- 2.0* X, ( 1. G- XJ I (2.0'-' ( L• J- X) - YT **2+A J
U=([H( L.-f}P"2,1 ().O!X+vT"'''Z/(Z.O<'l l-XJ**2H·(Z.0>:'

;. (1 , 0- Xl ':' *3 " YL **2 - X'" YTq 4 ) I i 2 • 0" X'" ( 1 • 0- Xp. ;" 2 o~ 1\ ) ) ~ I
3 OSQRT(S)
RETURr~

END

fORTRAN IV G LEVEL 20 INTEG DA TE :: 73227

QOOL

OOOl
ouu3
u004
(JOOS
u001:>
0007
0008
0009

SUBROUTINE INTEG{y,H,N,Al
C TillS PROC-RAII Glv::S INTEGRtdlON VI<'-UE A BY GIVING N V'S
C WITH INTlRVtL ~ BY TRAPEZOID RULE

OI;-\ENS;ON Ylll
"«Y(t,
M"N-l
00 10 1\"2,1-1

101l"A1-2.0;<)'(K)
A"t A{-Y (t:l i ;'H/2. 0
RETURN
END
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APPENDIX 4fJ,

A COMPUTER PROGRAM FOR THE CALCULATION

OF ELECTRON DENSITY PROFILE

In order to use this computer program, the following procedures
should be followed to digitize the ionogram and prepare a set of data

cards.
(1)

(i 1)

First digitize the virtual height h' (f) of the given ionogram

at every 0.1 Wiz inte\Aval starting from 1.0 t..1Hz and ending at

foF2 - 0.1 [\1Hz. In doing so, only ol'dinary trace of the iono

gram must be used; missing parts of the trace must be interpo

lated; and the trace near the critical frequencies extrapolated.

It should be remarked that E trace should not be used.s
Hewlett-Packard Calculator Digitizer Model 9107A was used to
digit"ize these data. Each h ' was digU·ized up to 1 km accuracy·.n
These h I data are key-punched vfith a FORtv1AT (2014). For

n
convenience of programming, the critical f\~equency foF2 in unit

of 0.1 MHz is also key punched at the place next to the last
h '. Regardless of how may h I data we have, some pieces of

n n
blank cards should be added so that the total number of data

cards becomes nine.
(iii) Finally a data card, which gives the number of ionograms to be

analyzed, must be prepared with FORMAT (15).
(iv) The data set should be read in the following order:

(1) punched output of C IS obtained by the computer programnm
given in Appendix 4A,

(2) a card which gives the number of ionograms to be processed,

and
(3) digitized h I data.

n
This program can:
(1) Pri nt out the rca 1 heights zo' z, , z2' ... , zn and z

I c
(2) Punch out the rea"' heights zO' zl ) 7" Z and Zc with FORW-\T

~2 ' .. t " 9 n
(13 f6.1 ).

(3)
'<

Print out a table which shows the electron density in units of lO~

electrons/ern3 at every 10 km int(~rval starting from 80 krn to 1000 km,

and peak eloctr"on density N ,peak height of the ·ionosphere z ,ec c
minimum he"i9ht of the ionosphere za' and quarter tili ckncss of the



(4)

48-2
ionosphere q. For each ionogram, one column of data will bec
printed out to give the above mentioned quantities. If 24 monthly
hourly mean ionograms are given, the computer will print out a
monthly table in two pages. Table 48-1 given at the end of this
Appendix shows an example obtained for March 1968.
Punch out electron density in units of 103 electrons/cm3 at every
10 km interval starting from 80 km to 1000 km with FORMAT (13F6.1)
for each given ionogram.

fORTRAN IV G LEVEL 20 IIA!N . DATE" 73221

0001

0002
Dud}
000 1,

0005

COO6
0007

0008
0009
0010
0011
001.2
DOD

0014
0015
0016
0017
0018
0019
0020

, ,
0021

0022
0023
002 1,

0025
00Z6
0027
ooza
0029
0030
0031
0032
0033
OOY..
0035
0036
0037
0038
0039
001;0

C THIS PFOCRMl GIVES NUl PROFILE UP TO FC=18.1NHZ
C N IN UNIT OF 10.*3/CM.~3

OI~;ENSION C(17I,1701,H(J.7Z,2{,I.Z(172J,FC1711,H1124Jp
l. U'.( 2 t,) • Z0 ( Z ttl , Q C (2{. J , X ( 3 I ,Y I 3 I

DO 10 1,=1,170
NN"N1-l

10 RE~D(5,Z51 [CIM,N), H=l,NNI
REt,D(S,26) KK

C KK= NO. OF N(Z) TO BE DETERMINED
00 9 K=l.KK

9 RE/lDCS,Z-n {HlN,Kl,N=l,UZI
C rUT FC IN PLACE OF HC AFTf.R\'M~DS pur H=O.O
C FOR EACH N(ZI PROFILE, 9 CARDS SHOULD BE PREPARED

OD 14 K=l,KK
1=1

11 IF (H{It/O .EQ.· 0.0 ) GO TO 12
1=1+1
GO TO 11

12 r·m"'I-2
C NN+l= FC-IO IN UNIT OF 0.1 MHZ

llJ.) =H{l,K}
ZIZ) "Cl1.11*IH1,KHC{2,lJ"Hi2 oK)
DO 16 N=3dlN
NNN=N-l
1=0.0
DO 15 H"2,tH\/1

15 T=TtCCM+1,N-11*ZIN-M+IJ
16 l{U)=T~C( 1,N-11*Hn,KJ'}C{Z.N-IJ*HIN,KI

c TO DcTER~iINE FC AND HC
NC~'NN+l

FC=H(NC,KIIlO.O
TEMP=SQRT(O.Z*'[Z.O*FC-O.211
TEI~ p" ( {TUI P-5 Qr, T(0 • 1''' ( Z. O'~ Fe -:). II J ) I FC} *2.0
QCIKI=Z(NN)/TE~P-l{N~-lIITE~P

lC=ZINNI+Z.0*QCIKI$$QRTlO.1*IZ.O*FC-O.III/FC
ZCNC)=lC
HRlTEC(,,92J (ZINI,N"l,NCJ
~IRITFl7r29) IZINI,N"'l,NCI
DO 60 J~l,Ut

IF (l(Jcll .GT. ZlJl J GO TO 61
60 CONTINUE
61 IT"'ZC

HAXZ"{ ITIIOr
11·\ I rJ=Z (tun
I MI ~,,, I I 1\ I I, II 0 ) l- 1
"\:',= l~t,X z·· J ,.\ I 'hI
l L '" ~:NH:I'1
U,,"LUl



FORTRAN IV G LEVEL 20 HAIN

4B-3

'--- J

I J

0041
00',2
OO/d
U04/~

00',5
0046
00 1,7
VOll'S
00 1,9
0050
0051
0052
0053
005 /t
0055
0056
0057
005U
0059
0060
0061
0062
00&3
0064
0065
0066
006,
0068
0069
0070
0071.
0072
0073
0074
0075
0076
oon

'0078
0079
0080
0031

0082
00B3
OOBI.
0085
0086
0087

IN''l!.-J~l

J~i=JIHJ..

It- ( t-I~\ • LT. 0 1 GO TO 39
DO 40 L" 1, :.\~\

LI"! IHINtL-ll"lO
l (NN,cL) =lI

'.·0 F ( J N--~\""f-L I" FC ':' SQR T ( 1.0·' ( ( li.-ZC ) I { 2. C*QC ( KI ) 1"* *21
GO 10 38

39 Mt-I=O
LL=NN{·l
IN=lL-J
Jt-I=JNt-l
1 HI N=1\I\Xl

38 Z(LN1=ZC
J Nri" J N-:,11-\
DO 1.7 I" 1 , J NN

11 F(I)"1.OH1+J-2l"O.!
DO ',9 i=I.,JI·i

49 liI!=l(l<-J-l.l
F(Jt~)=FC

IT=Zll)+<J.05
MINZ=! rTIlOI<-l
NO= I tH r-;-r'.1 NZ
lO(l<l=H(l,Kl
bo 18 1=1,1.72

18 H( I ,f\) =0.0
DO 19 l=l,NO
I Z=1<1 NUl-a
XI" {/-\I NU I-U*1.0
DO 43 N=1,JN
1 F (l (N) • GT. Xl) GO TO 44

43 CONTINUE
GO TO 'l6

'.'. DO 45 /1.-"1.,3
X('~I"l(NH\-2J

45 Y(~iJ=fIN+I".-2)

CALL ILAGIX,Y,3,XI,YII
19 H(!l,K)=l.24E4*YI**2/1000.0

IF (Mt-I .LT. 0 ) GO TO 48
'~6 DO '" I=I.,I·\~\

47 HIIl+I,KI=1.24E4*F( IN -MM+[I**2/10CO.O
C TO DETERMINE NIL! ABOVE Ie

'tS I r" lOO-I·jAXl
DO 20 [=ltl1
l L" ( r~A XU!. I"" J.O
ll=I17.··2C) 1100.0
F r~ = 1 • 2" [I, ,t F(if" 2

20 Hn\I\~:Z+I-7,Kl=F/{*EXP[(1.O-·2l-EXP!-ZZ.11/2"O)11000.0



4B-4

FORTRAN IV G LEVEL 20 J{AIN DATE .. 73227

00013 ( ~I ( K1 ,. r i-Ill 000 .0

0089 l'~ lMlK)=lC
0090 1 F (KK cGT~ 12 GO TO 22
0091 hRJTEl6,901
0092 DO 21 1~I,93

0093 IH~llOl-I)'>lO

0094 2l ~iRITE((,,26) 111, (lJ( 9"',1.1<) rK=l, KIO
0095 h'RIE{6,ZfJ) IE !.\ ( I ) , I "1 ,KK)
0096 \,RlTU6,Z8i ( v' ( I ) I r" 1 , KK I
0097 ~iR I n I 6,2 tl) ( Z0 ( I ) , 1 =c i , KK)
00'18 I-IRITH6,281 ( QC 11 ) I 1" 1 ,KK J
0099 GO TO 31

, 0100 22 WRIEl6,90J
0l.01 DO 23 1=1,93
0102 IH=llOl-Il*lO
0103 23 I-IRIT[(6,25) IH,IHI9 /t-! ,K) ,K=lvl21
o1 (J/~ I-IRlTElt,28) ( EIII i ) , I = 1 , 12 )
01Ll5 I-IRIT[(6,28) (Zt-'(Il,l"J.,121
0106 HR 1 lEt 6,28 I (l0(1),l =1 ,I21
0107 i-IRIH((:,Z8) 10Cll) d=l,KKI
0108 KT~'KK"12

0109 WRIT[16,911
01.1 0 DO 2 /J J=l,93
OUl. II1=1101-!)*10
Olt2 24 I-IRITE(6,Z6) !H, UH94-1,K-HZ).K=I,KTI
0113 I\RlTEI6(28) lEMI!+I2).1=1~KT}

.J o11 Ii' WRIHI6,28) (ZMII+IZ),I=I,KTI
0115 HRIHI6,Z81 (lO(!+12J,I=1.KTI
0116 h'RITE(6,Z81 (CCll+lZI.I=I.KTJ
0111 31 DO 32 K= 1, K/\

l_J 0118 32 ~;RIT[(7,29) {H[I,Kld=1.931
0119 25 FOR :V· T ( 1 1 F 7 • 5 I
0120 26 FORMATl15,12F7.11
OUl 27 r:ORfJf-T 120fl,.OI
0122 28 FO;::I'I,T I 5x, 12F 7. II
0123 29 FO!<I-IAT (13F 6.1 I
0124 90 FORM/': (lIJI, 3X,' 00 01 02 03 04

1 07 08 09 10 IPI
0125 91 F[) R, 1\ I>. T I I HI, J X• t 12 13 14 15 16

1 -19- 20 21 22 23 Q )

0126 92 FORMAT(5X,lOF7cll
0127 srop
0128 END

FORTRAN IV G LEVEL 20 lUG DATE" 73227

oooi

0002
0003
OO\) I,
0005
0006
0007
0008
0009
0010
0011
0012

SUBROUTINE ILAG{X,Y,N,XI,yIJ
C LAGRhNGE INTERPOLATION POLYNOMIAL
C N= NO. SF DATA POINTS
C Y=FIXI
C 'Y!=F1XII

DIMENSION X(N),Y(NI
Yr=O.O
DO 25 K=l dl
0"1.0
DO 20 J=l,r~

I F (J- KI 1 5 , 20 , 15
15 B~f"q(XI-X(J))(XIKl--X(J)l)

20 CONTII,LJ[
25 Y!=Y!+ll,-YIKl

f, ETURN
END



TABLE 48-1 1'10nth ly Table of the ~1onthly ~lean Hourly Electron 4B··5
Dens ity Profile for Geomagi-Icti ca 1ly Quiet Days in
t'larch 1968.

z_.: ___yl)___ y 'Jl.__ .vz____ ~_L_,__. _c~___ --!_;.'!.____ O'l..___.C)!.____(!j!.__tX~ ___ .J.(!__._._'J-.-
lvvv " .. 1 I"l • ..... ..' l .. l ',.Q 1.1') Lt.! j').1 lb. 1.1 41., .. S />1'< .. '. 111." !I"~')

'j"/V jta.4 II • ./ 11.1 H), I. ~.v 11.)\ 1f,. 5 1/. ~ Lb. 1 7.'.V 111.1 1/5.6
~~hl )b.C:: l"J .. ) 1.1 • .! IV •• ". ~ 1 4 .S 1/.1 )1\. '$ 4<;'.1 75. , 115. J Ill.O
~ 70 )o.LJ j'J ... ' I'-.S 11 .. ,. e•• 15.1 I R.l j.,. j 51.7 7 Q

,,', 1 J!. 7 1)BC"6
9t.IJ f,V • .J Jl." /5 .. 1 11.0 q. , 1~.0 1?2 II. n 5~.J H j.1) 113 .. 4 ~ l, '). 9

""'0.) "I.V jlo.l Z7.0 J}.6 9.ij IO.~ 20. I }.l. ~ 57. I lJ1.Q p.l) .lj 153.)
e;- .. ;; c.'t.L 1') .. '1 I. B .. I. I.!.' 10. } 17.7 21 .1 15.2 f,u.O q/."i I ~,. a 1/'1.2
'J Jv 1,,') .... jl.(, l7.~ ll,.U Iv •• I H.I> n.2 1..... '1 f) .$ .. 1 'J l.t l' O. " 16~.~

9<0 c"d .. d H.6 31.4 l~. 1 11.~ 11.5 2.1. ~ ).i. n f)f,.3 102.1 \l)').O 178.1
91v ~ 1.. j. L.l .. h 3.1. a 15.4 11.9 2 0.5 2 1, .. b (0. n 69 .. 7 lor ~ J. 11 T. b IS).2
'Iv\) ~).. 'I ~ j, / .1'.7 1')02 I L. 5 21. & 25.0 ~l. 'I 13.3 112 .. tl Il,b.l 196.&
£l'iiJ ~ b .. 1 I.t. .u )6.1, 17.1 13.1 1l.7 n.1 <~. I 77.0 II 8 .. b }<;6 .. 3 20&.$

bblJ 59.6 4" .J ) II. 3 17.1 13.9 23.n 2',.5 <7.4 81.0 Il~.7 2C6. J 211. ' ,
o)v bl .. b 5tJ.tl loll .. 3 18.3 l<.~ 25.0 29.9 ~ 9. B 8 ~. I 131.0 lIo.3 li. e. 5
boO bS.b ')}o'. "2.3 I q. 3 J 5 .. ) 2~. 3 31. , 52.4 89.~ 137.1 221.? 2'10.2:
B)v b 9.1 56. I '-'4.5 2 0 .. r~ 1&. I 27.0 33.0 SS .. 1 9"00 l44.1J. 2J'L 5 252.~

"~0 12. T 59 .. Q ~&.7 21.9 10.9 ,1.0 3'.. 7 5).9 95.0 15 (.1 251.1 2&~.3

eN 16. ~ 62. a I,t:.,.l 23. a 17.8 JO.5 3 ~. 4 'lO.8 103.9 159. q 2t-:4 .. $ 27r..8

620 lIlI. J 65 .. 1 51.6 2't.2 18.1 32.0 33 .. 2 6J .. 9 109.2 1& '-I 218.0 293.0
Blv e~.4 68. I f 5', .. ') 25.' 19.6 }J.6 'to.2 67.2 11,.8 17& .. 6 201.2 30).9
800 C(" .. 7 71.9 57. V 16.7 20.6 35.3 42.2 70. t !lO. & IR5.& 307, 0 323,,('

79v 93.2 7S46 ~9.9 28.1 21. & 3) .1 't'l .. 2 74 .. :2 12 &.8 I 9 5.1 321.6 340.1
76v :;1 .. '] 79. l t b3.tJ 29.5 n.1 3,.9 '+6.4 78.0 1».2 205.0 )3,.0 357.3
77V 102.9 83 .. 5 6&.1 31.0 2J.9 40.9 I" a .. 7 S2.0 1~0. a 21 5.4 356. I JI5.~

7&0 IvB.! 87. 7 bQ.5 32.6 25. I 41.9 51. I 86.1 147.2 226.3 J74.2 JS"t .. 5
150 113.6 92.1 7 J. 0 34.2 2h4 1,5 .. 0 53.& 90.5 1Sl~. 6 231.<) 313. I II 11, .. '~

74v lt9.3 96.& 7h.7 J&.O 27.7 (,7 .. 2 56 .. 2 95. 1 162 .. :; i'19 .. 8 412.9 .; 3 5.4

73v 125.J 101 •./ 80.& 37.8 29. I ~ 9.5 58.9 99.9 17 0.8 l<,l. 5 ~33. 7 ~57.3

720 I J 1.7 10&.8 84.& 39.7 )0.5 51.9 61.8 104.9 ;'7'1 .. -4 27'. ·1 4~5.5 I. 8C./~

710 1J d .. j 112.2 Be.9 41.1 32. I 5'•• 5 64 c l 110.2 1 a8.5 209. b 478. /t 50~.5

7vv 145.3 11 }'9 93.3 43. B 33.6 57. I 67. 8 I 15.8 19 e.. 0 3 OIl. 2 502. ~ 529.9
690 t~.2. :> 123. " 98.0 ~&.l 35.3 59.8 71. a 121.6 208. I 319.4 S27~5 55~.4

68v 100.1. 130.0 102 • .,. 48.4 37.1 62.6 74.3 127.7 118. & 335.4 553.8 58<\.2
1>70 1 '8. Z 13&.5 108.0 5tJ.d 38.9 65.& 17.7 13~.1 229.6 35 Z. 2 53 1.3 613.2
660 17~.~ 143.3 113.3 53. ~ l. o. 5 &8.7 81.2 !'OO.8 2',1 .. 1 369.8 610 .. 0 t4 3.1
650 Ib 5.3 1 50 .(~ 118.9 5 &. I t, 2. S 71.8 8 ft .. 8 lit 7 .. 9 253.2 38,.1 6't 0 .. 1 67~.~

b't0 1;o..,.'t 15/.9 L"?/hB 58.9 'i't.9 7, ,j 88.6 1:5 .. 2 2& S. 9 '107 .. 3 &71.5 70r.a
630 ~.)"'.l) 1"5.7 130.9 61.8 47.0 78.5 92.4 162.9 271.2 427.J, 70~.4 71, 3.&
6Z0 214.0 173.8 13 7.2 6~.9 e. 'i.) 82.0 9&.3 170.9 293. I 4l,.8.4 738.6 779.9
&10 2t. t i .. 5 182.3 143.9 bS. I 5 t.6 85.b 100. ) 179.3 301.6 470.4 714.3 817. e
6VO 235 .. J 191.l 150.8 71.~ ~/t. 0 89.2 10'•• It 188. I 322.8 ~9 3.2 811.5 A5" .. "3
590 240.7 20J.4 15 S.O 75.0 56.6 93.0 106.5 In.3 338.7 517.1 2.50.2 e98.4
580 h6.5 ltO.1 165.5 78.6 54,,£ 9&.8 112.6 206.8 35S .. 3 542.0 8<iO.5 91,[.2

570 270.8 220.1 173.3 82.5 61.9 100.6 1 \ 6.8 216.8 372.7 567,8 93l.3 985. i
560 253.0 7.30.6 /81.3 8".5 f;1,."! 10', .s 120.9 221. I 39 0.8 594.7 915.6 1031.8
550 296.8 21d ~.It IS'!.7 9G.6 6/ ~ (:, 10 0 ~ 5 125.0 2Y(,.9 409.7 622.7 1020.4 1019.7
5',v 310.6 252~7 198.3 95.0 7 0.5 1l2.~ 129.0 249.1 '.29.3 [·51.6 1066.7 1129,2
~ 30 32 ~t-. d /64 .. ) 20 I. 2 99.5 73.6 116.2 1J2.[ ~ 6:) .. 7 44 q .. ~ he 1. 6 1 11 'I .. 5 lleo.3
52U JJ9.4 2.;6.3 216 .. ', 10'1.2 76.7 12G.O 1)6 .. 5 Z 7?.0 7 471.1 712. & 1 t 63,. 1 ) 233.0
51U .3:;' 1;.5 288.8 2 Z ~l. IJ 109. I 79.8 Ill.7 130.0 225.l 49),. 1 7','•• '5 121~. 1 llG7.2
500 37 O. I 301.6 Ll5.5 It'h 1 eJ.O 127.2 ll~). 0 2'17.9 516.0 7n.~ 1/65. ( 13"2.8
6t'JO 3d6.0 31', .7 Zif 5 .. 3 119.J 86.3 130.6 145.8 3110l 539.7 8 II.? l318.' 139~d\

~80 ~v2. 3 .:>23 c 1 255.3 12'... 7 89.5 133.7 Ute. 1 324.7 5&l,.1 13',5.1 1371.9 1451 .. 6
'.10 .It I B. d 3 f.1. q 265.5 1}O.3 ~ 2. 0 136. Iv 150.0 338.5 589.3 B a1. a I'; 26.1 1516.5
460 435.7 355.6 27 5. 7 136.0 ~6.0 v 138.8 151.2 352.7 615.2 916. a 1'.60.6 1516,0
45U 452.7 J70.0 205.9 141.S 99.2 140.8 l~' J. 9 367. I 6 /.1.8 q 53.1 1535,2 1c35,.5
4

'
1() 4~9.7 38 .... 3 2'6.1 147.8 le2.J 1't2.3 IS 1. 3 30 1.7 66 Q. a 9 e <;.7 1~c9.6 It9 5 .. .,

"'3u 406.8 ]93 .. 6 306.2 153.9 lO 5.2 143 .. 1 I"; a.. 3 30:;6.4 69b.7 102&.3 l6 t,.3 .. 2 1155.i.
~20 5J3.7 412.a 31 &.1 16').0 lea.o 143.3 [1,2.6 ~ 11.2 7;: 4.9 Iv&2.8 1&<'5.& IP 13.7
'dO 5l0.J 4?6~9 J25.7 lub. J 110.6 t41

•
3 13 /•• ) 4 2S. q 7,>].3 10<;8.3 1 "['.. 6 .. .3 101C.9

~00 ~3 & .. S ~'0.7 3~(h 8 17L.5 113.0 36.5 12,.8 440.4 782.0 113/1.0 179~.& 1~26.0

390 5,2.0 ',5'1.1 343. '.. 178,. 0 115.1 118.8 II J. 1 45 /, .. 6 8l0.6 11M,) 1839.8 1978.4
38\1 5~t> .. S 4~7.u J~>l.l~ 18S.0 II b. 8 11.,.2 10 1.5 4 t8~ 5 839. I 1200.& 1081.2 2027.2
370 500. ~ 't 7).0 35 O. 'i· I~ 1.1 11.8.1 10'1 .. 2 !3'}.4 .11 C) t. 7 867. I 1231.2 I ~ 17.~ 2071.7
.16,.; 592.8 ... '/.1.2 3&'",5 191.0 11n~9 93.2 16.5 4';'+ .1 8°4.') 125~.2 1947.\ .( i lO.f}
350 en}).6 50J.l )69.4 202.7 119.2 87.2 b 3. 1 5C~ .. S 920.<; 12 s 4 ~ 1 1713.7 214 3 ~ I)

3~0 vi 2. (, 508.7 372.9 203. 1 113.3 f<ot.7 48.8 515.8 946~O 130 5.~ l<;C;O.1 2169.0
33J OI ~. 3 515.6 ) 7 l,. 8 213. I 115.7 61.8 0.0 574.6 96'l.4 1322.3 19" 9.2 2185.9
32U 6l3. b 510.6 314.5 217.& 111.4 46.~ 0.0 5 J 1. 6 9,0. -I 1334.2 1~93.4 1193d
310 bi.:>. l- S? 3. 1+ J&8. I 221.5 105.' 27.3 0.0 53&.8 10J1.5 1 3.f1 O.4 1 ')53.6 2169.7
3vv bub.) 52-.1 .. 0 35 ~. 5 2~':"'.8 9 7.3 0.0 0.0 53'=1. /:; 1025. 3 Il3L3 1877" S 20:30,.';
2<;v Sjt!.b 510.6 334.9- 22 7, 2 e8. I 0.0 0.0 539.0 1031.6 1)01.7 1)[,0.6 1qc 20 3

2W 4.:50.5 'lSL 1 J.JcJ.4 220. ~ 78.0 0.0 0.0 ') 24.0 1045. S 114 g.9 1623.7 1f\08.O
27v 31 C>. 1 <3 7.5 275.7 n9.3 67.~ 0.0 0.0 492.3- 10",Q. '1 1175.5 1452.9 1620.1
20v 2500 V 310.9 23',.5 223,& 56.5 0.0 0.0 4~;'0 4 10>6.1 1010.d 121>5.2 14 2'J. 7
L50 IJ 1.1 235.2 lu 1.9 207.7 '-5.3 0.0 v.O It C5 .. 0 97<:?'09 9'-H..... S 10 7 9.8 1?J9.l

2"0 v.o 15-::;.9 l~o .. 9 165.9 29.J 0.0 0.0 J52.7 840 .. 2 392.0 '?C(}.6 10H.6
230 0.0 "2. r; 17.5 96 •• o. a 0.0 0.0 2 <;5. ) /15. l 181.6 160.9 ~04. 5
220 v.\) 0.0 38.8 O.v C.O 0.0 0.0 226 .. 8 6)~'0 S 66J./ 637.2 754.~

ltv 0.0 0.0 0.0 0.0 0.0 0.0 0.0 161..6 ~d9. J 5 it 7.6 53~.6 621.7
2vv v.oJ 0.0 0.0 0.0 0.0 0.0 0.0 II ~. 1 J~c 9. ~ 4(,1. S 1..59.2 52 0.)
l,v D.lI 0.1) O.ll 0.0 C.O 0.0 O~O f\ t. :\ 203. 3 37 c.2 )<1,.~8 432.1
lulJ V.O 1l'0 O. II 0.0 0.0 0.0 0.0 11.6 lQ l G 9 3v&.7 )4 t. 3 36r.6
170 0.0 0.0 0.0 O.v 0.0 0.0 0.0 52. I I) 1 .8 252 .. Q ;o6c). 32-.1.
160 O.v o.e 0.0 0.0 0.0 0.0 0.0 t..9 .. S 12 O. T 209.3 15". d 286.l
15v 0 .. 0 0.0 0.0 0.0 Cc. a 0.0 0.0 .6.7 Iv 1.1 110.0 211.2 ;51.8
I~v v.v o.v 0.0 v.v O.ll O.V 0.0 44.1,- ~:. ~ 1.r.0.1 In.~ 216.Q
lJV I,). U 0.0 U.O .1.0 0.0 0.0 0.0 35.0 t. r'J .. ) 12" .6 101.5 lel.6
110 O.l} 0.0 <J.O 0.0 0.0 0.0 0.0 0.0 d 1.1 Ill.0 148.6 169.9
th.1 \Jot v V.V 0.0 0.0 0.0 0.0 0.0 0.0 0.0 cd.~ tlO.9 I J d.8
10v I,.I~O 0.0 0.0 0.0 0.0 0.0 C.O 0.0 0.0 0.0 0.0 0.0
.0 v.v o.v 0.0 o.v 0.0 0.0 0.0 0.0 0 .. iJ oJ.O 0.0 0.0
tid __...J._"-.'L.- __ .l~.l~__ -._~.·_9__ ._ u~\)__ _~._-l__~'I~_O___ (}.O___o~__o_____ Q._Q __ ~,___ ()_~IJ__~,:.Q____.9 :9_

:--X~;~ .. <'>.'~'. 1 ~ I J.'] J [~. 1 /19. ) Il-) • .! I' ). ) I '<1.9 I, <. ~l. 1 lv', q. 'i 1 j/, l .1 / OC0.0 11 'I},,,

Ie JI J. 1 J \) ~ • S I; <.,. 1 lIJ. ~ Y"I).1 t., J l. iJ I." 6." 1·n"l7 If-1. "$ 3 c>.l 3". \ )t{\.l

20 'IoU.V '/7.ll 1I 5.0 .:.24. .\1 2)t>.O )0'J .. O jJ 1 .. 0 I I~ ~ 0 Ill. a 11) T. v lu1.0 101.0
qc loJ.l 'f(~ to) 51.~ 3).6 ~ 'l.,. Q ) O. ~ ~ J .. b H.I 34., • B.I H.G H.c
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best availa ble copy.
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0~ JIll I' IS Ir, 11 \". I~ ?\J ?I n ?l
~~~ --IJ~v-v--i"'>I·.;'--ii' .. u·--ir;~·~-,)--(t.-d.J-f'·,-:):q~)J.I:'~ i i~:i., -f,...iU .. l--~':i .. )----c,U. '--H~

~'J" h~. J 111... 1 1111•• 0 lll.~1 l'f:.,> IJ'(.!:J 1.1'>."'1 Ilt.o\ IV'... It ~x.) A.,}.tJ 311.1
\tuv l~j.l. 1-1'>.) l'i'h~ pq .. d 177.2 I',I.,,~ 14l.S 111.1. llf}.fi '.1 .. j ".5.U 40.7
~Iv 1~1.1 11',.1 lV'•• I, 191.1 )P1"l 17'.J I<~." I!'.I 116.4 6'.S H.J ~l.A

'Ir.-V 1:.'.') l(j4.1 ,I) .... l 7Ul.1.lJ l"~.l:) I'i'•• ) P ..d .. 4. }41.0 1l1.4 ,:>1.1$ PJ." <\5.0
9~v 110.1 ?1'.? 2<7.1 211.2 2LS.8 19\.7 ll.S.S 1".< l<il.6 -n.l S2.2 '1.J
~"v IdLj l!.f•• l Ijll.o 22.~.u lJf,.} IOS.b 174.0 l~').,~ IJ~.2 1'•• 9 ~4.9 ... ·1.7
IfJv i'ttl." /)/./ /':>1.0 2l\.J 2,'1.4 It'I.O lJj?'1 IJ;~.I; 142.1 JR.7 S7 .. 7 57.1
~lv tvo.'1 ;t,.'I.9 /{yi.13 21.S~} 13'?() lZ5.v 19"2.2 11!..1 1'*1 .... 81.7 1)0.7 54.9
91v 1.l1.~ lol.1 177.3 251 .. tl 2~1.3 .('j').5 2U2.0 IBO.I) 157.1 b1.tJ bl.t! ')1.7
~l>V ltb.6 71b.1 l'J1~S 771 .. 0 7t,.t~.1 74f\.6 211' .. 4 1'9u.2 Ib~ .. l 91.~ 67.0 60.7
b!J,J l4v.J 2<1J .. 2 JU0.(,. 2d'r.P' 277.6 L61 .. } 223 .. 2 1<;').1 11).1) 9&.1 10 ... 5 63 .. &
vel! 25? .. b )!)')_O 372.0 29~./t 2'-11_8 21/~.b 23i..6 2.10 .. 1 19l~4 101.0 74.1 61.0
t7u 2~~.5 )2U.6 ),~.4 314.7 )~6.7 253.7 Z~~ .. 6 {'20.? 191 .. 7 10&.2 77.9 10.5
fl,V L19.0 336.9 3S5.1 330.1 JZ2.) 3J3.1. 2S9.2 I)l.1 201.5 II\,6 AI.8 H.l
esu (!'iJ.J j~4.1 );) .. 8 341.t... 3JB.B 31D .. 9 212.5 244.:'" 211.8 111.3 Ct> ... O 77.q
b4l..1 3 ..Jo.2 372.2 397. .. 9 365.3 ).:11 .1 )35.2 28/). t". 2'3f,.lo 222 .. 6 123~3 <i0. /t 81",9
1:;130 3c:.>.'t )'JI.l 4L2.c; 384.0 374.1. J5l.) )01.0 26'),5 23).9 129,,6 <;5.,0 s:.6 .. 0
620 3~:).'t '.11.0 4J,'..q ~03.5 393.3370.2316_3 2A3"Z 2L,5.8 131).7. <;9.9 90,,4-
elu )j7.a "'.sI .. ? 4:;'6.0 424.1 1,13.3 389.1 332..4 2';1.1 2SIi.) l'f3.l 1(,5.0 95.0
bOl' 375.'] l,S}.9 I t 7Q.Z 445.6 1.3~.3 40;3.9 3"'1 .. 3 312.$ 271.5 l~O.~ 110.3 <:]<; ... 9
''Iv J<.J5 ••} 47,~,~? 503.5 '1AI3.3 'I;S.4 (,29.7 3~,7.1 }23.1 285.3 15'Ll liS.? 105.0
700 41~.1 5;)1.1529 .. 1 /11 2.1 '179.6 451 ... 53:;15.8345. 1• 29q.7 166 .. 1 12l .. 9 110.3
770 't.~c,.t ~Z6.5 55:".9 517.0 503.9 't14~4 ItO~.3 3~2.9 31 /t .. 9 114.6 121:3 .. 0 11~.9

760 4~&.7. 5)3.1 ~;i3't.O S>lr3~2 529.4 ft98 .. 5 Il 25.9 381.3 330.'; 183.4 L)f".6 121 .. 3
750 "131 .. 4 ~;&I.J. (13.5 510.1 S5fJ,.2 52; .. 1 4't1.5 '.C0.6 )'t7.6 192.7 1'110-"; 12e.O
741,,; 5J5 .. 7 61J.'1 6/,4 .. 5 599.5 5b4.3 550.2 1.70.1 L20.~ )f,5.2 202.5 l'tR.6 13L;.5
73v 531.2 Mid 676.9 621.8 613.9 O1e.O "1.9 "'1.1 30).6 112.8 156.1 141.}
120 5~6 .. u 61J.) 7l1.0 b61.5 644.7 601.1 513.8 46~.4 402.~ 223.5 lc4.0 148 .. 5
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APPENDI X [;

RAY TRACING IN THE IONOSPHERE

5.1 Introduct-i on

In ordet to obtain the Dopph:r frequency shift f,f ~ we must first

establish the ray path of the radio wave propagating in the ionosphere.

A procedure for finding the ray path is called ray tracing. A set of

rul es \\'h'i eh gOVr::l'liS the behavi or' of the \'fa vo normal lind the r'ay

di recti on in iJ. unHonn magnetoi ani c medi U!11 c,nd enab1os on(~ to txace

a l'ay path in the 'ionosphere \'lo.S surn:nal'ized by Gremmer' (1949). La\\'-

renee and Posa,kony (962) viOrkeci out a computer progrur:l by e.pply'ing

these rules and using an iteration method to avoid the dHficulty of

calculating the refractive index ~ in the next layer~ where the wave

is going to be refracted, without precisely knowing the direction of

the Hay,:,: nDrma'l there,

Basedon the p\' 'j nci P1eS 0 f Ham i1 ton 0 ptics, Haze19r 0 vc (1 954)

, 1 I l ' , I I [ l ' 't,..·· l'ceve opea a ray traclng melloa Jy so ving a se - or SlX Slmu taneous

differential equations in terms of the three position coordinates,

three variables indicating the direction of wave normal, the phase

refractive index. and the partial derivatives of ~ with respect to

the six variables. Jones ('1909) developed a thn~e d'inK:nsional ray

tracing computer program based on numerical integration of Hazel~

grove t s equat'; ons, 1\1 though Haze'] gl~OV'2 I S method is sui tab 1e for

nUi!1ertcal calcuL:lt'ion~ it does not lend itself easily to phys'leal

Booker (10,39, Ci949) ha.s introduced d qucmUty q as the vertical

component of ;j vcc:Lo)' vrIth 1:1,1gni l:Ud2 equal to the )"cfr2ctive index ]l
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the \'!iWe norma" and the vCl'ti co.1 ~ then q can be expressed by

q =:: 11 cos 0 (5,1)

l J

By Snell IS 12\'/1 the base of the h'iangle is ahtays equa'j to sin 8 I as

shown in Figure 5.1 t Bookerls method of ray tracing involves the

solution of a quartic in q. By integrating partial derivative of q

\'lith respect to he"j ght, the ray path can be estab1i shed.

Besides the above methods, Titheridge's approximate method

(1959) and Poeverlein's grapllical method (1949) are sometimes used.

Although Bookerls method is vory elegant for y'ay tracing, no one has

reported havi ng dove'loped a computc::r program based on 'i t. The pu rpose

of the present chapter is to develop a tlvO di rnens i onCl.l l~a.'/ traci 119

computer program using Booker's method. This program is essential for

the theoret"ica"l ca'lculat'ion of Doppler "i:-requency shHt.

5.2 Derivation of Booker's quartic

Assume that the ionosphere is constructed by a number of thin

discrete layers in each of which the medi~m is homogeneous, Let a

plane wave be indicent on tho "ionosphere from below and let its wave

normal have direction cosines (51' 52' C) so that it makes an angle

e I with the vert"; co.1 as sho\'ln "I n Fi 9Ui'O 5.2,

cos 8 T =:: C
J.

S 'j n
2

9 I = S'1
2

+ S2
2

and each field component contains a factor

Then,

(5.2)

exp {-ik(SlX + S2Y + ez)}

In the nth laycln

l each field component \'rill conti'dn a factor

and by Snell's law

11
1
,S in Cl

I
-
1

-. :::..i n 0 y - s" 2 + S 2
i J, l 2

(5.3)

(5.4)

(5.5)
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. ')
Sln~r

Figure 5.1 A figure shewing the: relationships among q,-~ and 0.

z

Fi~Jurc 5.2 fl. f-jgure sho\lln~) the direction cos-inC's of a \'1J.VC

non:kt1"
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By the definition of q,

q ::: jI cos en n

\'/hence wi th (5.5) > Vie have

2 2 J S 2 + S 211
11

::: q,. ~ 'I 2

and (5.4) becomes

(5.6)

(5.7)

(5.8)

The direction cosines of the VliJ.Ve nonllal are from (5.8)

S1/ rs;-~.~~' S:I'~r~:"'-;'2, S2/ rs.?-·~·~·;-"~-'-;'2, q/ r;;;z-;:s22--;~-;j~2 ,
(5.9)

and
ajI ::: ---J...___ :::

n cos 8 n
(5. '10)

Equations (5.9) and (5.10) shm·f that once the q in the nth layer is

found by some means, the refractive index jI as well as the direction of

the wave normal can be found. The derivation of Booker's q can be done

in the fon owi ng vlay.

Consider i:l plane wave in the nth layer with all field quant"ities

dependent on x~ y, z only through the factor (5.8), Then, symbolically,

we may write

a - 'kSax = -1 ,- "\ -ikq (5.1'1)

The Maxwell IS equations in Cartesian coordinate system are

dE dtz _~i. ·-i jlOitJi\ 1oy - az -

aE dEzx
(5.12).. --- -~ _. -j p

o
L&1

y

r
(lz ax

dE dE___.Z. x
"j ('11

)
dX - '8\f-~- - - 11 0 JJ 'z

.)
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:::icu(t::E +p), () z z

ClH.x oll z
8Z~ r~ ai- ,: icd)y :::

aH ClH
\f x........,.--:1.......... ~ __.. __, ;:~

dX dY

'I Cu (caE + P )x x 1

J
(5,13)

where E, H, and P are electric, magneJcic) and po'!tH'lzation field inten,-

sHies respectively and lJj) cO~ and 11'0 are the angular frequency of the

\'lave} permitt"ivH:y ane! penn2abinty of the free space, respect'ively.

Substituting (5.11) into (5.12) and (5.13), the results can be

reduced in the matrix form

0 S )
,.....

E

[
H 1-q 2 x x

J

q 0 ~S'J E :::
Po H (5.14-)Y y

-S2 Sl o J E
EO l Hzz

0 ~q 5
2
1

r
Hx 1 ' E '

[:~1
,~ xl

0 ~,S'I H I
-~f 1q

l
E .

(5.15)Y .-

E
Y I

- 1;"::="-'='-

",S2 S'I 0 H
JCOi-lO l/ Iz z J z .I.. ..

By e1 imino,ting H 1\, ' and H bct\'lcen (5,14) and (5.15), vie havex' .) z
'" 2 S 2 I

[
px 11 -0 - S,S,. Sl Q E ...

I 2 (. x
p I

S1 S2 1 2 <:; 2 (" E + 1 0-q -"~ 1 J 2q yl :::

I y EO
1 ~ 2 S 2

Pz J$,0 S2Q '-~"I ," 2 EI I Z..
The constHutive rc'lat'ion in the llIiJ.gneto·ionic mc;d';unI cun be shown to

be (for' instance: n:fer- to E;udclcn [1961]);
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1\ l_t2y2 . Y s: y2 'i mY -,Q,nY2
.• 'Ill - .Ill

1 Py
x 'j nY ~tl1ly2 1 2y2 'oy y2.,

" 1:.y-2- ", ril ··1 ,_ "1'11n .
~...~ ....

Co ., y (/ y2 Hy-nmy 2 1 2y2Pz -1m "'~vn -n

Ex

(5.'17)

where 9v~ mf n are the d-irect'ion cosines of the vectol~ Yv/h'jell is

defined to be opposite in direction to the earth's magnetic field vec

tor. The matrix multiplying (Ex' E\I' E )T is called the susceptibility
v z

matrix of the ionosphere, and will be denoted by [M]. In terms of [M],

(5.17) is wr'ittcil as

Px 1 r~xx r~xy M 1 r
Exz x

1 Py
::: ~,1 Iv1 11 I Ey~ yx yv yz (5.18)Co .. 0,)

tPz !~ >' H [Vi E
) z. zy zZJ z

Eliminate IPx ' Py ~ pzl behvcen (5, '16) and (5.18L \'Ie have

2 2
J
y1 , ('" <:: 11 S'lq Mxz1l.,q -S2 + ~)r"2 + +xx xy

S,52
fA 1 2 2 .

5 qHi-I- - q S.. +['1
'yx I yy 2 yz

l S,q -I- 1'1 S2Q ~, Mzv C2 ,
f\1 zz JTzx -'..!

(

E ::: a
y

E Jz

(S. "(9)

For non-trivial solutions 3 the determinant of the coefficient matrix

in (5.19) must be zero. This gives the quartic equation in q

fJ ') 2
F(q) ::: 0: q ( + (3 qJ + Y q - + 6 q + S :.:: 0

2 ') ?
0:::: (1 - Y-) + X( n''Y'. .. "I)

rS.20)
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y - «" 2(1 - X)(C2 X) -I 2y2(C2 y'
.\ )

Xy2 { 'j C2r/ (SlQ,
2 }+ - + + 5

2
m) .

<5 = ~2C2nXy2 (s -19J ·1· 52111)

(5.21)

In the above derivation of Booker-Is quartic~ the effect of col11siol1

has been ignored.

If we consider the two dimensional wave propagation such as in

y-z plane, then 51 = 0 and (5.21) red~ces to

( 'I ./2) , x( 2y2 'I')0: = ., ) ,- \ n ..

6 = 2nrnSXy2

y = -2(1-X)(C2-X) + 2y2(C2_X)

+ Xy2(1_C2n2 + S2m2)
? r)

o = ··2C-nmSXY"

(5.22)

£ =

whelAe S -- S2'

For the nth 1ayer j the e1ectrOi! density N and the magneti c f'i e1d vece

tor Bo aTe knovm j and, therefore, X, Y~ Q, ~ m~ and n can be cal eLll cd.:ed.

By -j nsorti ng these quant'j ti es, together wi til S, into (5.22), the co-

efficients to the quartic equation (5.20) can be calculated for the

gi ven 1ayer and q can be determi ned by sol v'i ng tlri s equati on. There

ate fOUl~ sol ut'i ons h/o of VIhi ch represent the upgoi ng 2nd dOi,lt1comi ng

otdi naty i'ID.VCS) and the othor b:o represent the upgoi ng and dO';Jncomi ng

extY-aotdi ncll~Y \'laVeS,

5
...,

,..) Sohl t-! 0 n 0 f L\ () 0 kcr I s C] ua\'1: -1 c e. qUCl t ion

To f'ind the solut"ion of Booker!s quart."ic equcrtion (5020) ~ on(~ of

be used, but oj t
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would be more convenient to assign a series of fixed values of q and

solve the equation foY' X,

and can be i'/l'i Hen as
"!

j~X2X.) + + BX + r -. 0

I'lhere

In terms of X~ (5.20) is a cubic equation

(5.23)

l
J

(5.24)

For a g"j ven magneti c fi ol d vector 130; and an "; nei dent o.n91e 8 I)

(5.23) can be solved to obtain a q-X curve. Although the curve will

be different for different incident angles, they will appear similar

to that shown in Figure 5.3. The solid line curves refers to the or-

di na()' wave> and the broken "l-i nc curves to the extrao)~di nary \'!3.ves.

This set of q"X curves was obta"ined for the I-lave frequency tv/ice the

r- • Y l/() de liCOgyro Tl'equency> 1. e. ~ =: ,- > an . I :::: If;) • In Section 5.5, a com-

puter program has been developed to obtain the q-X curves for the radio

path with transmitter locating at Maui, and receiver at the University

of HawaiI.

5.4 Ray trad ng by [30oker' s equarti c

Booker (1939, 1949) has shown that the ray path of the ionospheric

radio waves can be obtained by solving following two equations:

(5.25a)

\</hcte ~(0q/dS<I) ilncl --(3q/ClS,») oTe the increases in horizontal disp"lacc!-<
L

mont of the \'ii.Jve-p ckc;t pal'al'lel to the X ilnd Y axes and measured in
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,_J q

0.8

0.4

0.0

··0.4
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Figure 5,3
o

Typical qc-X curv(;s for Y::l/2 and 0l'~ 45
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per unit increase of height. In integral form (5.25a) and (5.25b)

becomes

.r Z dO elzX -- ~.:,,- -'-a<:
0 J-j

Y fZ eJcl elz:::: ..."
__L

0
8S 2

(5.26) and (5,27) 9i ve

(5.26)

(5.27)

the:. horizontaOI d-jsplacements parallel to the

x and the y axes of the wave packet in going from height zero to z.

The partial derivative 8q/8S l in (5.25a) can be evaluated by taking the

total derivative of (5.23). Let

F (51' q) = X3 + AX2 + ex + r = 0

Then~

aF(S" q) .
-{- -_._.._-.- dq

8q .

:::: 0

Thus, we hcwe

2 "~ "B '\1'o = X- 5'.!- + X .~ -1- ~.~-
\ Clq 'oCj 3q

Similarly, we can have

(5.28)

(5.29)

The partial derivatives of Ai 8, and r in (5.28) and (5.30) can be



obtained by differcni:'iJting (5,24),

\'le have

8A-= I1q8q r

2 2 2Rernembed ng that C - l-S'I _. S2 '

af ? ') 2- ::: 40 (1 - y-) (c L • q -)3q I

"13 2 2 r 2 2
o. -, •• 2S

1
{(2 .. Y ) + (SlQ'+S?L f1l+qn ) 'y'2. + 2(C;:q )}as'

l
-

ar i~ (. V 2) (C 2 2,- ::: ,+~ 1\ I .• I , ~q )
3S

2

~~2::: -2S 2 {(2 .. y2) -:- (s.]'Q,+s;~f1l+qn)2y2 i' 2(C2_q2)}

2 2 2 2+ 2m(SrQ·+S21l1+qn) Y (C -q )

(5,31)

(5.32)

(5,33)

It is convenient to think of a wave packet which is incident upon

the ionosphere in y··z plane. Th-is means

Although the \'lave • I

"l S Clssumeo

(5,34)

to bc; -incident. in the y··z p'lane j it \·rill)



L',Z"

t I!

5.. 12

Figure 5.4(a) Relationship between the coordinate systems
(Xl~ yi~ 2!) and (X II

S ylls Zll).

Fi 9un>. 5, 4 (b)
'vI Ifl Zl) c·\.1\0 ~ ..¥ 5 tJ.

!;cl <:It'i onsh-; p behH~en tilt; coordi n;:\l:c
(

V \' •., \
• _'-"}../:;' 1-,»-:-

sys toms
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is referred to as a horizontal range ilnJ x in (5.26) as a lateral de-

viation, Substitui:.-ing frem U1,3 ft) into (5.31), (r:i.32) and (5,33), we

obtain

() !\ -- 4q

1
aq

dB {(2 .. y2) (Sm-i-qn)2y2 2(C2._q2)}::: -2q -:- +
dq (5.35)')

( C2.-c/)+ 2n (SIT! -I- qn) yL

.QL
r,

(C2..q2)::: 4q ('1- yL)
aq

"dr\ ::: 0"351

dB ::: 2~ (Sm+qn) Y2(C2
r

2\ (5.36)-a-S-1
--q J

af -- 0(jS-.,
I

:::-2S {(2_y2) + (Sm + qn)2y2 + 2(C2 _ q2)}

+ 2m (Sm ~ qn) y2(C2 _ q2)

I
)

(r: 37 \,~. )

Ins Umn1il iY f ( r ?() (r 20' (r ~o, (r: ~l' ar'd (r: ?2')' ~~e 'L'Sn,a' rlOl~J ,<,_', J, _u.', \~}. L ,J ,; ;) , J , ) , I J , J . Q l. , , ~ ,

ca 'j c! 1,1 ."" 1-.i· ,"19 t',II"1 ',,'-' ';,: "'1,, "I:CY ,"('\ 1 (!-" '\/", '" i "lOP x' ~ I' r1 (r 27) (!=-)?n) (f:; 20) (r; ') 1)., (l _ _. Ie, (, v " , (\ J.I ,..J. " • vl_ , \ v. :J , v • J ,

and (5.33) otO used for cil'lct!lating the ho)--izontal range y. q in these

J' I""" '\ \' d' I' (' .' r:: recluc1.clons can )0 ODCi.i'1,nCCi irOlil 1.:ne q"J\ curves 'ISCLlSSCC. in A:cnon ~1.J,
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5.5 fi computer program for dctermi rd n9 the q-X curves

To obto·in the q··X curves for l~o.dio path from [·1au·j to the Univer-

sit)' of Hawo·j·i ~ the direction cosines C! 1 rn$ n) of the vector Y

must be detcrminccL In F-igure 5.4 (0.), 'let the origin 0 be chosen iH

the transmi tt·i n9 stut1 on on lijaui and the hw coor'd-j nate systems

geographic Cdst and north t..lirc:ctiol1) and the x" and y" axes directed

in the geomagnetic south and east ~irections, respectively. For

the radio path, the magnetic dip I and declination angle Dare 38.704°

and 11.875° E as observed at Honolulu Geornagnet·ic Observatory) respec-·

tively.

From r-t9ur~ 5.4 (a)) the d·tred·ion cosine of ,,130 v{ith respect

to (Xl) yt, 2') coordinate system is given by

(~cos I sin Dj ~cos D ~os I, sin 1) (5.38)

Figure 5.4(b) shows the relntive orientation between the coordinates

systems (x, y, z) and (Xl, yl ~ Zl). The y axis is directed from Maui

tov/ards the Uni vers·j ty of Hav/0.i i on Oahu. The ang1 e ep betv,een the

y and yt axes is me0.sured to be 15.0°. The direction cosines of

the x, y and z axes with respect to the (Xl) yr, Zl) coordinates

are

(sin 'j) ) cos (}), 0); (-cos qJ:, sin q)) 0) ~ and (0,0,1)

respectively.

By takin~l the su:ns of the products of cor-responcl-lng e1e-



to the (x~ y, z) coordi:1dl:-c Me' calcubtcd to be

£. - -cos I (s hI D s 'j n (l -1- cos 0 cos ell)

m := COS I (51 Ii 0 COS qJ - COS D s-; n ¢ )

n := sin

(5.40 )

Substituting the observed values of Is and D and the calculated value of

<P 'into (5.40) we f'inally ary'ive at the ilUiT1er-ical values fo)~ the ditec-·

tion cosines of the vector V to bA

,9_ - 0,77900

In := 0.046624

n == 0,62530

(5.41)

"--

Using these values for £.~ m, n in (5.24), we obtain the numerical

values for the coefficients As B, and r in the expression of (5.23),

Solution to (5.23) will provide the values of X corresponding to the

given q, C and f ilnd g-ive the three )~oots. The l~oot with the inter-

"t I ' " I rl~ r J .... 1",1-1,", J(" ",'0 0 '/' t-,t'le d'mem a ~e llagne-cl fuue co 2SPdi1US 'C,) I u or 1 nary wave.

A subrout'ine subprogram QUART (J~NG; mEQ, QUP; QDO) XUP, XDO, NOs

XO. QO) was developed for generating Bookerls q-X curves for a given

incident angle and probing frequency. The meanings of the arguments

M~G: Illcid(~nt angle; 81, in radian.

XO Returned value of X at the reflection point.

QO Returned value of q at reflection point.

QUP Vector of length NO which gives returned values of q

for L!P~)O! iig l'lave:.

XUP Vector of length NO which gives returned values of X

corresponding to q in Qur.



~)-l6

NO Nu:nbcr of datil po-int on q--X curve corresponding to upgoing

wave.

QDO Vectol~ of length (41,·NO) vih-ich ~l'ivcs returnee! values of q fOl~

clo\'!llconring Via ve,

XDO { Vector of h:ngth (l:l.,NO) vIlrich g-ives returned values of X

corresponding to q in QDO.

The total number of data point in q-X curve is chosen to be 41.

Thi s number -I s suffi ci ent to g-i ve a ,detan c~d numer-i ca 1 q-x curve for

the ray tracing discussed in the next section. The values of q and X

fa 11 i ng betvicen tvlO of these dCl to. po-j nt~J may be Cil 1ell 1atcd by the method

of linear interpolation. The values of XO and QO cannot be deternlined

by solving (5.~~3), The,Y arc dc'.tc:rmincd by fitting a paloabola to the

three data points (Xl' 01 ), (X2J Q2) and (X3 ' Q3) closest to the nose

of the q~X curve as shown in Figure 5.5. The resulting expressions for

Qo anu };:O are

(X1~X2) (Q32 - Q2
2) ~ (X3-X2) (°1 2 - 02

2)

2 {(X-j ,X2) (Q3',02) - (X 3-X2) (Q1 <' Q2) }

(Xl ~ X2) (Q2 00)2
..._' __ 4 ~~_·,,_-,~_·.~__·- ~~~"._,··_ .-..

(l-' Q) ((I '- n 2")\{'I ~ 2 \{-! --. ':2 - -~OJ

(5· 11'))
\ S 1(...

(5.43)

The subprogram quayc \,/(\s ptogri1Jnrned so that the (NO :t_ 1) th data

po·i nt ah/dYs COl'i'csponds to the poi nt of (\v QO)'

Th(~ VCCIC))' lCilgths NO ond (41 <- NO) Gte not fix2d nUlilb2i'S but vary

fo!~ C!-j ffci'C'nt probi n~J frcqucnci C's f and -i nci dent angles 0 I' Therefore,
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(X2 I Q2)

(X
1

,Q1)

Fiqu((: 5.5 j\ p~rabol~ is, fitt2~l to, !he POii;t; [X
1 I Ql L (X

2
,Q2 L,

and (X3 ,Q3) to oc:terml1WcJw valu(~ OT Xo anCi ci
o
' .
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program.

Appendix 5C gives a program which can plot the q-X curves for inci

dence angles of 0.1, 0.2, 0.3, 0.4 and 0.5 radian and for frequencies

of 5 [11Hz and W [''il1z. ri~Jure 5.6 (a) is the q-X curves plotted by this

program. Since the SUUFWUTINE QUMrr"is pr'O~Jraml1ed exclusively fOI A the

rad'io path from \,l\'NH to the Univers'ity of Ha\'la'i'j 5 it cannot be used to

obtain q.,J( curves for another rad-i 0 path. For that case, m and n -I n

(5,4,') shou'j d be rcca 1cul aced for' that palAti eul ar rad-! 0 path and s ub~

stitute these newly calculated values of m and n into the right hand

, side of the equation given in statements 4 and 5. For example, the ra

dio path perpenc!'lculat to the \,MVH··UH path and directing to the noy,th

has direction cosines of

Yv .. 0.04662'1

m '" ~O ,77899

n =: 0,62529 (5.44)

Therefore, by replacing statement (4) in QUART by the following state

ment

Y2 = -0.77899 * Y

the program given in Appendix 5C can be used to plot q-X curves corres

ponding to this newly selected radio path. Figure 5.6 (b) shows the

q,.X curves for th-is rad'io path. FOi~ the rest of the studies> the \'J1.rVH~,

UH path will be called as path 1 and the one perpendicular to path 1 as

path 2.

(1) The q·-X curves obtained for path 'j and those obtained fot



q
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with respect: to the X axis; but for path 2, they arc quite aSyll1metric.

(2) For pJ,th OJ; the ftequcncy dC3penclcnce of the; q-X curves is

quite small. For path 2 p the q-X curves obtained for 10 MHz are quite

different from those obta'ined for 5 f\1Hz, The differences are most re-

markab1e near the nose of the q~X curve and the curves corresponding to

the dO\'tnconri ng Vfilves. These di fferences are 1ess for sma 11 cr' i nci dent

angl e.

(3) for path 1, (XO' Qo) IS for 10 and 5 MHz are almost at the same

point; however, for path 2 they aY'c quite different, especially at large

i nei dent angl os.

(4) For [)o'l:h path 1 and 2, the lengths of the q··X curves cortes·,

ponding to the upgo-ing Vli1ves are 1atgerthan those correspolldi n9 to the

downcoming waves.

I)a'tl'n ""'l.LLh r0('pnC"L"J 1'1 ", l ....' ...'1 C. •

Th-is difference Ifill giv2 r'ise to an asymmetric I'cldio

to the vei'ti (;al 1i ne pCl,SS i ng tlJ)'ough the center of the

ground path betvfcen the tra:-!smitter end receiver, as vr111 be discussed

in the next section,

All of these unexpected chnracteristics are all due to the effect

of geomagneti c -ri elel on the 'f on05 pheri c rad'i 0 propagat.i on th rough the

factors of )~~ Jil, nand Y vlhich alAe dHferent for different radio paths.

5.6 A computer progtam for )"0.y trclcl n9

A hw dimensional ray tracing computer progl'u!l1 1'!i:JS cleve"loped based

on the equations (5.27): (5,30), and (5.33) and under the assumptions

belo';! compat'ible I'lith the University of HiJ\'lil'ii Doppler system in opel"a.-

tion prior to 1971.

The is constructed b.y a numhc\~ of thin di:;cy'cte

horizontdlf!at L.l}'cl's of th-ickncss 5 Km Hl c:ach of \'Ihich

the eO! cctyun dens1 ty! s hOi;I()~Jcnous as shevin in Fi gun~ 5,7.
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(11) The loteral dcvioi;"[on given by (5.25) is °so small ~ that this

quantity will be ignored. Underothis assumption, the ray

puth bC'C;om2S t','IO dimc:llsionool,

Ci i 1) The hod zonta -I raollDC is so slna.ll (on ly 152 km) that the Illu.g-

netic field vector Tj~J 'is assuif1ed to be constant in each

discrete layer, This allows us to put t, Ill, n, and Y to be

constilnts.

In figure 5,1, zls z2? ,.,. represents the bottom height of the

lst~ 2nd~ , ... layc~rs and xl? x2, .. ,. ~ and ql" q2; " .. are the

values of X and q in those layers, respectively. zm is chosen to be

the bottom height of the layer in which the wave will be reflected.

F01~ a given incident angOle 0 I' zm °is obtained by comparing the XIS for

each layer with the NOth vQ'!ue of thE:: 1'2turned XUP °in subprogram QUMH

so that Xm is closest but srnalo'er than t.he NOth value of X in the X-q

curve, The Xo and qo values at the reflection point are obtained from

the returned output of XO and QO in subprogram QUART. By knowing Xm,

and X from tlw speci f-i eel ionosphere and XO and QO from the i~eturned
° 'm+l

olltput of QUPJH, the height of reflection can be obtained by usoing °lin_

ear interpolation.

Z ::::a (5.45 )

The value of ql' if I the kth layer is determined by linear interpolation,

of values from the upper and lower sides of the kth layer.

( XL,
I,

)'lJP ) ° C" ")\. ~QJ -t' <Ul.£, (5,46)

l'ctur-nccl val ues of XUP fy°om subprogr2Jn QUMH

I · f "i I' X {' ~ 1 ; 'j ~ dO .L ' 1 '
\ ,'1-' ",; -,°1'0 r I ,)c-ooCt °i-O °l-C,'OC)','-',', U'i)!-\P-,I-OS-l, (to'!"' ,),','0,,(,, ,0 o',o,'e,o,'o '~1 11' < 1~(lo(;I)"''',Clo-l- \,Ie j", ;\jO-ln-I I j t. l. ~ I (J,. "'-:. -' i \. ~"l. \~:..) " ..... } 'k -- - _' ~~,~" - _ oJ "- ... -.....,~, .. ~ '-'.:
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FiguY-c: 5.7 For ray trdcinSl, the ionospheY'e is aSSllmeo "(0 be
consi.TlKLod by a nUii:Det' of trrin discrete horizontal nat layers
in each of I'ihl ell both X and C] arc: constant.



QUP and QUf\, ate corrcsponc!·ing va'lues of returned .q. Since the valuc:su· Iv

of Xk and qk for each 'layer- and Xo and ClO at the reflection point can be

obtained from (SA3) and Ui,42), l'espectively, the integrand of (5.27)

can be obtcdncd by eJ-irect substituUons of theso values. FOl~ convenience

has been developed for this purpose. 'fhe symbols of the arguments to

DX2DH correspond the fol'1cMing quant'itios 'in the equation (5.27)

Y = Absolute value of vector V

Y2
::; mY

y _. nY3

C ::: co1:) I

S = s'in 8 r
Q := q

.x ::: ):

S'tnce the integl~ancJ of (5.27) con be obtained!5y FUNCTION DX2DH,

(5.27) can be integrated to give the horizontal range y.

In order for (5.27) to be numerically integrable throughout the

range from 0 to 7 0 (Le,! X::: 0 to XO)' the va"lues of dy/dz must be

continuous throughout this range. Figure 5.8 shows the variation of

dy/dz \'lith respect to z by using (5.30):0 (5.29), and (5,33). The full

and dotted 1inC's SilO,,"! the upgoi ng and dOI'Incond ng ord-; nary '>laves:; re-

spectively. Since dyjdz becomes infinite as z approaches the reflecting

poi r: t 2 0 ~ equC\ t -j 0 n (5 •27) Cil nn[1 t be i nt c9rated nume ricall y 0 ver' the en-

tire range of integration. To avo'[ d 'Ill", {- .-11' -1"f'l' (' U'j ·:'If
\,,J ...:> v ... I "-'.J , the integration

be Dcrfoni12c1 separately for the; rano)2 from 0 < z < Zm and fr'omI ,... _

[111 -< Z <7 The '{ ntecjl'clti 0)1:; \'r! 'I'j be clone numeri cal 1,\/ foY' the fanner.. '·0' ~ .I



i __ ~

,, --"

I .1

dyjdz

UPGOING WWE

Figure 5.8 Variation of dy/dz with respect to X or z.
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to the -I ast data po'i nt (corrcspond'i 119 to

at Xo' The Cl nCl 'I ytic functi on adapted to

7 ) and the vertical as,~/ml)tote<om -

the curve -j s

l J

11 :::

where

K (5.47)

the height of reflection Zo and the parc1rneter K must be determined,

If we let n be the value of dy/dz at z = 2
r1

" then from (5,47) we
111 'J•

obla."i n

or

(5,48)

corresponding to the hatched part in Figure

5.8 can be obtained by the analytical integration

2 KJzo-:Z~rn

(5.49)

SubstHuting for K in th'is result gives

!\,y =2(--' z")nm - LQ - rn . m

The horizontal range corresponding to the reflection point is then

obtained by COiiih'in'ing the llUlfiet'jca; 'integta~ion of (5.27) up to Z=Z
IT!

and the result of (5.50), A similar integration can be applied to the

dO\'!llco::ring 'vi,we to obtoin the cOiTesponcJing horlzon'ta'! range.

f\ di.ffc'rcntincident llJl~(lc () I \'!i'll result in a clH'ferent 11o'tizontC'.1

range. The rocli 0 p,t th \\1111 chI s nc:cdcd in the present study is one: l'lld ch



starts from the tran:;mitter and t(~nilinatEs at the receiver at a fixed

pos'i ti on. Therefor(~ ~ C1 sui tab 1e computer pl"ogrCli1l shoul d he prov'i dod

for the 'honring ' problem, Let D be the hOl~izont2.l distance behleen

the tl~ansrni 'U;er and the rece'j \'(~r ~ e I ('j) the i th tr'j a1 of the i nei dent

angles~ and y(i) the corresponcl-ing hor'izontal range. The first tr-ial

ang-j e G1(1) 'j s chos en to be 1(H'gc~ enough such that the hori zonta1 l'ange

yO) is greater than the horizontal distc;nce D betv!E'en the translilitter

and the receiver. For the assume? va'!ue of 8 r(1) 9 (5.27) and (E;;.50) are

used to ccl1cuL:Jce y(l). If the dHference y(l)-D 'is gn::ater than pl~e-

assigned d'istClnce D, for eXClmple 'j km, i1 proCl,ssigned smal"! angle 6 0

is subtracted from 0 1(1) to give the second tl'ial angle Gr(2) == 0 r("i) 

ffi, If this nevI 'cr'la'l an~(le 0 r(2) gives a corresponding horizontal

range which is st-il'l y(f.~) -- D > 6D~ then 1..\ Gis subt)'(lctcd agcdn from

'2'e 1\ ) to give a third trial ang'10 8 r (3) 9 and so on. Tid s procec1LlrG is

1 1

repeated unt'j 'j a ce)~tai n va-' ue of 8 I' say 0, I (j) ~ for I'lhi ch the corres

ponding y(j) satisfies one of the fo"llO\,ring conditions~

(1) 0 ~y(j) ~ D ~ 6D

(-ii) y(j)" D < a

If condition (i) is satisfied, then the radio path has homed in on the

des'ired point \Fit!lin the preJ,ssi9n(~d accuracy 6D and the p'(ocess is

stopped. If condition (ii) is m2t, it shows that the incident angle

Gr(j) -is too small and a comp iltcr progl"ClriJ is pl'ovidcd to bring 0 I(j)

back to G.,.(j~n" and stal'l: cl ne.'! eye'le for \'ihich L 0 'is halved. If this
J.

ne\'! eyel e s ti n c,:Jilnot sati s fy the concl'iti on Ci L "it I'r! 11 recyc-l e agai n

\'!ith the se,:ond [\ 0 hillvcd i.JSFJ'jn. Th'is rceye'ling continues unt'il condl-

t10n ( .j \
, ' I
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The comp 1(~t~ set Ofl\';o d'i mens 'j ona ", ray tro.ci l1g computer program is

given in Appendix 5C. In order to use this program, the procedures given

in Appendix 5C must be followed. Table 5C-1 given at the end of Appendix
5C sho~s the printed output of a ray tracing samrle made on the ionogram

or e1 ectron den~;n'y pr'ofil c shO\·m in F'j gure 4.1. Thc: ray paths ob~

ta'ined are sho\'min Figure 5,9, The nUllibers attached to each ray path

refer to the sequence of trial, fItter -12 trials the ray f'!na"l'ly homed

onto the prc~ass 'j 9ned range, The n,urnber of tri a1s depends on the i ndi vi··

dual ionograms and the probing frequencies. For 6D = 1 km~ it is

usually less than 15. Figure 5.10 shows the ray paths obtained for

rad'!o path 1 and 2, It is very interest'ing to note that: for path -I,

the ray path 'is a·lmost sYI1Jil10~tr'ic v!1th respoct to the verticill line at

the center of the path, However, for path 2, the ray path is quite

asymmetti c vd th n:spect~,o t:le centered vert-r ccd 1i ne;; and the hori zon-

tal distance of the ref'iection po'int dev'lates from the central point by

as much as 1·1,2 km. for path 1, while the ray is reflected at z =o
286.6 km l for path 2 it is reflected at Zo = 290.4 km. These real re

n ect'; on hei ght.s are ·Io'der than the he-i ght obtai nr~d by deterrni ni ng the

reflection height from X = 1 in Figure 4.2, which gives Zo = 290,5 km.

Moreover. due to ()syiliilletry 'I n q~X curve, the tn..y path for the upgo·i ng

wave is much lon9C'r than t.hat for dovmconring \,lo.V(;. These phenomena

are caused by the presence of the geomagnetic field.

Though '1 tis not di r'cctly rc1atecJ to the subj~~ct of the present

(
. ,
"l) A Doppler system with three sp2ced recoivers is sometimes

used to dctcndnc the p!1ClS() vc']oc;ty of the acoustic-gru\/'ity
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Figure 5.10 Ray paths obtained for radio path 1 and 2.



Jones 1969), For this purpose, the three' points used for

tr'i (Jllgu" c),t'j on are USL!(l'lly chosc:n llt the geom2tri c centers of

the radio paths. Since the actual reflection points deviates

from the geometric central point by as much as 10% as was dis-

cussed in the previous paragr;:;ph~ 'it 'is more iJ.ccurate to make

ray tracings for each radio path to find the actual reflection

po'j nts rather than 1110.r01y usc' the geometr'j c central poi nts

for triangulation.

(ii) A construction of dispersion curve for seismic Rayleigh waves

at long periods by using Doppler frequency records has been

attel11pted by the author, 1\ pre'linrinary result has revealed

that, in order for the dispersion curve obtained by using

Doppler teeQ}'d to match the one o!Jtained by O'i'!ve)' (1962), the

J 11'" "r '!" 'dbcrave -lngclme reqtntcu l'Oj'erle 0,cousnc v!o.ves genel'cne r y

the seismic Rayleigh waves to propagate from the ground level

up into thf:: i onos pher'i c refl eeL-l on bei 9ht ~ the i onosphcri c

refl ecti on bed ght shaul d be detenlli ned very preci 5e1y, Thi s

\'lOuld requ'ire a ray tr'ucing to d2t(~nl1ine a more accurate he'ight

of reflect'ion r'athe)' than merely usi ng the i'cal height cor·~

n~SI)()nujnq to
I . <>-,
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FJRTR4N IV G LEVEL 2 n

A SUBROUTINE QUART FOR THE
CALCUl.ATION OF Q·-X CURVES

Qur<!(f DME " 73227

lJUO 1.

0002

0003
UU,)l;.

0005
000[,
0007
000D
0009
OOJ.O
OOlt
0012

0013
(JOU;·
0015
0016
0017
001&
00J.9
0020
002 L

0022
0023
002[.·
0025
OOZ6
0027
0028
0029
0030
0031
003?
OO~3

OOYt
0035
0036
0037
UU3,3
0039
UO'Il!
o(}/t ~,

SUBROUTINE OU~qT(ANG,FREQ,QUP,ODO,XUP,XDO,NO.XO.OOI

C 1HIS PRCGR:.H GIVt:S [\ClJr(l'iz'~; ()U;,.RTIC E3), GIVIIiG H;Cr-
C DU; C[; I. NGl. [' Id, CPR C)[\ 1U G F f( c(,J f: UCY
C SIll' H!S[=U.05C

D! ,'.\ F1\5 ! O"i ,\ CO fC (t._) , CD F ( " ) , Xii. ( :; ) , Xr ( 3 J , XU f' 1 1/ ,X DO ( I } v
2 (iur ( J ) , CDO ( J l , r X! "']) f TQ(1,11
Y~o.G73/FREQ .
Y2=-(L Ol;fA,2 /,.",y
Y 3 ;-~ [) ~ 62 5 2 <) -r <- y
C=COS (PIG)
S=SII\{!d{Gi
TEl'\~'O< 0
DO 1. 0 ,] =}. r I, 1
I1=C-O., 05"'C:' (J"'l J
xcor: ( 1. J" _. ( 1.. 0- y,;."2 ) ,;. rc "'¥2-0~"'21 *"2
XCOFI21=IC* 2-C*~2!*12.0-Y**2+(S*Y2tQ*Y3)*=2

2 f-C;';'..l':'2-Q~~ ;(2)
XCCF (3) =- ( LG>2 "jl C':"'2-'Q':':'21 /.
)',CO['14)").,O
eM. L P(J L,n- (XC 0 F,C 0 f r 3 , XR, Xf r I ER i
TX(JJ~XR(2)

10 TO(,I),-Q
DO 1 It- I:::J..~/, .. O
Xr: (TXI!.+l.i··TX(l)! U,lA,J.',

14 COiHliWE
11 NO"'£

C TO DETERMINE MAX Q AND X DENOTED BY QO AND XQ
X3== TXlNO--l}
>:2= TX {NO!
Xl = l X (N 0:· !. I
Q3= TQ (1'10"'! b
Q2= TQ(NCJI
OJ.= TQ(NO,l)
T I. =( (>:3-X 2 ) I ( X I··X;> I 1" ( f Q1-(2) I ( 03 -Q 2) ~

OO"'! () 3 j. Q2- T1. '" (() 1 j Q2) I! { ;>. 0" (I .0-TJ I I
X0 = X2 _. ( ( 0 2 '-(.\ LJ } I [Q 1- Q 2) )''{ ( ;0- X2 ) ! ( Q 1 H) ? -- ;> • 0 'f Q0) I '« ( Q2- Q0 ~

IF ( TOiIWl·CO ) 15,I5d'[
15 IW=HO-l
1., I: 0 J. " NO 'r 1

DO 1Z J=l,NO
XUP(J)=TXIJt

12 OUPIJl =TQ( .I}
DOl 6 J" t , I: CJl
XOO (J) =1 X (fm·q I

16 aOC(Jl=TOI~D~Jl

RET IJfdJ
aiD
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APPENDIX 5B

A COMPUTER PROGRAM
TO PLOT Q-X CURVES

FORrR4~ IV G LEVEL 20 DATE'" 732:,{,

0001
oon
0003
000',
OCGS
0006
0001
0,)03
0009
0010
OOli
0012
0013
00 I',
0015
001.6
0017
0018
oat 9
0020
0021
0022
0023
002[,
0025
00Z6
0021
0028
0029
OC30
OO)!
0032
0033
003/,
C035

(. TD PLClT f\IOC' '''''$ O\Ji\fdrC
I) 1'" [ 1'1 S ru:, C i" [ " l } , i) 0 (J { ~.] } f XU P ( " 1 ) f X II 0 { " I. I , Q ( 't 2) ,X ( '" 2 J ,0! 10 J (1 I
CM,L i'LrJ,S( rUr/,OOO!
CM.L PtC H[(I,O,O,.0,--3J
[)[) Q L").. 2
IF (L-ll 1.4,14,1~

It, r'=10.0

GO TO 16
1 'j [-' 005.0
16 DO 10 ['~l,:;

ANG=O.l+ O.lO[I-ll
CALL OUhRT(h~G,r.Qup,OOO.XUD,XDO.NO,XO,QOJ

() [) 1 1 J" 1 , liO
o (J I = ('Ui' (J I

1 1 X( ,J l ,c XUP ( ,I 1
Q ( il() + tl 00
X(NfJ+l)=XC

N='JO +2
oD 1 2 J:-; N t 'r 7
;;) ( J I "Q [) f) : j - 'iI' 11

12 X(J)=XDO(J-N~11
IF (L-1i 18,.\.[;,·l'r

18 C/\L L L Jr'! [( X, () ,tt 2 ,1 ,0,0,0" 0 ,-'1.0,0 < 1.0 c 2!
GO TO 19

17 ChI. L L r ~'I E( X, \.\ , {, 2 rl ,. 2 , 03 , 0, 0 ,- 1 • 0 , o. I, 0 • 2 j
19 h'R! T r:= (6 'i ''>0) /lJ-!G

\i R I T E ( (, , 5 U ) (X ( f() r K= 1 ,tt 2 ) l X0
't! R IT I: ( (, , rj 0) (0 1 If. J ,K" 1 ,/,2 ,I , Q;)

10 Cll'lT I NUl::
<) CO~H li-!LJE

CALL AXISIO.U,S.O,' ',-1,10.0,0.0,0.0,0.1,10.0)
CALL AX[S(O.O,:).O,' ',1,10.0,90.0,-1.0,0.2,10.01
CALL PlCT(O,O,0.0,9991

50 FOQMAT(lX,ISFh.~1

SlfJP
END

Reproduced from
best available copy.

The SUBROUTINE QUARl is required and given in Appendix 5A.
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/\PPENDJ X ~'l,

A COMPUTER PROGRAM FOR TWO DIMENSIONAL
RAY TRACING IN THE IONOSPHERE

This progralii conshts 0[' u ma'in program; tl'iO SUCROUTlNE pio9rams;

QU/\RT 2,nd HJTTG2; and FUUCTlON subprogl'om DX2D1L The SUBROUTINE

INTEG2 (Y s H, NO~ /\) is used faY' int(9),lil,lon of a given numcr'ical

function, The J1wrlnin9s of 'die ar9uillenLs are as fonol'ls:

Y: Input vector of length NO to be integrated

H: Step \)i dth of i ntegra,t:i on

NO: Number of ordinates to be integrated

PI: Output vector of 'length NO I'fh'kh gives the result of inte-

, gration corresponding to each element of vector Y.

8y ca n hiD tid s subpr'ogram, the hot'; zonta 1

t'to k II 'I aye\~ can be obti:l1 ned.

tango y,/ correspond'/r19
h. '

In using this two dimensional ray tracing computer program, the

following steps should be followed:

va1ues 'f'Ol"

NRAY = Number of ionograms to be ray traced, and

r,,)
~ t, Prepcr'(~ a doti:! set fo(' electron dens i ty piofi 1es of the

ionosp!ll'i"C' to be ( 'I'1r-(: 1).)ro". ~ It 'j s

assu:nc~cli:hi.\t the punched output of tho e'] ectron densi ty

to yivc N (~:) at every 5 km intervale

( '} \
..,) J ",rot '> lOle'rid '~I'I'I j"I',(\ n'I"(lr,y, (,\ \

~. ,,-. ( • " ~ .," '-' -' ...... .i .' " I \. ~ / (2) above'.
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at another tad'io path, m and n should br. n~calcljlated for that path and

make the chan9cs Y2':m ilnd Y3:Tl "[ n statements 5 and 6,

The initiating angle of incidenco 0r(l) was assumed to be 0.4

l"c\ciian, If thc: angle athol' than Uris "is chosen as OrO), the stat(:~t1ent

"l7 should be changed for -this nev! va'!ue. The preass-i~Jned errOl~ distance

LD was assur:ic~d to be ") kin. H the va'lue other' than 1 kill is desirecl~

statement 98 c:houl d be chculgec! to read

vihere LID refers to the neVI va'j ue des h'od, The d"; stance bet\';een vl\NH and

the University of Ilavio-i'l is "i52.2 krn. ~f tfH~ distance other than this

value is desircd then stat~nent 3 should be changed.

This fJY'ogratn -is \'irHten to pY'int out the fonOi'ring data for each

( . \
1 j Hor-lzontal ranges yo~ Yl' )'2$ .,. ~ Y

ilI
, YO fOl~ upgoing wave

as shown in Figure 5.7.

(;;) Hor'izonta'! r'anges ,'/1 t, Y2', ... ~ Ym', H for dOI'In coming wave

as shown in Figure 5.7.

(iii) Height of reflection zOo

(iv) When the ray homes ilion the desired receiving point a dotted

nne \rin be p\~iritcd out to indicate the end of ray tj~u.cing

for one N(z) profile. If NRAY > 1. it will proceed to produce

another ray traci !:~j for th(~ next Ii (z) pton Ie.

TaL "Ie 5(,-1 ShO\'iS the printed output of a ray treeing sample made on the

electron (~ '1' "l''")1 I") 'j' r- ,c ':1 1r, c 11('I" ;"j ~" ", i II -I, (1. (ii,. I, .'., '. .. ,,1 I ...... •JII ...... ':l]. . ::..J- ThQ rcqu"j red SUBi'ZOJT Ir·lE
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con

0001.

ooor;,
0005
U006
O,)O"{
00013
vOJ'S:
(; [1 ill
0011
001.2
GOD
OOLc,
00£..5
00L6
OOlf
OOLl;
001.9
0020
0021
0022
0023
002,1..
002::;
0026
0027
0028
0029
0030
0031.
0032
0033
OOV"
0035
0036

0037'
OUJ(l
0039
OOHi
OQl,.l,
VUl,'Z
OO'i·?~

00'.. [;"
GOli :~

Hf,Y THl\ClriG BY r~ODt~FR'S CUl,HYYC
(J I "\ EI; S [ 0 " XUF' ( t, 1 ) ,X Gn ( fo I) I I) Ur ( I, 1 j , Cf) 0 ['t 1. ) ,Q U [ 8 0 l I' X [ !. (l 5 ~

2, () D ( SO) , T 1 (>J 0 ) , -I' ,: ( [1() I , ;\ ZU ( S()), X :'lJ ( (3 G) , XD ( 6!;-}
0151"J52.(;
f~ [f:. D ( 5 , 5 1) f-tR AY ~ F
Y"'O.f;73fF
)' 2 :.: .~o 0 (' 0 /;- 662 /:, <{ Y
yj"O<625297j,y
DO 'I 0 I K", 1 , 1~ f1 ;\ t'
~z [ ;\ [) ( S t 5 0 l X
DO e r"l,f:J;
IF(X{IIJ 8,D~'J

(3 COiHiNUE
9 10:-: 7S <.0 {-I ;:-:5 <:,0

N"6t;
ho' J:
00 10 f"'K pH

10 XC i-,y,ll,) "eXlr 1/12"lcOOlfFJ.">;;
A"'O¢[,.
Df,=O¢l
1\0T,,1"0,

3 1. 0 0 J 0 j'~ :~ 1 t j, 0
MJG'c /'-! )\--l) 'n)".
C=CO$(ANG}
S 'Os IN( M1G)
C1\ Ll () U(, i, T ( M, G, Fr Q UP, 0 DO, xu P , XC 0 , :W , 1:0 , Q0 i'
DO Ii ! ':1. ,11
IF(X(!l-XdJ ll;Hd?

11 COIH U:UE
1.2 NH=[~t

DO If{ J"l,lJ
IF{XUUi--,j->ll">:UP(IWl I 6,C,fll,'

ll, CGilTIiWr:
f:, NU" ru,\-- J:-1

00 7 !=l,iltJ
DO 5 J=1",I.:o
IF !XUP{J)-X(I) 5,1:;,16

16 0 U ( I ) c, { ( QU F' ( J ) --~ou i' ( J- U II (>:U P ( -! I --XUi' Li -lJ ) ) ,;, (X [ I i
2 XIJf'( .1-1)) H')UP (J--U

GO TO "'
J.5 'out r i ,eu:,! ,.II'

GU 1'0 7
~) cC:la u:u:,
7 C(] ~.~ TIN U[~

00 :33 l"t ,N
! f (,\ (r\U'- I) -- oX 1]) :'J:3; 3 t, , ]I;,

33 CU,'<Tl,'!ui;
31l O;I!<)oo~'r

Reproduced from
best available copYo
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5C·,4

oLit; (,

00t,-7
00 /,13
OO(.S'
0050
oO~) 1
OO~;2

0053
005 /,
0055
0056
0057
0058

lJ05 ')
0060
OObl
0062
00b3
OQ6 t,.

0065
0066
U061
OOGS
0069
li070
0071
0072
0ln3
007"l
OOt 5
(lOn
0077
OOIS
0079
(lOBO
OOlll
00G2
0083
OOt)!;·
uoss
00G6
OOGl
O()r}S
OOD')
0090
CO') I
0092

ll=ZCt(NU-11*S.O
l t.. = ( XI] - x U; lJ) i ,,( DIi II ( X( i\v ( r 1- X( liU i i H Z1
QQc·()ut I'lll
xx=!: (r,Ui
yy= rX;~D~!(YtY2tY3tCrSrGQ1)(X'

X2~U:2.0~llA-ll)~YY

1,0= liLi
NCD='i 1··lICJ
DO 2). )=i,fW
DO 3 J='i ,NOD
JJ=/<2-i\(}-J
I F I XL'C ( J J ) - X( I J) 3 , 22 , ?3

23 Q0 [ I ) ,,( ( (J DO ( J J ) -Q 0 0 ( J J+ Jl ) I {X 00 (J J 1 -XDO ( J J {- un>::
2 (X ( I ~." >; [) 0 ( J J {. ] ) ) ., \)0 [) ( J J t· 1 i

GO ltJ 21
2? QOU)"'000IJJl

GO TO 21
:3 CONlI,\;Ur:

2J. cotn 1NLlf:
QQ~Q(){I;Di

XX;,: X (r~ D'
¥y", DX;'()I{!Y"Y2,Y3,C,S,Qc),.>:;q
X2AD :=-·2<;:;;: , 7./'~·-1.1) }:~ y'i
DO (,0 I·:" I! ,;0
T 1 ( l:l "CO ( 1\ )

(,0 r 2 ( :~ j e' X ( i·1 i
OU 2/, 1-',=\ ,IW
Q D ( I', ) =T J. ( j! [) -1-\ ~ 1 }

2/1 XD (Ii) =12 1ND-H~" J.l
DO 25 ye.·:\., I~V

QO= QU(!)
xx= XI J i

25 Tlll)= OX2DHIY,Y2,Y3,C,S,Q0,XXI
DO" 0 I" I. I 1m
00" QD ( I;
XX"XD( I)

20 TZU j," DXZCH(Y,Y2,Y3,C,S,QO,XXi
C,\LL nnlG2(Tl, S,O,IW,X2U)
CALL INTEG2IT2,-S.C,NU,X2DJ
XZ·c lO'< H.N (f.NG)
DO 26 r=i,NU

26 X2U ("W-I 1 2 J =X21) (I1U'~ I '" 1.1 ':<2
X;'U(J)'O,D
1·~U:; ~<U{- 2
X2U(MU)=X2U[~U-l){-X2~U

T"f= X 2U (i' U i 1 X2AD

DO 2i J " 1 r 1\0
27 X2011 )=X2UIII.rr



0C-5

FORTRAN IV G [.[VEL 20 73227

FOf~,'\t.T (111 J i
REFL[Crro~\: HCI.GHT:: c\,FG<,3}

1-1 CJ RI ZChr td_ Rb. ~\' GE :'~ ~ ~ F nc 3 t
F U RfJJI1" { \
rOi<I\i\1 ( ,
STOP
END

55 fO!~~1Ar(;co~a~~~'GOG~d~~&C~~G~G~~OO~~¢oocooceJ

56
57
:in

I\D~ND,' 1
): 2 D (I; C ) " X? [) ( i·1 (J- 1 )~ X2
NOTRY"UcrRY+l.
\-,' R1 Tr.: ( D"i ~l :» h fJ Tif.. YJ /\ NG;; i(

IH( IT E( (" ~,? ) (>:;, II ( I l i 1. ~ 1 ,'i U }
'iRI)l~(6f52) {X2D{I )rI~lf:~D1

IH( 1 IT ( (" r; 7 I U\
!F(X2nl~DI-DISTJ 32,28,28

28 IF(X?DIMD)-OrST-l.OI 2~.30.30

30 COinINUF-'
32 (,,"/d,:G; Oi,

D/\"[);\/ 2,0
A"/\-'OA
GO TO 31

2'7 liRIH(6,:iG) X2()(lWl
I: R I T f ( 'I, 51, 1 (X 7. U( r ) , r" ) ,I-j U)
lifn T H 7,:'; /,) (X2 G(i ) , I ~ 1 ,pi D 1.
I~ R r "[E { -( , ;,!;) 2.1\
\-linT[ (6,';'))

70 lun 'U, I [" ';6,
~o FOPM~T(13F6.11

~) 1. FOR H;\ 1· { r"t- : F S ,~ J. }
52 FORMAT(~X,lOF8.21

53 FORHtd"{iIf{fFJ.2.r,7t 14f
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TABLE 5C-l

5C-6

Printed Output of the Ray Paths for Two Dimensional
Ray tracing Made on the Electron Density Profile
Given in Figure 4.1.

1 0.4000000 1
0.0 46.51 4'3.76 51.05 53.36 55.69 58.02 60.36 62.71 65.09

67. 51 69.95 72.43 74.95 77.50 80.09 82.73 85.',1 88.14 90.'12
9~.71 96.69 99.70 102.81 106.04 109.42 112.99 116.80 120.93 125.50

130.68 136.83 144.90 160.90 172.89
18::'.70 198.32 206.03 211.99 217.04 221.51 225.57 229.33 232.86 236.20
23:;.40 2

'
,2.',8 24"::.47 248.37 251.20 2530'17 256.68 259.3" 261.97 264.55

267.09 269. S9 272.07 27'h 51 276.91 279.29 281.64 283. Q 7 286.30 288.62
2')U.92 2'13.21 295. L6 3',1.97

REfleCT lUN HEIGHT" 271.327

2 0 •.:>000000 2
V.V 3/,.03 35.67 37.33 39.02 ',0.70 J.2.40 44.10 45.81 47.53

49.28 51.05 52.64 5 /t ,,66 56.50 58.36 60.25 62.17 64.13 66.11
6J.14 70.22 72.34 7'•• 53 76.79 79.15 81.61 84.20 86.97 89.95
93.<'1 96.86 101.08 106.30 113.93 U9.'.7

143.99 151.16 156. 15 160.23 163.77 166.96 169.88 172.60 175.16 177.58
179.91 182.14 18',.31 186.42 180.48 190.49 192.',·7 194.41 196.32 198.20
2 OJ .05 201.88 203.69 20S.',8 207.2 1, 208.98 210.70 212.41 214.10 215.79
217.47 <'19.15 220.81 222.',5 256.48

REFUCT ION riE IGIIT ~ 279.138

3 0.20000CO 3
".0 22.30 23.37 24.46 25.56 26.66 27.76 28.87 29.99 31.11

32.25 33.40 34.57 35.75 36.94 38.15 3<1.38 40.62 41.88 43.17
',/h 46 45.81 ',7.18 ',8.58 50.03 51.52 53.08 54.71 56.44 58.28
60.26 62.',3 64.1'5 67.64 71.08 75.90 98.48 101 .50

! 04.18 12 L .36 12&.84 132.08 13 /,.7/, 137007 13<:.17 1/11 .09 142.89 144.58
146.18 147.71 149.18 150.61 151.99 153.34 15 L. 66 155.96 157.23 158.48
IS? 7 2 160.93 162.13 163.32 164.49 165.65 166.80 167.93 169.05 170.16
171.z7 172.37 173.47 174.56 175.65 176."12 199.01

REFLECT ION HE IGriT" 285.192

4 0.1000001 (,

0.0 11.01, 11.57 12.11 12.65 13.19 13.7', 14.29 1't.84 15.39
15.96 16.53 17 .10 17.68 18.27 lil.87 19. 1,7 20.09 20.71 21.34
21.99 22 .65 23.32 24.01 24.72 25.45 26.21 27.01 27.85 28.74
29.69 30.73 31.87 33.16 34.68 36.61 39.50 45.44
5lJ~74 53.33 55.06 56.45 57.64 58.71 5<;.69 60.60 61.45 62.25
63.02 63.76 64.'--7 65.16 65.84 66./.9 67.14 67.77 68.39 69.00
69.61 70.20 70.79 11.37 71.95 72.52 73.08 73.64 7', .19 7',.7',
75.28 75.83 76.37 70.91 77.4', 17.97 89.01

REFLECT IuN HC:IGHT" 289.125

5 0.1500000 1
O.ll 16.62 17.42 18.23 19. C5 19.87 20.69 21.52 22.35 23.19

?J,.u4 24.89 25.76 26.6', 27.53 28.43 29.3 /, 30.26 31.20 32.15
33.1 ) 34.12 35.13 36.17 37.2', 38.35 3<;.50 40.70 Itl.97 43.32
4,-.17 /,6.35 48.C9 50.08 52. 1,5 55.56 60.88 6'1.80

"', .22 79.13 82.01 8 /,.23 86.11 87.78 89.29 90.69 '12.00 93.23
9".41 95.53 96.62 97.67 98.69 99.69 100.67 101.,62 102.57 103.49

1O~ • 4 1 105.3l. 106.20 107.03 107.9~ IG8.82 109.67 110.51 111.34 112.17
! 12. 'i 9 t 13.81 114.63 11S.~/t 1l6.25 117.05 133.67

f,Eilicr ION HElGIH~ 287.466

(, O. t7500CO !
li.u 19. /t5 20.38 21.33 22.29 23.25 24.21 25.18 26.15 27.13

2b. II. 29.13 3 cJ. 11, 3 l. 17 32.21 J 3.2& 34.33 JS./-+ 1 3/;.51 37.63
3~. "77 39.'n 41.12 1,2.3'. 'oJ. 59 4l..,CJQ 1.6.25 't 7.66 49.16 50.75
52 ~t...-o 51, .. 3 2 51,.39 5 e", -f 6 6 L 62 65.

'
.9 73.30 79.49

85.3'.1 97.(;\) 90019 90.89 10L it, 103.13 10';.93 10t-.59 108.13 109.59
1 J J • ') il 112. :,1 J t13,.5n ll'.. L2 1 16. OZ J 17.19 1 1 U. 34 119," 6 120.5"7 121.66
112.73 123.79 124.83 17 ~" B7 126.29 127.")0 1. 2l' .1l9 129.88 130.£6 13J..33
lJ2. 7 9 131.'15 13".70 135 .. 66 136.60 137.53 156.98

;<. C. f· l t CriO N H:JG:i1= 286.397

Reproduced from
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7 0.149<;999 2
0.0 16.62 17.42 18.23 19. C5 19.87 20.69 21.52 22.35 23.19

2<t.v4 24.89 2~.7& 2&.64 27.53 28.43 2°.34 30.26 31.20 32.15
33.13 3',.12 35.13 36.17 37.24 38.35 39.50 40.70 41.97 43.32
4't.77 46.35 48.09 50.08 52.45 55.57 60.88 67.130
74.22 79.14 82.01 84.23 86. Ll 87.78 89.29 90.6<; 92.00 93.23
94.41 95.53 96.62 97.67 98.69 99.69 100.67 101.63 102.57 103.50

1 U~ .41 "l05.31 10b.20 107.09 107.96 103.82 109.67 11 O. 51 111.34 112.17
lU.'19 113.31 11'·.63 115.44 116.25 117.05 133.67

REfleCTION HEIGHT= 287.466

8 0.1624998 1
0.0 18.03 18.90 19.78 20.67 21.56 22.'t5 23.35 2',.25 25.16

26.07 27.01 27.95 28.90 29.86 30.3', 31.83 32.83 33.e5 34.69
35.94 37.02 38.12 39.25 '... 0.'t1 41.1:> 1 42.86 44.17 ',5.55 47.02
48.60 50.32 52.22 54.40 57.01 60."7 66.76 73 .41
19.66 85.53 88.75 91. 20 93.26 95.09 96.1'. 98.27 9.9.69 101.0',

102.32 103.55 104.73 105.87 106.93 100.07 107.13 110.17 111.19 112.20
ID.20 114.18 115.14 116.10 11 7.05 117.98 118.91 119.82 12C.72 121.62
122 .51 123.'>0 124.29 125.17 126.05 126.91 1'.4.95

REFLeCTION tiE 1GHT" 286.955

9 0.1681498 1
0.0 18 .7', 19.64 20.56 21.43 22.40 23.33 24.26 25.20 26.1lt

27.10 28.06 29.04 30.03 31.0', 32.05 33.08 3'.. 12 35.18 36.26
37.35 38.',7 39.62 40.79 '.2.00 '13.25 44.55 45.91 47.35 48.88
50.53 52.32 5'to 30 56.57 59.30 62.96 69.93 16.33
82.:13 88.71 92.17 94.74 96.90 98.80 100.53 102.12 103.61 105.01

10&.34 107.&2 108.84 110.03 111.19 112.32 113.'.2 Iltt.51 115.57 lI6.62
117.65 118.67 llQ.t8 120.67 121.66 122.63 123.59 12',.54 125.48 126.41
127.34 128.26 12<;.18 13 0.10 131.01 131.91 150.65

REFLECT IGN HEIGHT= 286.672

10 0.17187',8 1
0.0 19.09 20.01 20.94 21.88 22.82 23.17 24.72 25.67 26.6~

27.61 28.60 29.59 30.60 31.62 32.66 33.70 34.77 35.85 36.94
38.06 39.20 'to.31 41.56 '.2.80 44.07 45.40 '+6.79 48.25 ',9.8J.
51.49 53.32 55.3 t-t 57. 66 60. L 6 64.21 71.58 77 .91
il3.77 90.59 9',.08 96.71 98.92 100.86 102.62 104.25 105.76 107.19

108.55 109.85 111.11 112.32 II 3.50 11'•• 65 115.71 116.88 117.96 11 9.03
120.09 121. 13 ·122.15 123.16 124.17 125.16 126.1', 127.10 128.06 129.01
129.';6 130.90 131.84 132.77 133.70 134.62 153.71

REFUCT lON HE IGHT= 286.536

11 0.1687',91 2
v.o 18.7', 19.64 20.56 21.',8 22.40 23.33 24.26 25.20 26.14

27.10 28.06 29.04 30.03 31.0', 32.05 33.08 34.12 35.18 36.26
37.35 38.47 39.62 '.0.79 42.00 -\3.25 44.55 ',5.91 47.35 48.88
50.53 52.32 54.30 .56.57 59.30 62.96 6'1.<;3 7(,.38
82.33 88.77 92.17 9'•• 74 96.90 GO.80 100.53 102.12 103.61 105.01

10".34 107.62 1 08 • &4 110.03 111.19 112.32 113.42 11'•• 51 115.57 116.62
117.65 118.6"( 119.68 120.67 121.6& 122.63 123.59 124.5't 125.48 126.',1
127.3', 12l' .26 129.18 130.10 131.01 131.91 150.65

REFLECT !ON HEIGHT: 286.672

12 O. 1703122 1
2 4 .49 25.44 26.39v.o 18.92 19.83 20.75 21.68 22 .61 23.55

27.35 23.33 29.32 30.32 31.3J 32.35 33.39 34 ./t 4 35.51 36.60

37.71 38.8'. 39.99 't!.18 '.2.',0 1,3.66 ~t(,. Il" 9 7 46.35 47.80 49.35

51.01 52. S 2 54.82 57.12 59.88 63.59 7e.74 77 .09

J5.01 89 .. 66 93.10 95.70 97.89 9? .. 81 101.55 103. 1" 10'.. 66 106.03

1 07 .43 108.71 109.95 11 L 16 112.32 113.46 114.58 115.6·" 116.75 117.81

11~. a 5 119.88 12u.f)9 121.90 122.69 123.87 12'.. 8 4 125.80 126.75 127.69

12~.&3 In .56 130.49 131.'.. 2 132.34 133.24 152.16

REflECTION Ii£: tun- 286.5')9

13 0.1110933 1
26.51J.o 19.01 19.92 20.85 21.78 22.72 23.66 24.60 25.56

27.48 28.',6 29.46 30.',6 3 l.'.(l 32.50 33.55 3', • I, I 35.68 36. n
37.88 39.02 40.18 ',I. 37 l; 2.60 '13.87 45.19 46.51 ',(j .03 49.58

51 ~ 2:> 53.07 55.08 57.39 60.17 63.91 71.15 77 .49

lH.39 90.11 93.58 1&.20 93.39 100.33 102.08 1 03 ... 70 105.21 106.63

107.98 lilS.2(l 110.52 Ill.73 11 Z. '70 11'•• 05 115.17 it6.27 111.35 11a.'tl

In.,,& 120.'<9 121.51 t2?~52 123.52 !Z't.51 1"25 ottO 126.44 127.',0 128.34

In.28 13J .. 22 131. 16 132.09 133.01 133.92 152 <1193

"ULEeT ION II:: I C·III = 286.572
Himl IO;,. AL hAf~GE~~ 152.928
"" so .. (; c" l!' ~~: "C '" " " '" '" Il" • f" (I <I> , .. C ... <G (l ... .0 e c;: QQ,) t'>
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APPENDIX 6

HILBERT TRANSFORM METHOD OF DETERMINING

THE PERIOD OF RAYLEIGH-ACOUSTIC WAVE

GENERATED IONOSPHERIC DOPPLER RECORDINGS

1. Introduction

Well-dispersed earthquake generated Rayleigh waves
launch acoustic waves into the atmosphere and cause oscillatory
disturbances in the ionosphere. These acoustic waves are designated
as Rayleigh-acoustic waves throughout this paper. By employing the
Doppler sounding technique (Davies, 1969), these oscil"latory

disturbances at ionospheric height can be recorded. The purpose of
this paper is to present a method, which employs the Hilbert
transform and the analytic signal representation, for the determina
tion of the period of the oscillatory disturbances recorded. This

method is des·ignated as the Hilbert transform method. Besides
Rayleigh-acoustic waves, oscillatory disturbances in the ionosphere

can be generated by other effects such as the geomagnetic sudden
commencement (Davies, 1969). Complication in analysis may arise

due to different nature of different disturbances. So we confine
our discussion to records representing disturbances caused by
Rayl ei gh-acousti c "laves on-Iy. Throughout the paper, the term II Doppl er

record" denotes onl y those records di spl ayi ng osci 11 ati ons caused

by Rayleigh-acoustic waves.
The Doppler record has been shown to b2 a faithful

representation of the time rate of change of the displacement of the
long-period Rayleigh waves (Yuen et al., 1969) and is equivalent
to what an ideal long-period seismometer for measuring vertical
component of a disturbance would record. At present, records of
long-period Rayleigh v'laves from seismometers are not very satis
factory. 1'lost of the time they are contarni nated by Love vvaves and
the seimometers are unstable due to violent oscillations caused
by the stY'ong body v/aves which arrive before the Rayl eigh VJaves

(Furumoto. 1970). On the other hand, ionospheric Doppler recordings
do not have such serious drawbacks. So, Doppler records playa

unique and ilnportant role in representing the long reriod seismic
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Rayleigh waves.
Analysis of Doppler records gives valuable information

for earthquake source mechanism investigations and other seismic

studies. An example is the experimental tsunami warning system

established at the Radioscience Laboratory of the University of
Hawaii (Furumoto, 1970; Najita et 0.1.,1974). In the process of

analyzing a Doppler record, one essential and significant piece of

information needed is the period of the oscillations. Traditiona!ly,
the period of the oscillations recorded by seismometers, c,s well

as by Doppler technique, has been determined by the so--called "peak

and trough" method (Pekeris, 1948; Ewing and Press, 1954). In this

paper, the Hil bert transform method and the "peak and trough" method

are compared by applying them to a Doppler record.
Before we go into the details of the Hilbert transform

method, we first need to discuss the Doppler record.

II. The Doppler Record

The motion at one point of a dispersive medium due to
a disturbance applied earlier at another point may be represented
by a superposition of traveling plane waves of different wave
number k (Brune et 0.1., 1960)

u(x,t) = 1_ foo A(k)cos(wt-kx+¢(k))dk
2 7T 0

(1)

where u(x,t) is a component of the displacement wh'ich is a function

of the space coordinate x and the time t. A(k) is an amplitude

function, w the angular frequency, and ¢(k) the initial phase as a

function of wave number. Furthermore, Brune (1960) utilized the

calculations given by Pekeris (1948) to show that when a wave train,
which is generated by the disturbance applied at one point, has
become sufficiently dispersed, Equation 1 may be evaluated by the
method of stationary phase and shown to be aoproximately

provided Wo is not too near an extremum of group veloc'ii:y and the
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amplitude does not vary too rapidly as a function of frequency.
Equation (2) then indicates that the motion at large x will
consist of nearly sinusoidal oscillations whose frequency and

amplitude slowly vary with time (essentially because Wo and ko

are functions of (x/t)). Thus at remote points away from the source,
the wave-train will be well-dispersed, and oscillation of frequency
Wo will occur when traveling plane wave components VJith frequencies
equal to and near Wo arrive at the point and interfere construct
ively with one another.

The above results can, and have, been used in the case
of Rayleigh waves from large earthquakes (Brune et al., 1960). Since
a Doppler record is a faithful representation of well-dispersed
Rayleigh waves, they can also be applied to the case of Doppler reccrd.
In general, an oscillation recoded by using the Doppler technique

at a certain time can be pictured as caused by a Rayleigh wave
component x(t),

x(t) = Acos(wt+~) (4)

where w is the frequency, A is the amplitude, and ~ is the total
phase shift. Actually, the amplitudes of the oscillations recorded
are proportional to the particle velocHy induced by the Rayleigh
acoustic waves. There is a u/2 phase difference between the peaks
of displacement and the peaks of the Doppler frequency shift
(Najita et al., 1974). This u/2 chase difference could be incorpora~

ted into the total phase shift ~ in (4). The win (4) is the frequency
of the oscillation recorded, where reciprocal of w gives the period
of the oscillation.

III. The Hilbert Transform and The Analytic Signal
The Hilbert transform is frequently encountered in

communication th(~oY'y. The bund-rass signals that are of interest
in communication are signals that are generated by modulating a
carrier signal by a narrow-band low-pass information-bearing
signal. fl,nd the Hilb(;rt transfonTI provides an easy and elegant h'ay
to relate the band-pass modulated signal to the low-pass signal,
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especially in single side-band modulation.
The Hilbert transform ~(t) of a real-valued signal

x(t) is defined as (Kuo and Freeny, 1962; Schwarts et al., 1966)

()
1 ex:> x(T)

~ t = - P J ------dT
7T ...00 t-T

and the inverse Hilbert transform as

(5)

(6)

Where P denotes the Cauchy principle value of the integral at T=t.
Let us demonstrate equation 5 by finding the Hilbert transform ~(t)

of the function in (4), x(t) = Acos(wt+~). Substitute T=t+T~ in (5):

= 1 P J ex:> (x (t+T )/ -T )dT
7T -00

Then substitute (4) into the equation:

~(t) = 1 P J ex:> (Acos(wt+wL+~)/-T)dT
7T -"0

= 8 P Joo (cos(wt+~)COSWT/-T)dT
7T -"0

A ex:>

- i P ~ (sin(wt+~)sinwT/-T)dT .

Since COS(WT)/T is and odd function, the first integral in the
above equation is zero, and

= Asin(wt+cv)

(7a)

(7b)

(7c)

(7d)

(7e)

(7f)

(7g)

This result will be helpful in later analysis.
In another approach, ;«t) may be regarded as the

response of a (non-rea"lizable) l"inear fiHei~ to x(t). This Hilbert



6-5

transform filter has impulse response lint and transfer function
-jsgn(f) (Kuo and Freeny~ 1962; Schwartz et al.~ 1966)~ where j=l=r
and sgn(f) is defined as

1 f>O
sgn(f) = { 0 f=O

-1 f<O

So~ if X(f) is the Fourier transform of x(t), then

and

A

X(f) = -jsgn(f)·X(f)

~(t) = (l/nt)*x(t) ,

(8)

(9)

where * denotes the convolution.
Other properties of Hilbert transform are discussed in the
literatures dealing with communication theory.

Now let us discuss the meaning of the analytic signal. The
analytic signal representation of a real waveform was first introduced
by Gabor (1946), and is now used vJidely in communication theory
as a means of representing band-pass signals. The analytic signal
z(t) of a real waveform x(t) - sometimes referred to as the
pre-envelope and the complex signal - is defined as (Kuo and Freeny,
1962; Schwartz et al. ~ 1966)

z(t) = x(t)+j~(t) ,

where ~(t) is the Hilbert transform of x(t) (~(t) is sometimes
called the quadrature function of x(t) in this case). Equation
(10) can be expressed in another form,

z(t) = P,(t)eje ~

(10)

(11 )

\'Jhere

and e = ta n- 1 (9- ( t) I x(t) ) .

(12 )

(13 )
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A(t) is the amplitude, e the instantaneous phase, and the time
derivative of e the instantaneous frequency of the analytic signal
z(t) (Schwartz et al., 1966).

IV. The Determination of Period by the Hilbert Transform Method
In section II, we have shown that an oscillation

recorded by the Doppler technique is caused by a cosinusoid described
by (4): x(t) = Acos(wt+~). From (7g), the Hilbert transform
of Acos(wt+~) is ~(t) = Asin(wt+~). Therefore, the analytic signal
representation of x(t) is, from (10)

z(t) = Acos(wt+~)+Ajsin(L0t+¢)

From (13) and (14), the instantaneous phase is

e = tan- 1 (sin(wt+<J:»/cos(wt+<J:»)

• e = wt+<J:>. .

(14 )

(15)

Differentiating both sides of (15) with respect to time t, we
find that the frequency w of x(t) is equal to the instantaneous
frequency of its analytic signal representation, since <J:> is
independent of t. That is, finding the frequency w is the same as
finding the instantaneous phase of the analytic signal, and then
calculating its time derivative. So, the problem reduces to
one of determining the instantaneous phase.

Now, let us transform the analytic signal into the
frequency domain,

Z(f) = X(f)+j9-(f) (16)

where Z(f) is the Fourier transform of z(t). From (8)

A

X(f) = -jsgn(f)·X(f) ,
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so Z(f) = X(f)+j(-jsgn(f)"X(f))

= X(f)+sgn(f)X(f)

2X(f) f>O
Z(f) = { X( f) f=O

0 f<O

(17)

Therefore~ it follows that the instantaneous phase of the
analytic signal ,representation z(t) of a real signal x(t) can be
determined using the following algorithm:

1. Transform x(t) into X(f),
2. Cancel the negative frequency terms and multiply

the positive frequency terms by 2. This will give
Z( f) ,

3. Transform Z(f) back into z(t) and plot 8~ the
instantaneous phase.

V. Practical Consideration
Since Fourier transform is involved in the computation

of an analytic signal, a computer is convenient. At present~ the
most,efficient ~'Jay of doing Fourier transform is by using the
Fast Fourier Transform (FFT) routine on a digital computer. Detailed
description of writing and using the FFT routine is given by
Brigham (1974).

In using a digital computer to calculate the analytic
signal representation of a whole Doppler record~ it is possib'le
to input the whole Doppler record at one time and display the result
by plotting the instantaneous phase as a function of time (i.e.,
usi n9 the same time ax'j s as the Doppl el~ record). Then, by taking
the time derivative or the slope of the phase plot, the period
at any time can be determined.

Techniques of proper handling a waveform in digital
Fourier Transform analys"is are discussed in many literatures.
Since a continous Doppler record must be sampled discretely
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in order to utilize a digital computer, the limitations due to
the effect of sampling must be observed: The sampling theorem -
a waveform x(t) should be sampled at a frequency of at least twice
the largest frequency component of x(t) - must not be violated.
Aliasing and leakage must be avoided. Two additional important
points in finding the analytic signal are:

1. In the process of finding the analytic signal, the
negative frequency terms are truncated. Discontin
uity may occur at zero frequency and thus may
violate the sampling theorem. So the zero frequency
term should be filtered out or kept to a minimum
before doing the inverse transform.

2. Since the calculation of the analytic signal of a
waveform effectively involves convolution of the
waveform with the slowly decaying kernel lint of
the Hilbert transform, the analytic signal represent
ation will be unreliable near the beginning and
end of the waveform (White and eha, 1973).

Two examples of period detennination by means of the
analytic signal are given below. The first involves a sinusoid of
a known period T, as shown in Figure 1. The instantaneous phase
plot is given in Figure 2. By taking the time derivative of the
phase plot, one can show that the instantaneous frequency found in
Figure 2 is exactly equal to the frequency of the sinusoid in (1).

The second example involves the 10 MHz. Doppler record obtained
from the RCldioscience Laboratory of the University of Ha\'faii at
Manoa shortly after the Hachinohe, Japan earthquake of May 16, 1968.

The Doppler record is shown in Figure 3 and its instantaneous phase
plot is in Figure 4. One can determine the frequency at one time
by measuring the slope of the phase plot at the time.

VI. O-j scuss i on
Without a digital computer, the determination of period

by the Hilbert transform method becomes extremely difficult if not
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Figure 1. A Sinusoid with a constant Period T.
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Fi~ure 2. Instant~n~ous Phase Plot of the Sinusoid with Period T.
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impossible. Although the analytic signal representation of a wave
form was introduced many years ago, the expensiveness and the in
efficiency of an early digital computer would certainly have
hindered any attempt to use the analytic signal representation in time
series analysis. With the introduction of FFT in 1965 and the
unprecedented low price and high speed of mini-computers today, the
determination of the period of a Doppler record by this method has
become feasible. For example, the entire process from digitizing
the Doppler record in Figure 3 to plotting the instantaneous phase
in Figure 4 takes about 10 minutes using a Hewlett Packard program
mable desk calculator system.

Traditiona11Y9 the period of the oscillations recorded
by seismometers and by Doppler technique has been determined by the
so-ca11 ed "peak and trough" method. A descri pti on of thi s method
may be found in Pekeris (1948) and Ewing and Press (1954). Briefly,
one reads off the time Tn of the n-th maximum or minimum, and plots
Tn against n. Then a smooth and continuous curve is drawn through
the plotted points. The period at time T is obtained by measuring

n
the slope of the curve at Tn' The crucial step in this method is
the fitting of a curve to the plotted points. Since there is no
standard way of fitting a curve (a least square fit may not be the
best), error may be introduced. Figure 5 shows the curve obtained
by applying the "peak and trough" method to the Doppler record in
Figure 3. The periods of the labelled peaks and troughs obtained
from Figure 4 together with those obtained from Figure 5 are entered
into Table 1.

By comparing the two rows of values in Table 1, one
can see that they are different for every event. There is no
systematic error in going from Event 1 to Event 4: the values
of Event 1 and Event 2 obtained by using the Hilbert transform method
are smaller than those obtained by using the "peak and trough"
method, but the values of Event 3 and Event 4 obtained by using the

Hilbert transform method are greater than those obtained by using
the "peak and trough" method. The differences betv"een the values
obtained from the two methods for Events 1, 2, and 4 are small and
can be accounted for by errors i ntt-'oduced when measuri ng the slope
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of the instantaneous phase plot. But there is a substantial differ
ence between the values for Event 3. One possible explanation for
this difference is the error introduced when fitting a curve to the
plotted points in the "peak and trough" method as mentioned earlier
in this section. Obviously, one advantage of the Hilbert transform
method over the "peak and trough" method is that no curve fitting
is necessary. But without exhaustive error analysis - which we shall
not discuss in this paper due to its complexity - it is difficult
and premature to judge which method gives the better result.
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APPENDIX 7
METHOD OF DETERMINING THE INITIAL PHASE

OF THE SOURCE OF AN EARTHQUAKE FROM THE DOPPLER RECORDS

Introduction
Rayleigh waves from large earthquakes generate acoustic \'laves up into

the atmosphere and cause delayed oscillations in the ionosphere. These
oscillations were confirmed experimentally (Yuen et al., 1969) by employing

the Doppler technique.
Doppler records obtained after the Kurile Island Earthquake on August

11, 1969, had been investigated in detail and a method was suggested by
Dr. A. S. Furumoto (1970) relating data obtained from the Doppler record

to the initial phase of the source.
In this report, a few modifications on the process of locating the

initial phase of the source of an earthquake are discussed. Examples are
given to illustrate the modifications.

Outline of Furumoto's Method
The details pertaining to Furumoto's method will not be reproduced

here. The reader is referred to Furumoto's paper (1970) for a complete
picture of the method. However, an outline of his method is given below
for the purpose of comparison. The outline is divided into seven steps for
easy identification:
1. Identify and label peaks and troughs on the Doppler record. For

example, a trough that appeared first on the Doppler record is labelled
as Event 1.

2. Find out the time of arrival of each event and determine the period
associated with each event using the Peak and Trough method (Ewing and
Press,1954). The time of arrival of an event is the arrival time of
the Rayl ei gh-acousti c waves at the i onospheri c refl ector.

3. From the data given by Ben-Menahem and Toksoz (1962), determine the
phase velocity that corresponds to each event.

4. Tabulate the per'jod, character, phase velocity and the time lag of each
event. The time lag of an event is the difference in time between the

event and Event 1.
5. Estimate the location \'ihere the Rayleigh-acoustic refraction from the

ground took place. This location is called the launching point for
the Rayleigh-acoustic wave. Also, find out the epicentral distance -
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distance between the epicenter of an earthquake and the sub-ionos

pheric point.
6. Construct wave trains of all the events at the time when Event 1

reached the launching point. At that time, other events were behind
Event 1 at a distance equal to the product of phase velocity and time
lag. The wave trains are constructed from the launching point back
towards the epicenter until a distance is found where the phases from
all the trains are in agreement. This is the initial phase of the
wave components.

7. When a wave leaves a source, there is an advance of rr/4 in phase for
normal branch of dispersion (dVjdT > 0, V = group velocity, T = period)
(Brune et al., 1961). Hence, the initial phase of the source is rr/4
behind the initial phase of the wave components.

Modifications
A. Estimation of travel time required and horizontal distance elapsed

for the Rayleigh-acoustic wave to refract from the launching point up
to the ionospheric reflector.

Ray tracing on the Rayleigh-acoustic wave was done by the staff of
the Radioscience Laboratory using an IBM 360 computer. Phase velocities
were used in the calculation. The results are displayed in Figure 1 and
Figure 2. Figure 1 shows the delay time as a function of height and
period. Figure 2 shows the horizontal range elapsed as a function of
height and period. For a fixed height, a curve showing the relationship
between the period and the horizontal range can be constructed using
data from Figure 1 and Figure 2 respectively. For example, Figure 3 shows
the delay time for different periods of Rayleigh-acoustic wave to reach
an altitude of 300 kilometers, and FigLire 4 shows the horizontal distance
elapsed for that altitude. The curve showing the delay time as a function
of period is used to correct the time lag in Step 4 of Furumoto's method,
and the curve showing the horizontal range elapsed is used to determine
the accurate location of the launching point in Step 5.
B. Location of the initial phase on a wave train plot.

A different approach is introduced here for locating the initial phase
on a wave train. In the wave train plot in Step 6, the abscissa represents
the straight line path on the earth's surface passing through the epicenter
and the launching point. Since the wave train is plotted in a triangular



40
0

35
0

I
30

0
~

,...
., E .::

.t. ......
..

25
0

l
- :c <!
J

>
-l

W :c
20

0

15
0

10
0 50

-- a
2

4

L_

6
8

DE
LA

Y
TI

M
E

(m
in

)

24
0

10

PE
R

IO
D

(s
ec

)
20

0
16

0
12

0
80

40

12

Fi
gu

re
1.

T
ra

v
el

ti
m

e
al

on
g

ra
y-

pa
th

s
as

a
fu

n
ct

io
n

o
f

he
'j

gh
t

an
d

p
er

io
d.

-...
..J I W



40
0

35
0

30
0

.....
.... 12

25
0

.....
.....

l I C
)

>-
< :::

20
0

15
0

10
0 50

PE
RI

OD
(s
ec
~o

24
0

20
0

16
0

12
0

I4
0

a
2

4
6

8
HO

RI
ZO

NT
AL

RA
NG

E
(k

m
)

10
12

Fi
gu

re
2.

R
ay

-p
at

hs
fo

r
in

fr
as

on
ic

w
av

es
pa

ra
m

et
er

iz
ed

in
te

rm
s

of
pe

ri
od

s.
'"I ..j

:::
,



12
L

i

8 40
80

12
0

16
0

20
0

24
0

PE
RI

OD
(s

ec
)

Fi
gu

re
3.

D
el

ay
tim

e
as

a
fu

nc
ti

on
of

pe
ri

od
.

E
50

.::
L ----
-

W U Z <
:(

l- V
)

>-
<

45
0 -
l

<J
::

I
- z 0 N >-
< a:: S2

40
-'

-
40

80
12

0
16

0
20

0
24

0
PE

RI
OD

(
s
e
~
)

"-
J

J U
1

Fi
gu

re
4.

H
or

iz
on

ta
l

di
sp

la
ce

m
en

t
as

a
fu

nc
ti

on
of

pe
ri

od
.

-
III

c °E w ~
10

>- ~ w 0

9



7-6

wave pattern with constant amplitude, the ordinate has no meaning except
in identifying the pase at a certain location. So, the wave train plot
represents the phase variation with respect to distance of a component

of the Rayleigh wave packet at a certain instant of time.
When an earthquake occurred, assume it occurred at time to' a

Rayleigh wave packet was generated from the epicenter. This wave packet

can be Fourier analyzed showing an infinite number of wave components
with different periods but have the same initial phase. Since the medium
is dispersive, they have different phase velocities. The phase velocity
Vp of a wave component with certain period can be estimated readily from
Figure 2 given in Dorman (1969) or from data given by Ben-Menahem and
Toksoz (1962), it is therefore possible to calculate the distance d the
initial phase has travelled in a certain period of time t by the simple
equation

d = Vpt.
Since all the wave trains are plotted at the time when Event 1

reached the launching point, let this time be t l , therefore t = t l - to'
and the distance d of the initial phase from the epicenter can be deter
mined:

d = Vp( t l - to ).
Once the location of the epicenter is known, this distance can be located
on the wave train plot to give the initial phase.
C. Initial phase of the source.

A Doppler record shows the Doppler frequency shift with respect to
time. In order to apply the n/4 phase shift mentioned in Step 7, the
Doppler record must be translated into a displacement curve. In translating
the Doppler record into a displacement curve, there is an advance of n/2

in phase as shown in Figure 5. Together with the n/4 advance in phase
when a wave leaves a source, the total change in phase is n/4 when
relating the Doppler record to the source. Hence, the initial phase of
the source is n/4 in advance of the initial phase obtained from a wave
train plot.

Examples
The August 11, 1969 Kurile Earthquake was used by Dr. Furumoto to

illustrate his method. So data from the same earthquake are used here to
illustrate the suggested modifications.
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The August 11, 1969 Kurile Earthquake was used by Dr. Furumoto to
illustrate his method. So data from the same earthquake are used here to

illustr?te the suggested modifications.
The 10 MHz Doppler record obtained shortly after the Kurile Earthquake

is shown in Figure 6. One can notice that the long period peaks and
troughs are labelled. Table 1 shows all the data needed for constructing
the wave trains and for locating the initial phase on each wave train.
Values in column A through D of Table 1 are obtained directly from
Table 1 found in Furumoto·s paper (1970). In column E, values of the
delay time are obtained from Figure 3. In column F, values of the hori
zontal distance elapsed are obtained from Figure 4. Time of arrival in
column G is obtained directly from the Doppler record shown in Figure 6.
Column H shows the time when the acoustic wave was launched. In column
I, the distance compensation represents the distance of an event from
the launching point of Event 1. Column J gives the wave length and
column K the distance of initial phase from the epicenter of an event.'
Figure 7 is the wave train plot based on data from Table 1. In constructing
the wave train plot, the epicenter is used as the reference point. The
launching point for Event 1 is located by measuring the distance of the
launching point from the epicenter. Triangular wave train is then con
structed starting from the launching point. The location of the initial
phase is then determined by measuring the distance between the initial
phase and the epicenter. The above procedure is repeated for other
events. The arrows in Figure 7 indicate the locations of the initial
phase. All events except event 2 show good agreement in initial phase.

Another example is given here. Figure 8 shows the 10 MHz Doppler
records from the Hachi nohe, Japan Earthquake of May 16, 1968 with the
peaks and troughs labelled. Table 2 gives all the data needed for the
wave train plot. The plot is shown in Figure 9. Again, all the events
show an astoundingly good agreement in initial phase.
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APPENDIX Sri

A COMPUTER PROGRAM
TO PLOT Q-X CURVES

FJRTR~~ IV G LEVEL 20

ooOt
oon
0003
000',
OCGS
0006
0007
0,) 08
0009
0010
0011
0012
0013
00 II,
0015
00t6
oon
0018
0019
0020
0021
0022
002J
002 f ,

0025
oon
Don
0028
0029
0030
003L
0032
0033
003",
0035

C TO PLell fI'JC'r:q"S OUi\f(f!C
D l 'HJ, S I 0:, C!j ;, ( '0' I I , :~ U() ( t, 1 ! "X UP { I. 1 ! ,X D0 { 4 1 1 , Q( 'I 2) ,X h 2 ) ,,, ( LW (I }

c.\ L L i'L [J : S ( '3 ( ) ) , I, 0 (; °!
CM_L P[.rH((I.O,O,O,--3}
DO 9 L" 1 ,2
IF lL-il 14,14,15

lly 1"=10.0
GO ro 16

1'5 f'~5.0

16 DO 10 !,01,:;
hNG=O.I+ O.lolt-Il
C f, L L 0 U i\ r! r (i\!, G, F , QUP, (.) DO, xU0 , X0 0 , NO, x0 , Q0 }
() 0 1 1 J" 1 , liD
O(J)=(·u;'{JI

11 X{.))c=XUP1}1
Q( iW+ 1) 00
X(~f)+lj",XC

N='Wt-2
DD 12 J"N,I;,;'
:.)(Ji"Qllrl:J-NHi

12 X(J)"XDOIJ-N~11
IF (L-li lG"Hi.I'!

18 cr,Ll_ L1 i'! [( Xr (),', 2 rl ,0,0,0" 0, -, L 0, lL I. 0 c 2)
GO TO 19

1 7 C;\ I. L II ~'J [[ X, Q, I, 2 ,1 I 2 , 03 , 0 , 0 ,- 10 0 , O. 1 I 0 • n
19 \1'RITr::(6;l~)D) j)J-~G

\!R! T E ( (" 5 U) (X ( K) ,K" 1 ,',2) ,XO
'r! R IT Ie { (, , ',eJ) {Q ( K) ,K" 1 ,1,2 ,I , OD

10 ell'lT I NUl:
') COiH !I-!U[

CALL AXISI0.U,5.0,' ',-1,10.0,0.0,0.0,0.1,10.0)
CAL L A X [ S( o. 0 , :) " 0 , I ., 1 , '- 0 • \) , 9°.0 ,-- 1 < 0 , 0 • 2 , 1 0 • 0 1
CALL PlGT{O,O,0.0,9991

5 0 Fen ,.', A r ( 1 X , 15 rb " II I
STOP
[NO

Reproduced from
best available copy.

",r','lP C:,'J",<pnl'"I'-T, f\lle: '-'IU' I\P"I' "I~,
I ..... • ,_,l.,_":\\JJ .'.I~_. 1..\ ["1\ required and given In Appendix SA.



5C-1

RAY TRACING IN THE IONOSPHERE

This progralli consi~;ts of a Inuin progrom, tl'.'O SUCROUTINE progl'ili'ilS,

QU/\RT a,no HrJTCl2:, (ind :t Fur\CTlOi~ subprO~lrJm DX2D!l. The SUBROUTINE

INTEG2 U, H~ NO, 1\) -is used for integl'iJl:lon of a given numer"ical

functioiL The meanings of 'Uw iJT~Juillents i:Jl'C oS fol1o\'!s:

Y: Input vector of length NO to be integrated

H: Step I'/idth of intcgrdt:fon

NO: Number of ordinates to be integrated

!~: Output vector of "length i'iO \'·:11"1ch gives the result of inte-

gration corresponding to each element of vector Y.

range y~ corresponding
h. .

~~. L

to k L11 -layer~ can be obtained.

following steps should be followed:

(1) Prepare a data card with FORMAT (214) which supplies the

va1ues 'ro t'

NR/\Y ;: NL!rnbel~ of '; onogl~ums to bc~ i'elY tr'uced, and

F := Fi'C'CjUfc>ncy hi r'i:l7. hl this oydet,

Prepure a data set for electron density profiles of the

i onospiwi"C' to be fe;,.';' tracc;cl \,!'i til FfWJiJ\T ('I 3F6, 1). It 'j s

assumed UliJ,t the punched output of tho e'li::ctron densHy

to (,ive 11 (-' \ atJ i\e <.) 5 krn -i nterva 1

up to "j ODO krn.

"I,'t."""" ('I,'..J,.:,.,,:.·,I, I~n.t- ,7(' l'r\",-{ '~"1 1"1',(:1 r\'-'-{nv" (1 \I . ,) \. .. L- !., ,~(I, l._. I j -',...... j r (,' .. l I /
-",1 ( '/ \
().} r l... \ l_ I d.bovc: ..



5(·-2

Thh pr09ram 1'!aS \'iti tten fOlA ray tracing of (ad-j 0 path 1. For use

at another radio path. m and n should be recalculated for that path and

make the ch3.nges Y2"rn and Y3 cc n in statements 5 and 6.

The initiating angle of incidence OT(l) was assumed to be 0.4
1

radian. If thc: angle athOl' than tli'is is chosen as (10). the state;nent

"l7 should be changed for -this neVi value. The preass-jgned error distance

L\D 1'-/(1,S assumc:d to be 'j km. If the va-rue atht;)' than 1 km is desired.

statement 98 should be changed to read

IF (X2D(MD) - DIST - L\D) 29, 30, 30

I'{here L\D refers to the nel'{ Yo.'! ue de~d l'C:d. The d'l stance bet\':een vl\NH and

the University of Hawaii is 152.2 km. ~f the distance other than this

value is desired then statement 3 should be changed.

This program -is v,rrHten to print out the fonovring data fo\~ each

Or in the o)'oet.

( .\
1 )

as shown in Figure 5.7.

(i 1) H0 l' 'i z0 n,'. -1 -I" )-' ') (l .. D S \.I I Y I
q Lc. (,. IS", .J 1 :1 ... 2 ~

as shown in Figure 5.7.

I' !. H for down coming wave
.J m -

(iii) Height of reflection zOo

(iv) \'ifJen the rd,y hornes hi on -the desir'ed )'2ce-[vin9 point a dotte:;d

l"i no I'in 1 be pd ntcd out to i nd-rca te the end of ray tihZlC i ng

?, 1,-1":' "L-' 111 r, '1'"' V"1 v ~.•" ;", " ; 11 (- ""Ie'r"', "l' f' (>
..... i.) l..- t (..,I LI \..1.1.-" "1.J Ui _,I,.. I,jf,,,) P"O-F':"!0I, \ L " It ...... o!'

Tai,'le 5[',1 shc)\'JS the printeci output of a ray trueing sample made on the

(~"i"l'"\! 1)1'('"";-10 c("o";'""! 1,1,"',1 [I:'-!O_," 1,',1".. "J ' "J I ,,~, I I ~ d ;:) The Y'cqui red SUBf<OJT Ir·lE

QU\RT lS given in
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GOO],

OOO?.
tJ(J03
OOQl~

0005
U006
000'(
0008
vOJ'i:
(jOl~)

0011
0012
00J..3
~IO L!;

00'-5
OOl&
OutY
0016
OOt9
0020
0021.
002.2
0023
00.?.'"
0020
OOZ6
coz'r
0028
0029
0030
003 L
0032
0033
003(,
0035
0036

0031'
OU33
0039
OOlt·(l

OOf\·l
OU42
OOL,~3

() Ot..."/~.
l10 1i' 5

C. Rill' nu,Ci:,G GY f30DKf:R'$ QUM:T!C
(J I !.\ U;:; I D" XLP ( I, 1 ) ,X G[] {{, 1.} I I) U" ( I, 1 } , C' f) 0 '" 1) ,Q \) ! 8 0 l "X! I (j 5 I

2 f CD ( COl, T 1 (e 0) , L~ ( flO) , ;\ 2U ( [, 0), X 2D ( Gel f XD (6!,)
0151,0J.5202
i~ [A D ( 5 1 5 1) Hr~ Ii. y ~ F

)' 2 ;~ .~" 0 ~ 0 Ii 662 /~, <i V
Y 3:; 0 ¢ 6 2 52 9 ·l -~~ Y
DO '10 ]K"1.,1';f(i:~Y

Kr:/~D(5t50} X-
00 81'-'1,f.!,
lFtX{!)} G,C?')

8 CO~rfI NUE
9 lO"7ScO:i';S",C

N"6tt
Ii." f.
DO 10 roci( rN

lOX ( I·· K11.) ,,( X ( r. ) I J.2 & 1,00} IF1.d :;;

A"'O"f;,
Df,= 0" 1,
NOTf\Y'(i

3J. DO 30 );"1; 1.0
M~G:' /.- (1;"1.) !'-Ol,
C ="- COS ( J\ t'-l Gt
S=SIN(/>IIGl
C/ll L QUi.in (MI G, 1', QUP ,0 DO, >;UP, XDU, NO;. XO. QQi

DO Ii !'"lrl!
If(X(!)-xdj Jl"U, 9 t?

11 CO~H II~U(:

12 /H·i" [~l.

00 If; J'" 1. ,IJ
!F{X(NM-J~ll-XUP!NOI 6 r 6.14

lIt CONTlj'lUJ:
(, rl U" 11 c',,· .1:·1

00 "7 ! 001 ,IJU
DO 5 J;:1. :>f,lO
! F ! xu p{ J ) - X( 1)) 5 d:i, !,(i

16 0 U ( [) ,,( ( QU P [ .I) "OU P ( .1-- t J ) I i W P ( n ··x UP ( ,i -1) } ),~ I X ( I [
2 XiJf'( .l··ll) 1QUP (J"lt

GO TO l
15 ·C) U[ [ i "CU:' { .J!'

GU TO -/
~j CCl~T rtiu:~

7 CO~HIiWC

00 :'13 1 ,,1 ,1'1
1. F t X ( h'U .;. I J .-. X I] >. 3 3 ~' 3 t;,~ ~ 3;;'~

33 CCl>H! i'~Ut

3 / j 0 ;-11 ~-:::.> Q O~:·:: r

Reproduced from
best available copy,



Ft>RTfUd, IV G LEVel 20 DA-ff. 73227

,
-~

() 0(; {,

00(;-7
001,,3
OO'.'}
0050
() 0 ~i 1.
OO~; 2
OOS}
OW, !<

0055
005('
0057
0058

lJ059
0060
0001
0062
0063
OOcA
0065
0066
UO& 'f
0068
006')
0070
0071.
0072
OOB
007 "r
0075
l)07 (,
0077
0018
oon
0080
OOlll
0082
ODS)
001.34
UU35
0086
0087
one D
0,)8,)
0090
CO)!
0092

ll=ZCf{NU-ll*5.0
ll\. '" ( x0 -- x(;-; U) ! ,,( 011 I / ( X ( 1\0 : r I - X ( NU j } ) ~. Z 1
QQ"QU( r<'.Jl
XX"'X(,<Ui
yy= DX2DHIY,Y2. Y3,C,S,CU,XX}
X2~U=2.0~(lA-ll)~YY

r,D" I~U

NCD~/tl"1iCl

DO 2 J_ 1" 1 t i if}

DO 3 J~irNOD

JJ=/~2-I<CJ-J

IFIX['C(JJ1-X(IJJ 3,22,23
23 Q0 { ! "q (woo ( J J ) -00 0 [ J J {Jl ) / (X 00 {J J I - XOO ( J J {. U II t.:

2 (X ( I ! -- X[) 0 ( J J 1-] ) ) -: OD C( J ,J 1, 1.1
GO 'Ill 21

22 QO(!J'-'ODOlJJl
GO TO 21

3 COi-n- H;Ur:
21 corn-leW"

OQ=Q[)(I;Oi
XX"X(:W)
yy,-, DX20H(Y.Y2,YJ,C,S,GO,XXI
x 2'" [) ~- ;:, ~. ( 7,\--ll ) ," " y
DO (,0 1-:"l,I{D
'flIH)"COI1'\J

(,0 rZlr-'.jc'XIH)
DC) 2/{ 1-'," 1 ,ND
\) D ( 1',) "T J. ( iiD- f.', < 11

24 XOIH) ~T2(ND-M~11

00 25 I c.' 1 , NU
QO"' QU (! J
XX= Xl 11

25 1111l= OX20H(Y,Y2,Y3,C,S,Qa.XXI
00 20 Iccl,ND
00" GOI I;
XX"XD( Ii

2012(11" DXZL:ll(Y,Y2,Y3,-C,S,Cl0,XXl
CALL UnFG2<Tl, 5,O,IiU,X2U)
CALL INTlG2(T2,-5.C,NU,X2DI
XZ" 10" H.N [ING:
DO 26 l~l,r;u

26 X2U(NU-[t2)"XZUINU-I.!I~X2

X2U ( 1 ) "0,0
I',U ~ r.;u{ 2
X2UIMU)cX2UI~U-lltX2~U

IT= X2U (i'1J)1X2lD
Don J ,- 1 r i\D

2.7 X?DII )c>:ZUl[i+'[T
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0093
OU') (i'

OO,/S
OLl'>'6
U\"':] or
0098
00','S'
0100
(J 101
DIU?
OIO}
alOti
0105
0106
OIO?
OluS
0)09
OUO
OUi
0112
011.3
01 )l~

011.5
one,
OU?
aUG
0119
01.20
aUI
OX?;:
(] 1;~3

I\D=NfHt
X2DlMCI X2D(MD-l)~X2

N(J TI, Yc, uc r R1'+ 1
\{RITf{61~3) ~OT~y,ANGil'

Ii rz IT f( (" ~) 2J (X? lJ ( I ) , i. ~ t , ~ \U1
h R I l I: { 6 f ) 2) (X ? 0 { I } r I ~~ 1. r :'~ D (
HnlH(6,::7J Zi\
IF(X2DIMDI-DIST) 32,28,28

28 IF(X2D(MDI-nIST-l.OI 2S,30.30
30 corn {NOE'
32. t·. = /d"(.' 0/,

D/\"O'\/ 2,0
""A-Ot-
GO TO 31

2') IUnH{f.,,5S1 X2D(riDl
~: RI T f:' ( 'r , 5 I,) (x;o U( r 1 • I " ) t l-\l) 1
\JFITfll,:;t,) IX2C(IJ'!"I,h[l1
liRI·fE[7,5 /,.) u\
~!nlT[ (6,r,~))

., 0 HGJ -r [ {[) j :~ 6 ~

~o FOPHATI13F6.11
.5 t F [1 R. !J ;\1 ( i /t : F S (; 1 }
52 FOFM4TI~X,10FB.21

~ 3 F 0 f~\(;~ AT {I r f l r F!. 2 r. 7 v r '-+}

54 FOR~hTll1F1.21

55 F0 l<. :~.'\ T ( t .. G- <C_ C. ~, ~ '" ';l .... <I <' ". ~ 'u <, G Co <O'~ ~..;;, G (, ~ {]' (.. <'_ .:'.¢ -'" <:> <> '0 ..... e (l )

5 (, F 0 F. ,'! t, i ( J.l1) )
~., fOFf!I/\T~~ REFLeCTION !-~[IGHr:;: f3~.F[l.<,3}

::;n rOid\,\1(' HCl,::.rZOI'U,L RM,Gf" ',Fn~3)

STOP
END

FORTRAN IV G LEVEL 20 DAn: 73234

(tOOL

0002
0003
000 1,

0005
000&
OJo-r
0:)08
0009
0010
('all
0012
oou
001/1'

SUSRnUTr~E INTEG2(YrH,~O,AI

C Y"VLCTOb, OF LU;GTII 1,0 't;J Hl: 1~ITEGl,-",rf:D

C A:::VECTor; Oj~ Lc~~Glj{ 1\0--1< f~[SULr OF r~~TEGr-J..TION

DI ", [ NS I U~~ Y( 1 ) • ic I l. I
f\(lJ~()"O

T~Y ( 1 I
IdZl"(I>YP; )*H/2.0
DO 1 0 K~ 3,1,0'
I'\~K-l

T~Y { 11
00 11 1.=2,11
T=H200'"y{U

J 1 1\ ( l( 1" ( 1 + ':' ( I'. J 1'r H/ Z • 0
TO CO'HlI'IUE '

f\ETURI,
END

-FORTRAN IV G lLV[I. 20

OOCH
GOOZ
0003

ru:,CTI(I;! D>:2flif(Y,'U,Y3,C,S,Q,X)
l;-C*:{:?·_~)~'~-·2

[) Y? :) I ~ :.: { l.; < (P:' S~-' X1;7 ~: 2 t- { -- ? :' () ::-- S* {2 ... 0 -- y .::-- :;, Z {- i S ~ \' 2 {- 0 \( Y 3 ) ;'- t,-: 2 {-
(' 2 0 11" T i -: 2 , j.', '0 (S ,. Y2 ,') ., y ) )n 1 ., :< +/, < ,) S" I 1 0 - Y,." 2 ) ,. T) I
:\ { t" ~ (j;';': C) ~ i:~. -~ ? { { -- ? ~ 0:;;' ;: { ? .. _. y::-.:;;: ;: ~- {S f,: y ? t- C 1~ Y ) ::( <, / y- 2 ~ ~r i" ) +-
!.e, 2 cO"'; y :~ ,;: {S ~:: Y i {- i..] ~~ YJ i r}~· x+ It ~ 0 r,: Q ~( t 1. • 0 - Y~'~; ~ * r )

[I'll)

~eproduced from
est avai/a ble copy.



TABLE 5C-1

5C-6

Printed Output of the Ray Paths for Two Dimensional
Ray tracing Made on the Electron Density Profile
Given in Figure 4.1.

~

1 0.4000000 1
0.0 46.51 4B.76 51.05 53.36 55.69 58.02 60.36 62.71 65.09

1>7.51 69.95 72.',3 74.95 77.50 80.09 82.73 85.41 8<1.14 90.92
9:;.71 %.69 <;9.70 1()2.81 106.04 109.42 112.99 116.80 120.93 125.50

13u.6<1 136.83 144.90 160.90 17 2.89
18:'.70 198.32 206.03 211.99 217.04 221.51 225.57 229.33 232.86 236.20
23;'.4U 2',2 .~8 24S.47 248.37 251. 20 253.n 256.68 259.34 261.97 264.55
267.0, 269.59 272.07 27'.. 5 I 276.91 279.29 281.64 283. Q 7 286.30 288.62
2YU.92 2Y3.21 295.'-6 341.97

REFLECT !UN HEIGHT~ 271.327

2 O.3U00000 2
o.u 3',.03 35.67 37.33 3').02 1,0.70 1.2.40 44.10 45.81 47.53

49.28 5t~05 52.84 5',,66 56.50 58.36 60.25 62.17 64.13 66.11
60.14 70.22 72.34 74.53 76.79 79.15 81.61 84.20 86.97 89.95
93.21 96.86 101.08 106.30 113.93 1.'9.47

143.99 151.16 156. 15 160.23 163.77 166.96 169.88 172.60 175.16 177.58
179.91 182.1 It 18 i•• 31 186.42 188.48 190.49 192. i.7 194.41 196.32 198.20
2 OJ. 05 201.88 203.69 205.',8 207.2', 208.98 210.70 212.41 214.10 215.79
217.47 21 ').15 220.81 222.45 256.48

REFUCl ION HE!GIIT~ 279.138

3 0.20000CO 3
w.O 22.30 23.37 24.46 25.56 26.66 27.76 28.87 29.99 31.11

32.25 33. f oO 34.57 35.75 36.94 38.15 39.38 40.62 41.88 43.17
'.4.45 45.81 f.7.18 f, 8.58 50.03 51.52 53.08 54.71 56.44 58.28
60.26 62.',) 6 f•• 85 67.64 71.08 75.90 98.48 101 .50

10". 13 12 L .36 120.84 132.08 13',.7 /, 137, 07 13"'. 17 11,1.09 142.89 144.58
146.18 147.71 149.18 150.61 151.99 153.34 15 L. 66 155.96 157.23 158.48
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APPENDIX 6

HILBERT TRANSFORM METHOD OF DETERMINING
THE PERIOD OF RAYLEIGH-ACOUSTIC WAVE

GENERATED IONOSPHERIC DOPPLER RECORDINGS

1. Introduction

Well-dispersed earthquake generated Rayleigh waves

1aunch acousti c waves i rto the atmosphere and cause osci 11 atory

disturbances in the ionosphere. These acoustic waves are designated
as Rayleigh-acoustic waves throughout this paper. By employing the

Doppler sounding technique (Davies, 1969), these oscillatory

disturbances at ionospheric height can be recorded. The purpose of

this paper is to present a method, which employs the Hilbert
transform and the analytic signal representation, for the determina
tion of the period of the oscillatory disturbances recorded. This

method is designated as the Hilbert transform method. Besides
Rayleigh-acoustic waves, oscillatory disturbances in the ionosphere

can be generated by other effects such as the geomagnetic sudden

commencement (Davies, 1969). Complication in analysis may arise

due to different nature of different disturbances. So we confine
our discussion to records representing disturbances caused by

Rayleigh-acoustic vraves on"ly. Throughout the papel', the term "Doppler

record" denotes onl y those records di spl ayi n9 osci 11 ati ons caused

by Rayleigh-acoustic waves.

The Doppler record has been shown to b2 a faithful

representation of the time rate of change of the displacement of the

long-period Rayleigh waves (Yuen et al .• 1969) and is equivalent

to what an ideal long-period seismometer for measuring vertical

component of a disturbance would record. At present, records of
long-period Rayleigh v:avc:s fi'om seismometers are not very satis

factory. Most of the time they are contaminated by Love waves and
the seimometers are unstable due to violent oscillations caused

by the strong body waves vlhich arrive before the Rayleigh Viaves

(Furumoto. 1970). On the other hand, ionospheric Doppler i'ecordings

do not have such serious drawbacks. So, Doppler records playa

unique and illiportant role "in rer:"esentin~1 the lonq period seismic
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Rayleigh waves.
Analysis of Doppler records gives valuable information

for earthquake source mechanism investigations and other seismic
studies. An example is the experimental tsunami warning system
established at the Radioscience Laboratory of the University of
Hawaii (Furumoto, 1970; Najita et al., 1974). In the process of
analyzing a Doppler record, one essential and significant piece of
information needed is the period of the oscillations. Traditionally,

the period of the oscillations recorded by seismometers, as Viell
as by Doppler techni que, has been determi ned by the so·-ca 11 ed J'peak

and trough 'l method (Pekeris, 1948; EvJing and Pr'ess, 1954). In this
paper, the Hil bert transform method and the "pea k and trough" method
are compared by applying them to a Doppler record.

Before Vie go into the details of the Hilbert transform
method, we first need to discuss the Doppler record.

II. The Doppler Record
The motion at one point of a dispersive medium due to

a disturbance applied earlier at another point may be represented
by a superposition of traveling plane waves of different wave
number k (Brune et al., 1960)

u(x,t) = 1_ foo A(k)cos(wt-kx+¢(k))dk
2 1T 0

(1)

where u(x,t) is a component of the displacement which is a function
of the space coordinate x and the time t. A(k) is an amplitude
function, w the angular frequency, and ¢(k) the initial phase as a
function of wave number. Furthermore, Brune (1960) utilized the
calculations given by Pekeris (1948) to show that when a wave train,
which is generated by the disturbance applied at one point, has
become sufficiently dispersed, Equation 1 may be evaluated by the
method of stationary phase and shown to be aoproximately

provided Wo is not too near an extremum of group velocity and the
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amplitude does not vary too rapidly as a function of frequency.

Equation (2) then indicates that the motion at large x will

consist of nearly sinusoidal oscillations whose frequency and

amplitude slowly vary with time (essentially because Wo and ko

are functions of (x/t)). Thus at remote points away from the source,
the wave-train will be well-dispersed, and oscillation of frequency

Wo will occur when traveling plane wave components with frequencies
equal to and near Wo arrive at the point and interfere construct
ively with one another.

The above results can, and have, been used in the case
of Rayleigh waves from large earthquakes (Brune et al., 1960). Since
a Doppler record is a faithful representation of well-dispersed
Rayleigh waves, they can also be applied to the case of Doppler recerd.

In general, an oscillation recoded by using the Doppler technique

at a certain time can be pictured as caused by a Rayleigh wave
component x(t),

x(t) = Acos(wt+~) (4)

where w is the frequency, A is the amplitude, and ~ is the total
phase shift. Actually, the amplitudes of the oscillations recorded

are proportional to the particle velocity induced by the Rayleigh
acoustic waves. There is a n/2 phase difference between the peaks
of displacement and the peaks of the Doppler frequency shift
(Najita et al .• 1974). This n/2 phase difference could be incorpora~

ted into the total phase shift ~ in (4). The w in (4) is the frequency
of the oscillation recorded, where reciprocal of w gives the period

of the oscillation.

III. The Hilbert Transform and The Analytic Signal
The Hilbert transform is frequently encountered in

cOnll1lun-ication theory. The bund-rass signals that are of interest

in communication are signals that are generated by modulating a

carrier signal by a narrow-band low-pass information-bearing

signal. And the Hilbert transform provides an easy and elegant way

to relate the band-pass modulated signal to the low-pass signal,
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especially in single side-band modulation.
The Hilbert transform ~(t) of a real-valued signal

x(t) is defined as (Kuo and Freeny, 1962; Schwarts et al., 1966)

()
1 00 xh)

~ t = - P J ------dT
'TT -00 t-T

and the inverse Hilbert transform as

(5)

(6)

Where P denotes the Cauchy principle value of the integral at T=t.
Let us demonstrate equation 5 by finding the Hilbert transform ~(t)

of the function in (4), x(t) = Acos(wt+1J). Substitute T=t+T'" in (5):

~(t)

::: 1 P J 00 (x ( t+T )/ -T ) dT
'TT -00

(7a)

(7b)

Then substitute (4) into the equation:

~(t) ::: 1 P J 00 (AcoS(Wt+Wl+1J)/-T)dT
'TT -=

::: ~ P Joo (cos(wt+1J)COSWT/-T)dT
'TT -=

_6 pJ
OO

'TT -= (sin(wt+1J)sinwT/-T)dT .

Since ros(wT)/T is and odd function, the first integral in the
above equation is zero, and

~(t) ::: ~ P J Xl (sin(wT)/T)dTosin(wt+1J)
'TT Xl

::: Asin(wt+1J)

(7c)

(7d)

(7e)

(7f)

{7g)

This result will be helpful in later analysis.
In another approach, ~(t) may be regarded as the

response of a (non-realizable) linear filter to x(t). This Hilbert
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transform filter has impulse response lint and transfer function
-jsgn(f) (Kuo and Freeny, 1962; Schwartz et al., 1966), where j=l=r
and sgn(f) is defined as

1 f>O
sgn(f) = { 0 f=O

-1 f<O

So, if X(f) is the Fourier transform of x(t), then

and

A

X(f) = -jsgn(f)·X(f)

~(t) = (l/nt)*x(t) ,

(8)

(9)

where * denotes the convolution.
Other properties of Hilbert transform are discussed in the
literatures dealing with communication theory.

Now let us discuss the meaning of the analytic signal. The
analytic signal representation of a real waveform was first introduced
by Gabor (1946), and is now used widely in communication theory
as a means of representing band-pass signals. The analytic signal
z(t) of a real waveform x(t) - sometimes referred to as the
pre-envelope and the complex signal - is defined as (Kuo and Freeny,
1962; Schwartz et al., 1966)

z(t) = x(t)+j~(t) ,

where ~(t) is the Hilbert transform of x(t) (~(t) is sometimes
called the quadrature function of x(t) in this case). Equation
(10) can be expressed in another form,

z(t) = ,l\(t)eje
,

(10)

(11 )

vlhere

and e == tan- l(~(t)/x(t)).

(12 )

(13)
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A(t) is the amplitude, e the instantaneous phase, and the time
derivative of e the instantaneous frequency of the analytic signal
z(t) (Schwartz et al., 1966).

IV. The Determination of Period by the Hilbert Transform Method
In section II, we have shown that an oscillation

recorded by the Doppler technique is caused by a cosinusoid described
by (4): x(t) = Acos(wt+1:». From (7g), the Hilbert transform
of Acos(wt+1:» is ~(t) = Asin(wt+1:». Therefore, the analytic signal
representation of x(t) is, from (10)

(15)

z(t) = Acos(wt+1:»+Ajsin(c0t.+1:»

From (13) and (14), the instantaneous phase is

e = tan- 1 (sin(wt+1:»/cos(wt+1:»)

e = wt.+w. .
Differentiating both sides of (15) with respect to time t, we
find that the frequency w of x(t) is equal to the instantaneous
frequency of its analytic signal representation, since 1:> is
independent of t. That is, finding the frequency w is the same as
finding the instantaneous phase of the analytic signal, and then
calculating its time derivative. So, the problem reduces to
one of determining the instantaneous phase.

Now, let us transform the analytic signal into the
frequency domain,

(14 )

Z(f) = X(f)+j9-(f) (16)

where Z(t) is the Fourier transform of z(t). From (8)

A

X(f) = -jsgn(f)·X(f) ,
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so Z(f) = X(f)+j(-jsgn(f)·X(f))

= X(f)+sgn(f)X(f)

2X(f) f>O

• Z(f) = { X( f) f=O (17). .
0 f<O

Therefore, it follows that the instantaneous phase of the
analytic signal ,representation z(t) of a real signal x(t) can be
determined using the following algorithm:

1. Transform x(t) into X(f),
2. Cancel the negative frequency terms and multiply

the positive frequency terms by 2. This will give
Z( f) ,

3. Transform Z(f) back into z(t) and plot e, the
instantaneous phase.

V. Practical Consideration
Since Fourier transform is involved in the computation

of an analytic signal, a computer is convenient. At present, the
mostefficient way of doing Fourier transform is by using the
Fast Fourier Transform (FFT) routine on a digital computer. Detailed
description of writing and using the FFT routine is given by

Brigham (1974).
In using a digital computer to calculate the analytic

signal representation of a whole Doppler record, it is possible
to input the whole Doppler record at one time and display the result
by plotting the instantaneous phase as a function of time (i.e.,
using the same time axis as the Doppler record). Then, by taking
the time derivative or the slope of the phase plot, the period
at any time can be deterrni ned.

Techniques of proper handling a waveform in digital
Fourier Transform analys'is are discussed in many literatures.
Since a continoU5 Doppler record must be sampled discretely
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in order to utilize a digital computer, the limitations due to
the effect of sampling must be observed: The sampling theorem -
a waveform x(t) should be sampled at a frequency of at least twice
the largest frequency component of x(t) - must not be violated.
Aliasing and leakage must be avoided. Two additional important
points in finding the analytic signal are:

1. In the process of finding the analytic signal, the
negative frequency terms are truncated. Discontin
uity may occur at zero frequency and thus may
violate the sampling theorem. So the :zero frequency
term should be filtered out or kept to a minimum
before doing the inverse transform.

2. Since the calculation of the analytic signal of a
waveform effectively involves convolution of the
waveform with the slowly decaying kernel lint of
the Hilbert transform, the analytic signal represent
ation will be unreliable near the beginning and
end of the waveform (White and Cha, 1973).

Two examplE:s of period determination by means of the
analytic signal are given below. The first involves a sinusoid of
a known period T. as shown in Figure 1. The instantaneous phase
plot is given in Figure 2. By taking the time derivative of the
phase plot. one can show that the instantaneous frequency found in
Figure 2 is exactly equal to the frequency of the sinusoid in (1).

The second example involves the 10 MHz. Doppler record obtained
from the Radioscience Laboratory of the University of Havlaii at
Manoa shortly after the Hachinohe, Japan earthquake of May 16, 1968.
The Doppler record is shown in Figure 3 and its instantaneous phase
plot is in Figure 4. One can determine the frequency at one time
by measuring the slope of the phase plot at the time.

VI. Di scussion
Without a digital computer. the determination of period

by the Hilbert transform method becomes extremely difficult if not
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Figure 1. A Sinusoid with a constant Period T.
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Fi~ure 2. Instantaneous Phase Plot of the SiuusoiJ with Period T.
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impossible. Although the analytic signal representation of a wave
form was introduced many years ago, the expensiveness and the in
efficiency of an early digital computer would certainly have
hindered any attempt to use the analytic signal representation in time
series analysis. With the introduction of FFT in 1965 and the
unprecedented low price and high speed of mini-computers today, the
determination of the period of a Doppler record by this method has
become feasible. For example, the entire process from digitizing
the Doppler record in Figure 3 to plotting the instantaneous phase
in Figure 4 takes about 10 minutes using a Hewlett Packard program
mable desk calculator system.

Traditionally, the period of the oscillations recorded
by seismometers and by Doppler technique has been determined by the
so-called "peak and trough" method. A description of this method
may be found in Pekeris (1948) and Ewing and Press (1954). Briefly,

one reads off the time Tn of the n-th maximum or minimum, and plots
Tn agai nst n. Then a smooth and conti nuous curve is dra'lln through
the plotted points. The period at time Tn is obtained by measuring
the slope of the curve at T. The crucial step in this method is. n
the fitting of a curve to the plotted points. Since there is no
standard way of fitting a curve (a least square fit may not be the
best), error may be introduced. Figure 5 shows the curve obtained
by applying the "peak and trough" method to the Doppler record in
Figure 3. The periods of the labelled peaks and troughs obtained
from Figure 4 together with those obtained from Figure 5 are entered
into Table 1.

By comparing the two rows of values in Table 1, one
can see that they are different for every event. There is no
systematic error in going from Event 1 to Event 4: the values
of Event 1 and Event 2 obtained by using the Hilbert transform method
are smaller than those obtained by using the "peak and trough"
method, but the values of Event 3 and Event 4 obtained by using the
Hilbert transform method are greater than those obtained by using
the II peak and trough" method. The di fferences bet'l~een the values
obtained from the two methods for Events 1, 2, and 4 are small and
can be accounted fOl~ by errors i ntl~oduced v/hen measuri ng the slope
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of the instantaneous phase plot. But there is a substantial differ
ence between the values for Event 3. One possible explanation for
this difference is the error introduced when fitting a curve to the
plotted points in the "peak and trough" method as mentioned earlier
in this section. Obviously, one advantage of the Hilbert transform
method over the "peak and trough" method is that no curve fitting
is necessary. But without exhaustive error analysis - which we shall
not discuss in this paper due to its complexity - it is difficult
and premature to judge which method gives the better result.
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APPENDIX 7
METHOD OF DETERMINING THE INITIAL PHASE

OF THE SOURCE OF AN EARTHQUAKE FROM THE DOPPLER RECORDS

Introduction
Rayleigh waves from large earthquakes generate acoustic waves up into

the atmosphere and cause delayed oscillations in the ionosphere. These
oscillations were confirmed experimentally (Yuen et al., 1969) by employing

the Doppler technique.
Doppler records obtained after the Kurile Island Earthquake on August

11, 1969, had been investigated in detail and a method was suggested by
Dr. A. S. Furumoto (1970) relating data obtained from the Doppler record
to the initial phase of the source.

In this report, a few modifications on the process of locating the
initial phase of the source of an earthquake are discussed. Examples are
given to illustrate the modifications.

Outline of Furumoto's Method

The details pertaining to Furumoto's method will not be reproduced
here. The reader is referred to Furumoto1s paper (1970) for a complete
picture of the method. However, an outline of his method is given below
for the purpose of comparison. The outline is divided into seven steps for
easy identification:
1. Identify and label peaks and troughs on the Doppler record. For

example, a trough that appeared first on the Doppler record is labelled
as Event 1.

2. Find out the time of arrival of each event and determine the period
associated with each event using the Peak and Trough method (Ewing and
Press, 1954). The time of arrival of an event is the arrival time of
the Rayleigh-acoustic waves at the ionospheric reflector.

3. From the data given by Ben~Menahem and Toksoz (1962), determine the
phase velocity that corresponds to each event.

4. Tabulate the period, character, phase velocity and the time lag of each
event. The time lag of an event is the difference in time between the
event and Event 1.

5. Estimate the location \'ihere the Rayleigh-acoustic refraction from the

ground took place. This location is called the launching point for
the Rayleigh-acoustic wave. Also, find out the epicentral distance -
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distance between the epicenter of an earthquake and the sub-ionos

pheric point.
6. Construct wave trains of all the events at the time when Event 1

reached the launching point. At that time, other events were behind
Event 1 at a distance equal to the product of phase velocity and time
lag. The wave trains are constructed from the launching point back

towards the epicenter until a distance is found where the phases from
all the trains are in agreement. This is the initial phase of the
wave components.

7. When a wave leaves a source, there is an advance of rr/4 in phase for

normal branch of dispersion (dV/dT > 0, V = group velocity, T = period)
(Brune et al., 1961). Hence, the initial phase of the source is rr/4
behind the initial phase of the wave components.

Modifications
A. Estimation of travel time required and horizontal distance elapsed

for the Rayleigh-acoustic wave to refract from the launching point up
to the ionospheric reflector.

Ray tracing on the Rayleigh-acoustic wave was done by the staff of
the Radioscience Laboratory using an IBM 360 computer. Phase velocities
were used in the calculation. The results are displayed in Figure 1 and
Figure 2. Figure 1 shows the delay time as a function of height and
period. Figure 2 shows the horizontal range elapsed as a function of
height and period. For a fixed height, a curve showing the relationship
between the period and the horizontal range can be constructed using
data from Figure 1 and Figure 2 respectively. For example, Figure 3 shows
the delay time for different periods of Rayleigh-acoustic wave to reach
an altitude of 300 kilometers, and Figure 4 shows the horizontal distance

elapsed for that altitude. The curve showing the delay time as a function
of period is used to correct the time lag in Step 4 of Furumoto's method~

and the curve showing the horizontal range elapsed is used to determine
the accurate location of the launching point in Step 5.
B. Location of the initial phase on a wave train plot.

A different approach is introduced here for locating the initial phase
on a wave train. In the wave train plot in Step 6, the abscissa represents
the straight line path on the earth's surface passing through the epicenter
and the launching point. Since the wave train is plotted in a triangular
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wave pattern with constant amplitude, the ordinate has no meaning except
in identifying the pase at a certain location. So, the wave train plot
represents the phase variation with respect to distance of a component

of the Rayleigh wave packet at a certain instant of time.

\>Jhen an earthquake occurred, assume it occurred at time to' a
Rayleigh wave packet was generated from the epicenter. This wave packet
can be Fourier analyzed showing an infinite number of wave components
with different periods but have the same initial phase. Since the medium
is dispersive, they have different phase velocities. The phase velocity
Vp of a wave component with certain period can be estimated readily from
Figure 2 given in Dorman (1969) or from data given by Ben-Menahem and
Toksoz (1962), it is therefore possible to calculate the distance d the
initial phase has travelled in a certain period of time t by the simple
equation

d = Vpt.

Since all the wave trains are plotted at the time when Event 1

reached the launching point, let this time be t l , therefore t = t l - to'
and the distance d of the initial phase from the epicenter can be deter
mined:

d = Vp( t l - to ).
Once the location of the epicenter is known, this distance can be located
on the wave train plot to give the initial phase.
C. Initial phase of the source.

A Doppler record shows the Doppler frequency shift with respect to
time. In order to apply the n/4 phase shift mentioned in Step 7, the
Doppler record must be translated into a displacement curve. In translating
the Doppler record into a displacement curve, there is an advance of n/2
in phase as shown in Figure 5. Together with the n/4 advance in phase
when a wave leaves a source, the total change in phase is n/4 when
relating the Doppler record to the source. Hence, the initial phase of
the source is n/4 in advance of the initial phase obtained from a wave
train plot.

Examples
The August 11, 1969 Kurile Earthquake was used by Dr. Furumoto to

illustrate his method. So data from the same earthquake are used here to
illustrate the suggested modifications.
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DISPLACE~lENT
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TIME
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TIME
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Figure 5. Phase difference between the displacement curve and the
Doppler record.
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The August 11, 1969 Kurile Earthquake was used by Dr. Furumoto to
illustrate his method. So data from the same earthquake are used here to
illustr?te the suggested modifications.

The 10 MHz Doppler record obtained shortly after the Kurile Earthquake
is shown in Figure 6. One can notice that the long period peaks and
troughs are labelled. Table 1 shows all the data needed for constructing
the wave trains and for locating the initial phase on each wave train.
Values in column A through D of Table 1 are obtained directly from
Table 1 found in Furumoto·s paper (1970). In column E, values of the
delay time are obtained from Figure 3. In column F, values of the hori
zontal distance elapsed are obtained from Figure 4. Time of arrival in
column G is obtained directly from the Doppler record shown in Figure 6.
Column H shows the time when the acoustic wave was launched. In column
I, the distance compensation represents the distance of an event from
the launching point of Event 1. Column J gives the wave length and
column K the distance of initial phase from the epicenter of an event.'
Figure 7 is the wave train plot based on data from Table 1. In constructing
the wave train plot, the epicenter is used as the reference point. The
launching point for Event 1 is located by measuring the distance of the
launching point from the epicenter. Triangular wave train is then con
structed starting from the launching point. The location of the initial
phase is then determined by measuring the distance between the initial
phase and the epicenter. The above procedure is repeated for other
events. The arrows in Figure 7 indicate the locations of the initial
phase. All events except event 2 show good agreement in initial phase.

Another example is given here. Figure 8 shows the 10 MHz Doppler
records from the Hachi nohe, Japan Earthquake of t~ay 16, 1968 with the
peaks and troughs labelled. Table 2 gives all the data needed for the
wave train plot. The plot is shown in Figure 9. Again, all the events
show an astoundingly good agreement in initial phase.
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