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## ABSTRACT

A finite element model has been developed to analyze shells of revolution under dynamic loading with soilstructure interaction effects. The model consists of highprecision rotational shell finite elements, representing the axisymmetric shell, supported on an equivalent boundary system, representing the soil medium. The substructure method is used to model the shell and soil components. In addition to the seismic analysis capability of the proposed model, it is also applicable to other dynamic loads such as wind. The dynamic behaviour of a hyperboloidal cooling tower shell on discrete supports with a ring footing is studied using the proposed model. Dynamic properties are studied and stress analysis is carried out for a variety of soil conditions.
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## 1. INTRODUCTION

1.1 GENERAL
Recently, considerable effort has been made by researchers to obtain more realistic mathematical models for thin shells of revolution under dynamic loads. Without the foundation interaction in structure response, the dynamic model, in general, is expected to be inadequate. It is well known that the response of structures to dynamic loads will be influenced by deformability of the foundation. The significance of foundation interaction in structure response depends on the properties of the structure relative to the foundation.
Although a great deal of attention has been devoted to nuclear containment structures, dams and multistory buildings $(1,2,3)^{*}$, the influence of the surrounding medium on the dynamic response of large towers and shells of revolution

[^0]has apparently not been studied extensively. For massive structures like large shells, part of the structure energy is dissipated into the supporting medium by radiation of waves and by hysteretic action in the medium itself, causing in most cases a significant reduction in the structure response. The importance of this factor increases with increasing intensity of ground shaking (4).

In the present report, a numerical method is presented for the dynamic analysis of axisymmetric shell structures resting on viscoelastic soil layers over rock of infinite horizontal extent. The approach used in this research is tempered by the availability and potential of the high precision rotational shell finite element model (5,6,7). With this factor in mind, the authors of this research report developed a compatible representation of the soil medium with the existing shell element formulation, suitable for any type of dynamic analysis.

### 1.2 REVIEW OF PAST WORK

It is useful to review the existing knowledge of soilstructure interaction by citing some of the studies carried out by different authors. One can divide the works into three general categories: the approaches to soil-structure interaction, methods and techniques, and parameters and
applications. Among the last category, there does not appear sufficient studies on the interaction between the axisymmetric shells and the foundation system.

Before dealing with each of the above categories, it is suitable to introduce the work which is cited for the purpose of assessing the state of the art. A survey of the soil effect on the design of the nuclear power plants has been performed by the Ad Hoc Group on Soil-Structure Interaction (1). This paper provides some general insight which may be useful for the specific problem at hand. Veletsos (4) outlined a simple, practically oriented procedure for studying the effects of ground shock and earthquake motions on structure-foundation systems. The procedure is fairly straight forward and it is believed that considerable insight for understanding the general nature of the problem may be gained from such work. A limitation of this analysis is that it is only applicable for structures which may be modeled by a rigid foundation mat supported at the surface of a homogeneous half-space. An additional limitation of the procedure is the assumption of a linear response for the super structure.
1.2.1 Approaches to Soil-Structure Interaction

The basic alternative approaches to deal with the soil-structure interaction problem can be divided into complete interaction and inertial interaction analysis (1). The second approach neglects kinematic interaction and
basically does not explicitly account for the variation of the input ground motion with the depth below the surface. The essential difference between the idealized complete interaction analysis and the inertial interaction analysis lies in the treatment of embedded structures. For embedded structures, the complete interaction analysis is clearly superior from a theoretical viewpoint, but its principal limitation is the cost of analysis.

Vaish and Chopra (2) classified the complete interaction analysis into a combined model and a substructure model. In the combined model, the entire structure-soil medium is modeled as a combined system subjected to an excitation at some assumed or actual boundary location such as the soil-rock interface. In the substructure model, the system is separated into substructures. Then the foundation medium is represented as an elastic half-space and is interfaced with the structure through a set of common coordinates at the boundary of the structure and the soil. 1.2.2 Methods and Techniques

Numerical techniques, and in particular, the finite element technique, have usually been used to carry out the complete interaction analysis, while inertial interaction analysis has generally been based on analytical solutions. These solutions are based on the soil being represented as a viscoelastic half-space or an elastic half space.

A complete interaction analysis for circular footings on layered media is presented by Kausel, Roësset and Waas (8) using a transmitting boundary to represent the far field. Dynamic analysis of rigid circular footings resting on a homogeneous, elastic half space has been carried out by Luco and Westmann ( 9 ). In this work numerical results for the analytical solution have been presented for the torsional, vertical, rocking and horizontal oscillations of the rigid disc.

Various approximate methods of superposition for the interaction problem have been recently proposed (10,11,12, 13,14). The methods have differed in the way in which modal damping is calculated, Novak (10), Rainer (12), and Roësset, Whitman and Dobry (13) assigned weighted values of damping based on the energy ratio criterion for evaluation of equivalent modal damping in composite elastic and inelastic structures, whereas Tsai (14) calculated the modal damping by matching the exact and normal modal solutions of the amplitude transfer function for a certain structure location. Bielak (ll) assumed that the modal damping can be approximated based on some simplified soil-structure models and the appropriate soil properties.

Clough and Mojtahedi (15) concluded that the most efficient procedure, in case of non-proportional damping system, is to express the response in terms of undamped modal coordinates and to integrate directly the resulting coupled equations.

### 1.2.3 Parameters and Applications

The actual properties of the soil medium play the primary role in assessing the actual influence of soilstructure interaction on the structure response. Recently, Pandya and Setlur (16) have defined four cases which provide a range of soil properties useful for comparative analysis and subsequent generalization. It is the opinion of these authors that soil flexibility or compliance is the most important parameter in the soil-structure interaction phenomenon, and that a given flexibility can be realized by a nonunique combination of the basic parameters such as soil depth, shear modulus, etc.

Penzien (17) suggests a system of a non-linear spring and viscous dashpots to represent the soil model for determining the soil properties. In this model, Penzien choses a non-linear elastic spring with hysteresis characteristics to represent the immediate deformation characteristics of the soil structure under cyclic loading and a viscous dashpot in parallel with the spring, to represent the internal damping within the soil, while the creep behavior of the soil is represented by a viscous element in series with the spring-dashpot combination.

An evaluation of the effects of the foundation damping on the seismic response of simple building-foundation systems is presented by Veletsos and Nair (18). The supporting medium is modeled as a linear viscoelastic half
space. This study shows that a consideration of the effect of energy dissipation by hysteretic action in the soil is to increase the overall damping of the structure-foundation system and to reduce the deformation of the structure.

In the approach taken by Scanlan (19), the seismic wave effect is studied by generalizing the input function in the time domain so as to account for the travel time of the passing wave over the plan dimension of the structural foundation. His study is based on a rigid foundation-soil spring model and suggests that a passing earthquake may excite both lateral and rotational displacements even for a structure which is symmetrical in plan and properties. The study suggests an inherent self-diminishing feature to earthquake excitation relative to the particular of a given design.

Akiyoshi (20) has proposed a new viscous boundary for shear waves in a one-dimensional discrete model that absorbs the whole energy of the wave traveling toward the boundary. Akiyoshi concluded that the mesh spacing less than one-sixth the wavelength of a sinusoidal wave should be used to obtain the allowable numerical solutions. The limitation of the proposed method is that it is restricted to the case of lumped mass-spring models.

The approaches and methods reviewed above have been applied to different types of structures. Reference was
made previously to three papers dealing with the nuclear containment structures, dams and multistory buildings (1, 2,3). The analysis of a tall chimney, including foundation interaction, for the effects of gusting wind, vortex shedding and earthquake is studied by Novak (10). This study shows that the general trend of the soil-structure interaction effects is to reduce the response to dynamic loads. The effect of embedment and the influence of internal damping is investigated by Kousel (2I) for circular foundation on layered media. The case of twodimensional rigid foundation of semi-elliptical crosssection is studied by Luco, Wong and Trifunac (22) to examine the effects of the embedment depth and the angle of incidence of the seismic waves on the response of the foundation. This study shows that rocking and torsional motion of the foundation is generated in addition to translation.

### 1.3 SCOPE AND AIM

The aim of the present investigation is to develop a more realistic mathematical model for the dynamic analysis of shells of revolution by including the soil effect as a new factor which should influence the dynamic behavior of such structures. With this proposed model, it is possible to study the effect of the soil condition on the dynamic response of large towers like reinforced concrete cooling towers. In addition to the seismic analysis capability of
the proposed model, it is also applicable to other dynamic loads like wind forces. This wide capability may provide better understanding to the dynamic behavior of the axisymmetric shells and shell-like structures.

A basic theoretical background is furnished in Chapter
2. In this chapter, the wave propagation equations in the soil medium are presented and Hamilton's principle is specialized and adapted for the specific problem discussed in this report. The finite element formulations for the soil model are presented in Chapter 3 in which the energy absorbing boundary is formulated to represent the far field. The proposed dynamic model for the shell of revolution-soil system is presented in Chapter 4, along with the computer implementation. To examine the equivalent boundary system (EBS) which represents the soil medium, a parametric study is carried out in Chapter 5 in which the effect of the lower boundary and mesh size is examined. The effect of the driving frequency and the soil model behaviour in higher Fourier harmonics are studied in the same chapter. The dynamic behaviour of a cooling tower shell on a ring footing is studied, with the aid of the proposed model in Chapter 5. The dynamic analysis includes dynamic properties and stress analysis study for a variety of soil conditions. Summary and conclusions of the work are presented in Chapter 6 .

It is hoped that the present work will provide some insight to the dynamic behavior of shells of revolution under wind or seismic loading which may, in turn, aid in providing a basis for rationally evaluating the footing option in the list of alternative foundations for large towers. Considerable economic benefits may be anticipated from this added option in the form of savings on foundation costs and reduced internal design forces due to the possible ameliorating effect of interaction.

## 2. BASIC FORMULATIONS FOR THE SOIL MODEL

### 2.1 INTRODUCTION

A considerable amount of work has been carried out in recent years to obtain improved solutions for the dynamic response of a rigid circular plate resting on a stratum or an elastic half space (23-26). In these studies, analytical or closed form solutions are presented, with relaxed boundary conditions which seem to introduce very little error. The solution of this problem is of great interest for its application in geophysics and engineering, and particularly, for its importance in foundation and earthquake engineering.

Despite their mathematical elegance, closed form solutions have a major drawback: they apply to ideally elastic, homogeneous, isotropic half spaces, an abstraction that seldom approaches reality. Soils are usually non-homogenous; their properties vary with depth; they are stratified in layers; and underground water adds further complications to their physical nature. Thus, the analyst must rely on experimental or numerical techniques.

In the approach used here, the problem is divided into a number of uncoupled two dimensional problems by representing an asymmetric loading or displacement pattern by a Fourier series about the vertical axis. Due to the orthogonality of Fourier series, each term in the loading series
produces a displacement set in the same mode as the prescribed loading or displacement field, so long as the problem is linear. In the present chapter, the basic formulation for the wave propagation problem in a layered medium is presented for a general mode ( $J \geq 0$ ). However, if one considers the foundation to be a rigid concentric ring footing, only the first two modes in the series are needed to describe the general motion of the footing acting on the free surface of a soil stratum. These are $j=0$ for vertical and torsional excitation (axisymmetric modes), and $j=1$ for rocking and swaying (antisymmetric modes). 2.2 DISPLACEMENTS AND LOADS

Let any point in the soil medium be described by the coordinates $r, z, \theta$ as shown in Figure 1 . In the cylindrical coordinate system, the displacements in the radial, vertical and tangential directions are denoted by $u, w, \theta$, respectively, while the loads in these directions are denoted by $P_{r}, P_{z}$ and $P_{\theta}$. They can always be expressed in Fourier series by

$$
\begin{align*}
& u=\sum_{j=0}^{\infty}\left(\bar{u}_{s}^{j} \operatorname{cosj} \theta+\bar{u}_{a}^{j} \sin j \theta\right) \\
& w=\sum_{j=0}^{\infty}\left(\bar{w}_{s}^{j} \cos j \theta+\bar{w}_{a}^{j} \sin j \theta\right) \\
& v=\sum_{j=0}^{\infty}\left(-\bar{v}_{s}^{j} \sin j \theta+\bar{v}_{a}^{j} \cos j \theta\right) \tag{2-1}
\end{align*}
$$



Figure 1. Coordinate System
and,

$$
\begin{aligned}
& P_{r}=\sum_{j=0}^{\infty}\left(\bar{P}_{r_{s}}^{j} \cos j \theta+\bar{P}_{r_{a}}^{j} \sin j \theta\right) \\
& P_{z}=\sum_{j=0}^{\infty}\left(\bar{P}_{z_{s}}^{j} \operatorname{cosj} \theta+\bar{P}_{z_{a}}^{j} \sin j \theta\right) \\
& P_{\theta}=\sum_{j=0}^{\infty}\left(-\vec{P}_{\theta_{s}}^{j} \sin j \theta+\bar{P}_{\theta_{a}}^{j} \cos j \theta\right)
\end{aligned}
$$

where the modal amplitudes with subscript s, a are referred to as the symmetric and antisymmetric displacement (load) components. Equations (2-1) may be rewritten in matrix form as

$$
\left[\begin{array}{c}
u  \tag{2-2}\\
w \\
--- \\
v
\end{array}\right]=\sum_{j=0}^{\infty}\left[\begin{array}{cc}
\bar{u}_{s}^{j} & \bar{u}_{a}^{j} \\
\bar{w}_{s}^{j} & \bar{w}_{a}^{j} \\
-\underline{a}_{-} & --^{\prime} \\
\bar{v}_{a}^{j} & -\bar{v}_{s}^{j}
\end{array}\right]\left[\begin{array}{c}
\operatorname{cosj\theta } \\
\operatorname{sinj} \theta
\end{array}\right]
$$

with similar expressions for the loads. An alternative notation could be

$$
\begin{align*}
& u=\sum_{j} \bar{u} e^{i j \theta} \\
& w=\sum_{j} \bar{w} e^{i j \theta} \\
& v=\sum_{j} \bar{v} e^{i j \theta} \tag{2-3}
\end{align*}
$$

and
but since the modal amplitudes are complex for complex moduli, the latter notation is not advantageous.

The negative sign introduced in the sine term for the tangential components has the effect of yielding the same wave equations for both the symmetric and antisymmetric components (same stiffness matrix in the finite element formulation).

The displacement vector of Equation (2-2) is written in partition form to separate the in-plane components ( $u, w$ ) from the out-of-plane component ( $v$ ). The modal displacement vector is then

$$
\begin{array}{ll} 
& u_{u}=\left\{\bar{u}_{1}: \bar{u}_{2}\right\} \\
\text { where } & \bar{u}_{1}=\{\bar{u}, \bar{w}\} \\
\text { and } & \bar{u}_{2}=\bar{v}
\end{array}
$$

### 2.3 COMPATIBILITY EQUATIONS

The small strain and rotation-displacement relations expressed in cylindrical coordinates are

$$
\begin{align*}
& \varepsilon_{r r}=\frac{\partial u}{\partial r} \\
& \varepsilon_{z z}=\frac{\partial w}{\partial z} \\
& \varepsilon_{\theta \theta}=\frac{u}{r}+\frac{1}{r} \frac{\partial v}{\partial \theta} \\
& \gamma_{z r}=\frac{\partial u}{\partial z}+\frac{\partial w}{\partial r} \tag{2-6}
\end{align*}
$$

$$
\begin{aligned}
& \gamma_{r \theta}=\frac{I}{r} \frac{\partial u}{\partial \theta}+\frac{\partial v}{\partial r}-\frac{v}{r} \\
& \gamma_{\theta z}=\frac{\partial v}{\partial z}+\frac{I}{r} \frac{\partial w}{\partial \theta}
\end{aligned}
$$

and the Fourier Expansions are

$$
\begin{align*}
& \varepsilon_{r r}=\sum_{j=0}^{\infty}\left(\bar{\varepsilon}_{r r_{s}}^{j} \cos j \theta+\bar{\varepsilon}_{r r_{a}}^{j} \sin j \theta\right) \\
& \varepsilon_{z z}=\sum_{j=0}^{\infty}\left(\bar{\varepsilon}_{z z_{s}}^{j} \operatorname{cosj\theta }+\bar{\varepsilon}_{z z_{a}}^{j} \operatorname{sinj} \theta\right) \\
& \varepsilon_{\theta \theta}=\sum_{j=0}^{\infty}\left(\bar{\varepsilon}_{\theta \theta_{s}}^{j} \cos j \xi+\bar{\varepsilon}_{\theta \theta a}^{j} \operatorname{sinj} \theta\right)  \tag{2-7}\\
& \gamma_{z r}=\sum_{j=0}^{\infty}\left(\bar{\gamma}_{z r_{s}}^{j} \cos j \theta+\bar{\gamma}_{z r}^{j} \sin j \theta\right) \\
& \gamma_{r \theta}=\sum_{j=0}^{\infty}\left(-\bar{\gamma}_{r \theta_{s}}^{j} \sin j \theta+\bar{\gamma}_{r \theta}^{j} \cos j \theta\right) \\
& \gamma_{\theta z}=\sum_{j=0}^{\infty}\left(-\bar{\gamma}_{\theta z_{s}}^{j} \sin j \theta+\bar{\gamma}_{\theta z a}^{j} \cos j \theta\right)
\end{align*}
$$

where the modal amplitudes are related by

$$
\begin{align*}
& \bar{\varepsilon}_{r r}=\bar{u}_{, r} \\
& \bar{\varepsilon}_{z z}=\bar{w}, z \\
& \bar{\varepsilon}_{\theta \theta}=\frac{1}{r}(\bar{u}-j \bar{v}) \\
& \bar{\gamma}_{z r}=\bar{u}_{\prime z}+\bar{w}_{r r}  \tag{2-8}\\
& \bar{\gamma}_{r \theta}=\frac{1}{r}\left(j \bar{u}-\bar{v}+r \bar{v}_{\prime r}\right) \\
& \bar{\gamma}_{\theta z}=j \bar{w} / r+v_{r}
\end{align*}
$$

The above equation may be expressed in matrix form as

$$
\begin{equation*}
\bar{\varepsilon}=A \bar{u} \tag{2-9}
\end{equation*}
$$

where $\bar{\varepsilon}=\left\{\bar{\varepsilon}_{r r}, \bar{\varepsilon}_{z z}, \bar{\varepsilon}_{\theta \theta}, \bar{\gamma}_{z r} \mid \bar{\gamma}_{r \theta}, \bar{\gamma}_{\theta z}\right\}$
and $A$ is the partitioned matrix operator

$$
A=\left[\begin{array}{cc:c}
\frac{\partial}{\partial r} & 0 & 0  \tag{2-II}\\
& & 1 \\
0 & \frac{\partial}{\partial z} & 1 \\
\frac{1}{r} & 0 & 0 \\
& & -\frac{j}{r} \\
\frac{\partial}{\partial z} & \frac{\partial}{\partial r} & 0 \\
\hdashline-\frac{j}{r} & 0 & r \frac{\partial}{\partial r}\left(\frac{1}{r}\right) \\
0 & \frac{j}{r} & \frac{\partial}{\partial z}
\end{array}\right]
$$

It is convenient to write Equation (2-9) in the partitioned form

$$
\left[\begin{array}{c}
\bar{\varepsilon}_{1}  \tag{2-12}\\
\hdashline \bar{\varepsilon}_{2}
\end{array}\right]=\left[\begin{array}{c:c}
A_{11} & j A_{12} \\
\hdashline j A_{21} & A_{22}
\end{array}\right]\left[\begin{array}{c}
\bar{u}_{1} \\
\hdashline \bar{u}_{2}
\end{array}\right]
$$

2.4 CONSTITUTIVE EQUATIONS

The stresses can be expanded in the same way as the strains and the modal components of stresses and strains are related by

$$
\begin{equation*}
\bar{\sigma}=D \bar{\varepsilon} \tag{2-13}
\end{equation*}
$$

For cross-anisotropy, D(the constitutivity matrix) is restricted to be a function of $r$ and $z$ only. In the present study, only material-with properties not varying with $\theta$ will be considered. Matrix $D$ for an isotropic material is given by

$$
\begin{align*}
D & =\left[\begin{array}{cccc:c}
\lambda+2 \mu & \lambda & \lambda & 0 & \\
\lambda & \lambda+2 \mu & \lambda & 0 & 0 \\
\lambda & \lambda & \lambda+2 \mu & 0 & \\
0 & 0 & 0 & \mu & \\
\hdashline & 0 & & 0 & \mu
\end{array}\right] \\
& =\left[\begin{array}{c:c}
D_{1} & 0 \\
\hdashline 0 & D_{2}
\end{array}\right] \tag{2-14}
\end{align*}
$$

where $\lambda$ and $\mu$ are the Lamé constants (complex in general). They are related to Young's modulus, Poisson's ratio and shear modulus through

$$
\begin{align*}
& \lambda=\frac{\nu E}{(1+\nu)(1-2 \nu)}=\frac{2 \nu G}{1-2 \nu} \\
& \mu=\frac{E}{2(1+\nu)}=G \tag{2-15}
\end{align*}
$$

The modal stresses is defined by

$$
\bar{\sigma}=\left\{\bar{\sigma}_{7}: \bar{\sigma}_{2}\right\}
$$

where

$$
\begin{equation*}
\bar{\sigma}_{1}=\left\{\bar{\sigma}_{r r}, \bar{\sigma}_{z z}, \bar{\sigma}_{\theta \theta} \bar{\sigma}_{z r}\right\} \tag{2-16}
\end{equation*}
$$

$$
\text { and } \quad \bar{\sigma}_{2}=\left\{\bar{\sigma}_{r \theta}, \bar{\sigma}_{\theta z}\right\}
$$

while the true stresses are given by

$$
\begin{align*}
& \sigma_{1}=\sum_{j=0}^{\infty}\left(\bar{\sigma}_{1 s}^{j}\right. \\
& \left.\bar{\sigma}_{l a}^{j}\right)
\end{align*}\left[\begin{array}{l}
\operatorname{cosj} \theta  \tag{2-17}\\
\sin j \theta
\end{array}\right]
$$

The partitioning of this matrix into the submatrices $D_{1}$ and $D_{2}$ is consistent with that of the stresses and strains, and it follows that

$$
\begin{align*}
& \bar{\sigma}_{1}=D_{1} \bar{\varepsilon}_{1} \\
& \bar{\sigma}_{2}=D_{2} \bar{\varepsilon}_{2} \tag{2-18}
\end{align*}
$$

### 2.5 WAVE EQUATIONS

The general equations of wave propagation expressed in cylindrical coordinates are (27)

$$
\begin{align*}
& \ddot{u}=\frac{1}{\rho}\left[(\lambda+2 \mu) \frac{\partial \Delta}{\partial r}-\frac{\mu}{r} \frac{\partial}{\partial \theta}\left(\frac{\partial}{\partial r}(r v)-\frac{\partial u}{\partial \theta}\right)+\mu \frac{\partial}{\partial z}\left(\frac{\partial u}{\partial z}-\frac{\partial w}{\partial r}\right)\right] \\
& \ddot{w}=\frac{1}{\rho}\left[(\lambda+2 \mu) \frac{\partial \Delta}{\partial z}-\frac{\mu}{r} \frac{\partial}{\partial r} r\left(\frac{\partial u}{\partial z}-\frac{\partial w}{\partial r}\right)+\frac{\mu}{r} \frac{\partial}{\partial \theta}\left(\frac{\partial w}{r \partial \theta}-\frac{\partial v}{\partial z}\right)\right] \\
& \ddot{v}=\frac{1}{\rho}\left[(\lambda+2 \mu) \frac{1}{r} \frac{\partial \Delta}{\partial \theta}-\mu \frac{\partial}{\partial z}\left(\frac{1}{r} \frac{\partial w}{\partial \theta}-\frac{\partial v}{\partial z}\right)+\mu \frac{\partial}{\partial r}\left(\frac{\partial}{\partial r}(r v)-\frac{\partial u}{\partial \theta}\right)\right] \tag{2-19}
\end{align*}
$$

where

$$
\begin{align*}
\Delta & =\text { volumetric change } \\
& =\varepsilon_{r r}+\varepsilon_{z Z}+\varepsilon_{\theta \theta} \\
& =-\frac{1}{r} \frac{\partial(r u)}{\partial r}+\frac{\partial w}{\partial z}+\frac{1}{r} \frac{\partial v}{\partial \theta} \tag{2-20}
\end{align*}
$$

For harmonic excitations with frequency $\Omega$, the modal Fourier expansion of Equation (2-19) can be expressed by

$$
\begin{aligned}
\sum_{j=0}^{\infty} \bar{u}\left[\begin{array}{c}
\operatorname{cosj} \theta \\
\operatorname{sinj} \theta
\end{array}\right]= & \frac{-1}{\rho \Omega^{2}} \sum_{j=0}^{\infty}\left[(\lambda+2 \mu) \frac{\partial}{\partial r}\left(\frac{\bar{u}}{r}+\frac{\partial \bar{u}}{\partial r}-\frac{j}{r} \bar{v}+\frac{\partial \bar{w}}{\partial z}\right)\right. \\
& \left.+\frac{\mu j}{r}\left(\frac{j \bar{w}}{r}-\frac{\partial \bar{v}}{\partial z}\right)+\mu \frac{\partial}{\partial z}\left(\frac{1}{r} \frac{\partial(r \bar{v})}{\partial r}-\frac{j \bar{u}}{r}\right)\right]\left[\begin{array}{l}
\operatorname{cosj} \theta \\
\sin j \theta
\end{array}\right] \\
\sum_{j=0}^{\infty} \bar{w}\left[\begin{array}{c}
\cos j \theta \\
\sin j \theta
\end{array}\right]= & \frac{-1}{\rho \Omega^{2}} \sum_{j=0}^{\infty}\left[(\lambda+2 \mu) \frac{\partial}{\partial z}\left(\frac{\bar{u}}{r}+\frac{\partial \bar{u}}{\partial r}-\frac{j}{r} \bar{v}+\frac{\partial \bar{w}}{\partial z}\right)\right. \\
& \left.-\frac{\mu}{r} \frac{\partial}{\partial r}\left(\frac{\partial(r \bar{v})}{\partial r}-j \bar{u}\right)-\frac{\mu j}{r}\left(\frac{j}{r} \bar{w}-\frac{\partial \bar{v}}{\partial z}\right)\right]\left[\begin{array}{l}
\operatorname{cosj} \theta \\
\sin j \theta
\end{array}\right]
\end{aligned}
$$

$$
\begin{align*}
\sum_{j=0}^{\infty} \bar{v}\left[\begin{array}{r}
-\sin j \theta \\
\operatorname{cosj} \theta
\end{array}\right] & =\frac{-1}{\rho \Omega^{2}} \sum_{j=0}^{\infty}\left[(\lambda+2 \mu) \frac{j}{r}\left(\frac{\bar{u}}{r}+\frac{\partial \bar{u}}{\partial r}-\frac{j \bar{v}}{r}+\frac{\partial \bar{w}}{\partial z}\right)\right. \\
& \left.-\mu \frac{\partial}{\partial z}\left(\frac{j \bar{w}}{r}-\frac{\partial \bar{v}}{\partial z}\right)+\mu \frac{\partial}{\partial r}\left(\frac{\partial \bar{u}}{\partial z}-\frac{\partial \bar{w}}{\partial r}\right)\right] \quad\left[\begin{array}{l}
-\sin j \theta \\
\operatorname{cosj} \theta
\end{array}\right] \tag{2-2I}
\end{align*}
$$

For an arbitrary j, it follows that

$$
\begin{align*}
& \vec{u}=\frac{-1}{\rho \Omega^{2}}\left[( \lambda + 2 \mu ) \frac { \partial } { \partial r } \left(\frac{\bar{u}}{r}+\right.\right.\left.\frac{\partial \bar{u}}{\partial r}-\frac{j}{r} \bar{v}+\frac{\partial \bar{w}}{\partial z}\right)+\mu \frac{j}{r}\left(\frac{\partial \bar{u}}{\partial z}-\frac{\partial \bar{w}}{\partial r}\right) \\
&\left.+\frac{\mu}{r} \frac{\partial}{\partial z}\left(\frac{\partial(r \bar{v})}{\partial r}-j \bar{u}\right)\right] \\
& \bar{w}=\frac{-1}{\rho \Omega^{2}}\left[(\lambda+2 \mu) \frac{\partial}{\partial z}\left(\frac{\bar{u}}{r}+\frac{\partial \bar{u}}{\partial r}-\frac{j}{r} \bar{v}+\frac{\partial \bar{w}}{\partial z}\right)-\frac{\mu}{r} \frac{\partial}{\partial r}\left(\frac{\partial(r \bar{v})}{\partial r}-j \bar{u}\right)\right. \\
&\left.-\frac{\mu j}{r}\left(\frac{j}{r} \bar{w}-\frac{\partial \bar{v}}{\partial z}\right)\right] \\
& \bar{v}=\frac{-1}{\rho \Omega^{2}}\left[(\lambda+2 \mu) \frac{j}{r}\left(\frac{\bar{u}}{r}+\frac{\partial \bar{u}}{\partial r}-\frac{j \bar{v}}{r}+\frac{\partial \bar{w}}{\partial z}\right)-\mu \frac{\partial}{\partial z}\left(\frac{j}{r} \bar{w}-\frac{\partial \bar{v}}{\partial z}\right)\right. \\
&\left.+\mu \frac{\partial}{\partial r}\left(\frac{\partial \bar{u}}{\partial z}-\frac{\partial \bar{w}}{\partial r}\right)\right] \tag{2-22}
\end{align*}
$$

which shall be called the Modal Wave Equations (MWE). They are only functions of $r$ and $z$, with the parameter $j=0,1,2, \ldots$ dependent on the Fourier decomposition of the loadings or prescribed displacements. The general solution of MWE is (28)

$$
\begin{aligned}
& \bar{u}=e^{i \Omega t}\left[\left(k A e^{-l z}-m C e^{-m z}\right) \frac{\partial H_{j}^{(2)}(k r)}{\partial r}+{\underset{r}{r}}^{j_{H}} H_{j}^{(2)}(k r) e^{-m z}\right] \\
& \bar{w}=e^{i \Omega t}\left[\left(C k e^{-m z}-l A e^{-l z}\right) k H_{j}^{(2)}(k r)\right] \\
& \bar{v}=e^{i \Omega t}\left[\left(k A e^{-l z}-m C e^{-m z}\right) \frac{j}{r} H_{j}^{(2)}(k r)+B \frac{\partial H_{j}^{(2)}(k r)}{\partial r} e^{-m z}\right]
\end{aligned}
$$

in which $H_{j}^{(2)}(\mathrm{kr})$ are second Hankel functions of order $j$ (order of Fourier component), $A, B, C$ are integration constants, $k$ is an arbitrary parameter (wave number), and

$$
\begin{align*}
& \ell= \pm \sqrt{\mathrm{k}^{2}-\frac{\Omega^{2}}{\mathrm{v}_{\mathrm{p}}^{2}}} \\
& m= \pm \sqrt{\mathrm{k}^{2}-\frac{\Omega^{2}}{\mathrm{v}_{\mathrm{s}}^{2}}} \tag{2-24}
\end{align*}
$$

and

$$
\begin{aligned}
& \frac{1}{v_{p}}=\sqrt{\frac{\rho}{\lambda+2 \mu}} \\
& \frac{1}{v_{s}}=\sqrt{\frac{\rho}{\mu}}
\end{aligned}
$$

where $v_{p}$ and $v_{s}$ are the compression and shear wave velocities, respectively.

In the particular solutions given by (2-23), analagous expressions containing first Hankel functions $H_{j}^{(1)}(k r)$ have been omitted, since they correspond, in combination with the factor $e^{i \Omega t}$, to waves travelling from infinity towards the origin and thus must be disregarded in accordance with Sommerfeld's radiation principle (29). (Sources confined to the vicinty of the origin). For this reason, the index (2) and the argument ( $k r$ ) in the Hankel functions will be dropped.

The solution of the modal wave equations may be written as

$$
\begin{align*}
& \bar{u}=e^{i \Omega t}\left(f_{1}(z) H_{j}^{\prime}+f_{3}(z) \frac{j}{r} H_{j}\right) \\
& \bar{w}=k f_{2}(z) H_{j} e^{i \Omega t}  \tag{2-25}\\
& \bar{v}=e^{i \Omega t}\left(f_{1}(z) \frac{j_{r}}{r} H_{j}+f_{3}(z) H_{j}^{\prime}\right)
\end{align*}
$$

where $H_{j}^{\prime}=\frac{\partial}{\partial r} H_{j}^{(2)}(k r)$
and

$$
\begin{align*}
& f_{1}(z)=k A e^{-\ell z}-m C e^{-m z} \\
& f_{2}(z)=k C e^{-m z}-\ell A e^{-\ell z}  \tag{2-26}\\
& f_{3}(z)=B e^{-m z}
\end{align*}
$$

Dropping the time dependent term $e^{i \Omega t}$ from (2-25) together with (2-26) one gets

$$
\begin{equation*}
\bar{Y}=H F \tag{2-27}
\end{equation*}
$$

where $\bar{Y}$ is the modal displacement without the time dependent term, and

$$
F=\left\{f_{1}, f_{2}, f_{3}\right\}
$$

and

$$
H=\left[\begin{array}{ccc}
H_{j}^{\prime} & 0 & \frac{j}{r} H_{j}  \tag{2-28}\\
0 & k H_{j} & 0 \\
\frac{j}{r} H_{j} & 0 & H_{j}^{\prime}
\end{array}\right]
$$

In the above equation F is only a function of z while H is a function of $r$ and the harmonic number $j$.

Also, expressions for the strains and stresses in terms of the functions $f_{i}$ will be needed later. Substituting (2-27) into (2-8) results in

$$
\begin{aligned}
\bar{\varepsilon}_{r r} & =f_{1} H_{j}^{\prime \prime}+f_{3} \frac{j}{r}\left(H_{j}^{\prime}-\frac{H_{j}}{r}\right) \\
\bar{\varepsilon}_{z Z} & =f_{2}^{\prime} \cdot k \cdot H_{j}
\end{aligned}
$$

$$
\begin{align*}
& \bar{\varepsilon}_{\theta \theta}=f_{1}\left(\frac{H_{j}^{\prime}}{r}-\frac{j^{2}}{r^{2}} H_{j}\right)+f_{3} \frac{j^{r}}{r}\left(\frac{H_{j}}{r}-H_{j}^{\prime}\right) \\
& \bar{\gamma}_{z r}=f_{1} H_{j}^{\prime}+f_{2} k H_{j}^{\prime}+f_{3}^{\prime} \frac{j^{r}}{r} H_{j}  \tag{2-29}\\
& \bar{\gamma}_{r \theta}=f_{1} \frac{j_{r}}{r}\left(2 H_{j}^{\prime}-\frac{H}{r}\right)+f_{3}\left(\frac{j^{2}}{r^{2}} H_{j}-\frac{I}{r} H_{j}^{\prime}+H_{j}^{\prime \prime}\right) \\
& \bar{\gamma}_{\theta z}=f_{1}^{\prime} \frac{j}{r} H_{j}+f_{2} k \frac{j}{r} H_{j}+f_{3}^{\prime} H_{j}^{\prime}
\end{align*}
$$

and with

$$
\begin{equation*}
\bar{\Phi}=\left(f_{2}^{\prime}-k f_{1}\right) k H_{j} \tag{2-30}
\end{equation*}
$$

the stresses follow as

$$
\begin{align*}
& \bar{\sigma}_{r r}=2 \mu \varepsilon_{r r}+\lambda \bar{\Phi} \\
& \bar{\sigma}_{z z}=2 \mu \varepsilon_{z Z}+\lambda \bar{\phi} \\
& \bar{\sigma}_{\theta \theta}=2 \mu \varepsilon_{\theta \theta}+\lambda \bar{\Phi}  \tag{2-31}\\
& \bar{\sigma}_{z r}=\mu \gamma_{z r} \\
& \bar{\sigma}_{r \theta}=\mu \gamma_{r \theta} \\
& \bar{\sigma}_{\theta_{z}}=\mu \gamma_{\theta z}
\end{align*}
$$

The modal wave equations (2-22) may be expressed in matrix form using Equations (2-25) through (2-28) as

$$
\begin{equation*}
\mathrm{H} \cdot \mathrm{Z}=0 \tag{2-32}
\end{equation*}
$$

where $H$ is given by $(2-28)$ and $Z$ is a vector depends only on $z$

$$
\mathbf{z}=\left[\begin{array}{l}
z_{1}  \tag{2-33}\\
z_{2} \\
z_{3}
\end{array}\right]=\left[\begin{array}{c}
(\lambda+2 \mu)\left(k f_{2}^{\prime}-k^{2} f_{1}\right)+\mu\left(f_{1}^{\prime \prime}-k f_{2}^{\prime}\right)+\rho \Omega^{2} f_{1} \\
(\lambda+2 \mu)\left(f_{2}^{\prime \prime}-k f_{1}^{\prime}\right)+\mu k\left(f_{1}^{\prime}-k f_{2}\right)+\rho \Omega^{2} f_{2} \\
\mu\left(f_{3}^{\prime \prime}-k^{2} f_{3}\right)+\rho \Omega^{2} f_{3}
\end{array}\right]
$$

The above form of MWE is suitable for the finite element formulations as we will discuss later.

### 2.6 PRINCIPLE OF VIRTUAL DISPLACEMENTS

In dynamics, the generalization of the principle of virtual displacements into a law of kinetics by use of D'Aambert's principle is referred to as Hamilton's principle. For nonconservative systems, the principle states that the work performed by the applied external loads and inertial forces during an arbitrary virtual displacement field that is consistent with the constraints is equal to the change in strain energy plus the energy dissipated by internal friction during that virtual displacement.

Hamilton's principle shall be specialized and adapted for the specific problem discussed in this report in which the coordinate system is cylindrical, and the viscoelastic constants are complex. By applying two Fourier transformations, one in the time domain, and one in the $\theta$
coordinate, the principle of virtual displacements for axisymmetric systems subjected to a general harmonic excitation shall be developed.

A general form of Hamilton's principle in elasticity
is

$$
\begin{equation*}
\int_{t_{0}}^{t_{1}}\left[\int_{V} \delta \varepsilon_{i j} \sigma_{i j} d V-\int_{V} \delta u_{i}\left(b_{i}-\rho \ddot{u}_{i}\right) d V-\int_{S} \delta u_{i} p_{i} d A\right] d t=0 \tag{2-34}
\end{equation*}
$$

where $\delta \varepsilon_{i j}$ is the virtual strain field corresponding to the displacement field $\delta u_{i}$ which is consistent with the constraints and vanishes at the time $t_{0}$ and $t_{1}$. The term $\delta \varepsilon_{i j} \sigma_{i j}$ represents the change in strain energy as well as the energy lost due to internal friction. S corresponds to that portion of the boundary where the forces are prescribed.

Since the prescribed virtual displacements are arbitrary, a set of displacements can be chosen of the form

$$
\left.\begin{array}{l}
\delta u_{i}(x, t)=\delta \tilde{u}_{i}(x) \cdot \delta(t)  \tag{2-35}\\
\delta \varepsilon_{i j}(x, t)=\delta \tilde{\varepsilon}_{i j}(x) \cdot \delta(t)
\end{array}\right\} t_{0} \leq t \leq t_{1}
$$

where x stands for the coordinate system,

$$
\begin{equation*}
x=\left(x_{1}, x_{2}, x_{3}\right) \tag{2-36}
\end{equation*}
$$

and $\delta(t)$ is the Dirac delta function. Substitution in (2-34) and integration over the time domain yields

$$
\int_{V} \delta \tilde{\varepsilon}_{i j} \sigma_{i j} d V-\int_{V} \delta \tilde{u}_{i}\left(b_{i}-\rho \ddot{u}_{i}\right) d V-\int_{S} \delta \tilde{u}_{i} p_{i} d A=0
$$

where $\sigma_{i j}, b_{i}, u_{i}$ and $p_{i}$ are evaluated at the time $t$. Alternatively, it is possible to arrive at this result starting from the equilibrium equations (wave equation) and the boundary force equations, and constraining the time variable to remain constant while the virtual displacements are applied, that is, the real motion is stopped while the virtual displacements are performed; however, the inertial forces must be assumed to persist. In other words, it is assumed that the performance of the virtual displacements consumes no time (30). Applying a Fourier transformation (FT) to (2-37) and defining

$$
\begin{align*}
& \tilde{\sigma}_{i j}(\Omega)=F T\left(\sigma_{i j}(t)\right), \tilde{b}_{i}(\Omega)=F T\left(b_{i}(t)\right), \tilde{p}_{i}(\Omega)=F T\left(p_{i}(t)\right), \\
& \tilde{u}_{i}(\Omega)=F T\left(u_{i}(t)\right),-\Omega^{2} \tilde{u}_{i}(\Omega)=F T\left(\ddot{u}_{i}(t)\right) \quad(2-38) \tag{2-38}
\end{align*}
$$

yields

$$
\begin{equation*}
\int_{V} \delta \tilde{\varepsilon}_{i j} \tilde{\sigma}_{i j} d v-\int_{V} \delta \tilde{u}_{i}\left(\tilde{b}_{i}+\rho \Omega^{2} \tilde{u}_{i}\right) d V-\int_{S} \tilde{p}_{i} \delta \tilde{u}_{i} d A=0 \tag{2-39}
\end{equation*}
$$

where the transformed quantities are in general complex.

For real elastic moduli, the stresses will be real and in phase with the strains and displacements whereas, for complex moduli, they will be complex and there will be a phase lag between these two quantities. The relation between the transformed stresses $\tilde{\sigma}_{i j}$ and strains $\tilde{\varepsilon}_{i j}$ is given by equation (2-13).

An alternate form of equation (2-39) is obtained using integration by parts, resulting in

$$
\begin{equation*}
\int_{V} \delta \tilde{u}_{i}\left(\tilde{\sigma}_{i j, j}+\tilde{b}_{i}+\rho \Omega^{2} \tilde{u}_{i}\right) d v+\int_{S} \delta \tilde{u}_{i}\left(\tilde{p}_{i}-n_{j} \tilde{\sigma}_{i j}\right) d A=0 \tag{2-40}
\end{equation*}
$$

which, for arbitrary variations of the virtual displacements $\delta u_{i}$ yields the body and boundary equilibrium equations. Using the stress-strain relation, the term in parenthesis in the first integral becomes the wave equation, which shall be useful later on. Switching now from tensor to matrix notation and dropping the superscript $\sim$ with the implicit understanding that the applied forces (displacements) are harmonic, equation (2-39) becomes

$$
\begin{equation*}
\int_{V} \delta \varepsilon^{T} \sigma d V-\int_{V} \delta u^{T}\left(b+\rho \Omega^{2} u\right) d V-\int_{S} \delta u^{T} p d A=0 \tag{2-41}
\end{equation*}
$$

For a cylindrically orthotropic (cross anisotropic) material, integration $w / r$ to $\theta$, with $d V=r d r d \theta d z$, and using

$$
\begin{aligned}
& \int_{0}^{2 \pi} \sin m \theta \sin n \theta d \theta=\left(\delta_{m n}-\delta_{m \theta} \delta_{n \theta}\right) \pi= \begin{cases}\pi & \text { for } m=n \neq 0 \\
0 & \text { otherwise }\end{cases} \\
& \int_{0}^{2 \pi} \cos m \theta \cos n \theta d \theta=\left(\delta_{m n}+\delta_{m \theta} \delta_{n \theta}\right) \pi=\left\{\begin{aligned}
\pi & \text { for } m=n \neq 0 \\
2 \Pi & \text { for } m=n=0 \\
0 & \text { otherwise }
\end{aligned}\right. \\
& \int_{0}^{2 \pi} \sin m \theta \cos n \theta d \theta= \\
& \text { for any values of } m \text { and } n
\end{aligned}
$$

yields for the principle of virtual displacements

$$
\begin{align*}
\iint \delta \bar{\varepsilon}^{\mathrm{T}} \mathrm{D} & \bar{\varepsilon} r d r d z-\iint \rho \Omega^{2} \delta \bar{u}^{\mathrm{T}} \bar{u} r d r d z \\
& =\int_{S} \delta \bar{u}^{\mathrm{T}} \overline{\mathrm{p}} r d s \tag{2-42}
\end{align*}
$$

where the superscript bar refers to the Fourier modal amplitude. Similarly, by substituting Equation (2-32) into Equation $(2-40)$, we find

$$
\begin{equation*}
\iint \delta \bar{u}^{T} \cdot H \cdot z \cdot r d r d z+\int \delta \bar{u}^{T}\left(\bar{p}-\bar{\sigma}^{*}\right) r d s=0 \tag{2-43}
\end{equation*}
$$

where $\bar{\sigma}^{*}=\left\{n_{j} \bar{\sigma}_{i j}\right\}$ are the projection of the modal stresses on the unit outward boundary normal nj
$\mathrm{H} \cdot \mathrm{Z}=$ the modal wave equation (2-32).
Equation (2-43) is preferable over equation (2-42) or (2-41) when using the principle of virtual displacements to define the eigenvalue problem for the viscoelastic energy absorbing boundary since it does not require a cumbersome integration of products of the Hankel functions over the coordinate $r$.

## 3. FINITE ELEMENT FORMULATIONS

### 3.1 INTRODUCTION

Numerical techniques have been used successfully in the stress analysis of many complex structures. In particular, the finite element technique has been the major tool for analyzing different types of structures such as solids of revolution $(31,32)$ and shells of revolution $(5,6,7,33,34)$. These two classes of structures are of special importance in modelling the axisymmetric shell-soil system. The use of highly efficient rotational shell finite elements to model the superstructure suggested that the soil medium be represented in a similar manner. A main problem in this case is to account for the proper boundary conditions at the edges of a finite domain which will not introduce undesirable reflections of waves into the region of interest. A possible solution is to place the boundaries at a substantial distance from the footing if there is internal dissipation of energy in the soil. This approach requires a very large number of elements and is therefore expensive.

This chapter presents the finite element model used to represent the soil medium where axisymmetrical isoparametric quadratic solid elements with transmitting vertical boundaries placed directly at the outer edge of the structure
are employed (Figure 2). With the energy transmitting boundary, the finite element region is reduced to minimum, resulting in a high order sophisticated model with comparatively few elements as has been the continuing objective in previous investigations at Washington University.

The formulation of the rotational shell elements is presented elsewhere $(6,7,35)$, and for completeness, the outlines of the derivation of these highly efficient elements is presented in Appendix 8.1.

### 3.2 SOLID ELEMENT FORMULATIONS

The core region of Figure 2 is modelled by means of axisymmetric isoparametric quadratic solid elements. For each nodal circle there are three degrees-of-freedom; two of them are in-plane, $u$ and $w, ~ w h i l e ~ t h e ~ t h i r d, ~ v, ~ i s ~$ out-of-plane. These in-plane and out-of-plane degrees-offreedom are separated in the formulations of the element stiffness and mass matrices. The name "isoparametric" derives from use of the same interpolation functions to define the element shape as are used to define the displacements within the element (36).

If $\phi$ denotes the expansion vector for the isoparametric formulation, see Figure 3 ,


Figure 2. Finite Element Model for the Soil Medium


Figure 3. Isoparametric Quadratic Solid Element

$$
\begin{align*}
& r=\sum_{i=1}^{n} \phi_{i} r_{i} \\
& z=\sum_{i=1}^{n} \phi_{i} z_{i} \tag{3-1}
\end{align*}
$$

where $n=$ number of nodes per element.
In vector notation

$$
\begin{align*}
& r=\phi^{T} r_{0}  \tag{3-2}\\
& z=\phi^{T} z_{0}
\end{align*}
$$

where $r_{0}=\left\{r_{1}, r_{2}, \ldots r_{n}\right\}$

$$
\begin{equation*}
z_{o}=\left\{z_{1}, z_{2}, \ldots z_{n}\right\} \tag{3-3}
\end{equation*}
$$

Using the same expansions for the displacements,

$$
\begin{equation*}
u=\Phi^{T} u_{0} \tag{3-4}
\end{equation*}
$$

where

$$
\begin{align*}
& u=\left[\begin{array}{l}
\bar{u} \\
\bar{w} \\
\bar{v}
\end{array}\right], u_{0}^{T}=\left\{\bar{u}_{1}, \bar{u}_{2}, \ldots, \bar{u}_{n}, \bar{w}_{1}, \bar{w}_{2}, \ldots, \bar{w}_{n}, \bar{v}_{1}, \bar{v}_{2}, \ldots, \bar{v}_{n}\right\} \\
& \text { and } \quad \Phi^{T}=\left[\begin{array}{ccc}
\phi^{T} & \phi^{T} & 0 \\
0 & \phi^{T}
\end{array}\right] \tag{3-5}
\end{align*}
$$

In equation (3-4), $\Phi^{T}$ is called the expansion matrix. From (2-10) and (3-4), one can write

$$
\begin{aligned}
& 3 n \times 1
\end{aligned}
$$

or $\bar{\varepsilon}=B u_{0}$
where $B=\left[\begin{array}{c:cc}b_{12} & b_{12} & \\ 4 \times 2 n & & 4 \times n \\ \hdashline b_{21} & b_{22} & \\ & & \\ & & \\ & & \\ & \end{array}\right.$

Substitution into equation (2-42) gives

$$
\begin{equation*}
\sum_{\text {elements }} \delta u_{0}^{\mathrm{T}}\left\{\iint\left(\mathrm{~B}^{\mathrm{T}} \mathrm{DB}-\rho \Omega^{2} \Phi \Phi^{\mathrm{T}}\right) \mathrm{u}_{0} r d r d z-\int \Phi \overline{\mathrm{p}} r d s\right\}=0 \tag{3-8}
\end{equation*}
$$

For the kth element, the consistent mass matrix $M_{k}$, the stiffness matrix $K_{k}$ and the load vector $P_{k}$ are defined as:

$$
\begin{align*}
& M_{k}=\iint \rho \Phi \Phi^{T} r d r d z \\
& K_{k}=\iint B^{T} D B r d r d z  \tag{3-9}\\
& P_{k}=\int \Phi \bar{P} r d s
\end{align*}
$$

### 3.2.1 Isoparametric Formulations

For quadratic elements, the total number of nodes per element $n$ equals to eight and the shape functions $\phi_{i}=g_{i}(i=1, \ldots, 8)$ may be chosen as functions of the dimensionless coordinates $\xi$ and $\eta$. In Table 1 the expressions for $g_{i}, g_{i, \xi}$ and $g_{i, \eta}$ are given.

The Jacobian is defined by

$$
\begin{align*}
& \text { or Jac }=\left[\begin{array}{cc}
\sum_{i=1}^{8} g_{i}, \xi^{r_{i}} & \sum_{i=1}^{8} g_{i}, \xi^{z_{i}} \\
\sum_{i=1}^{8} g_{i, n} r_{i} & \sum_{i=1}^{8} g_{i, n} z_{i}
\end{array}\right] \tag{3-10}
\end{align*}
$$

The inverse of the Jacobian IJ is, then, given by

$$
I J=\left[\begin{array}{ll}
I J_{11} & I J_{12} \\
I J_{21} & I J_{22}
\end{array}\right]
$$

Table 1. Shape Functions and First Derivatives for Expansion Vector

| i | $g_{i}$ | $g_{i, \xi}$ | $g_{i, n}$ |
| :---: | :---: | :---: | :---: |
| 1 | $-\frac{1}{4}(1-\xi)(1-n)(1+\xi+n)$ | $\frac{1}{4}(1-\eta)(2 \xi+\eta)$ | $\frac{1}{4}(1-\xi)(2 n+\xi)$ |
| 2 | $\frac{1}{2}\left(1-\xi^{2}\right)(1-n)$ | $-\xi(1-n)$ | $-\frac{1}{2}\left(1-\xi^{2}\right)$ |
| 3 | $\frac{1}{4}(1+\xi)(1-\eta)(\xi-\eta-1)$ | $\frac{1}{4}(1-\eta)(2 \xi-n)$ | $\frac{1}{4}(1+\xi)(2 n-\xi)$ |
| 4 | $\frac{1}{2}(1+\xi)\left(1-\eta^{2}\right)$ | $\frac{1}{2}\left(1-n^{2}\right)$ | $-n(1+\xi)$ |
| 5 | $\frac{1}{4}(1+\xi)(1+\eta)(\xi+\eta-1)$ | $\frac{1}{4}(1+n)(2 \xi+n)$ | $\frac{1}{4}(1+\xi)(2 n+\xi)$ |
| 6 | $\frac{1}{2}\left(1-\xi^{2}\right)(1+n)$ | $-\xi(1+n)$ | $\frac{1}{2}\left(1-\xi^{2}\right)$ |
| 7 | $\frac{1}{4}(1-\xi)(1+n)(n-\xi-1)$ | $\frac{1}{4}(1+n)(2 \xi-n)$ | $\frac{1}{4}(1-\xi)(2 n-\xi)$ |
| 8 | $\frac{1}{2}(1-\xi)\left(1-n^{2}\right)$ | $-\frac{1}{2}\left(1-\eta^{2}\right)$ | $-n(1-\xi)$ |

where $\quad I J_{11}=\left(\sum_{i=1}^{8} g_{i, n} z_{i}\right) /|\mathrm{Jac}|$
$I J_{12}=-\left(\sum_{i=1}^{8} g_{i}, \xi_{i}\right) /|J a c|$
$I J_{21}=-\left(\sum_{i=1}^{8} g_{i}, \eta r_{i}\right) /|J a c|$
and $\quad I J_{22}=\left(\sum_{i=1}^{8} g_{i}, \xi^{r_{i}}\right) /|J a c|$
where $|\mathrm{Jac}|$ is the determinant of the Jacobian matrix of equation (3-10). The inverse of the Jacobian is necessary for the transformation from $r-z$ coordinates to $\xi-n$ natural coordinates,

$$
\begin{align*}
& ()_{\prime_{I}}=I J_{11} \cdot()_{\prime_{\xi}}+I J_{1_{2}} \cdot()_{\eta}  \tag{3-12}\\
& ()_{I_{z}}=I J_{21} \cdot()_{\prime_{\xi}}+I J_{22} \cdot()_{\eta}
\end{align*}
$$

3.2.2 Element Mass and Stiffness Matrices

Using partitioned form of the $B, D$ and $\Phi$ matrices we get:

$$
M_{k}=\left[\begin{array}{lll}
m & 0 & 0 \\
0 & m & 0 \\
0 & 0 & m
\end{array}\right]_{24 \times 24}
$$

where $m_{8 \times 8}=\iint \rho \phi \phi^{T} r d r d z$
(3-13)
and $\quad \mathrm{K}_{\mathrm{k}}=$

where

$$
\begin{align*}
& K_{1}=\iint\left(b_{1}^{T} D_{1} b_{11}+b_{2}^{T} D_{1} D_{2} b_{21}\right) r d r d z \\
& K_{2}=\iint\left(b_{1}^{T} D_{1} b_{12}+b_{2}^{T}{ }_{1} D_{2} b_{22}\right) r d r d z \\
& K_{3}=\iint\left(b_{2}^{T}{ }_{2} D_{2} b_{22}+b_{1}^{T}{ }_{2} D_{1} b_{12}\right) r d r d z \tag{3-14}
\end{align*}
$$

From (3-7), the submatrices $b_{11}, b_{12}, b_{21}$ and $b_{22}$ are given by (See Appendix 8.2).

$$
b_{11}=\left[\begin{array}{ccccc}
g_{1, r} & g_{2, r} \cdots \cdots g_{8, r} & 0 & 0 \cdots \cdots \\
0 & 0 & \cdots \cdots 0_{0} & g_{1, z} & g_{2, z} \cdots g_{8, z} \\
g_{1 / r} & g_{2 / r} \cdots \cdots \cdot g_{8 / r} & 0 & 0 \ldots \cdots \cdot \\
g_{1, z} & g_{2, z} \cdots \cdots \cdot g_{8, z} & g_{1, r} & g_{2, r} \cdots g_{8,4}
\end{array}\right]_{4 \times 16}
$$

$$
\begin{align*}
& b_{12}=\frac{-j}{r}\left[\begin{array}{lll}
0 & 0 \ldots \ldots . & 0 \\
0 & 0 \ldots \ldots . & 0 \\
g_{1} & g_{2} \ldots \ldots . g_{8} \\
0 & 0 \ldots \ldots .0
\end{array}\right]_{4 \times 8} \\
& b_{21}=\frac{j}{r} \quad\left[\begin{array}{llll}
g_{1} & g_{2} \ldots \ldots g_{8} & 0 & 0 \ldots \ldots .0 \\
0 & 0 \ldots \ldots . & g_{1} & g_{2} \ldots \ldots g_{8}
\end{array}\right]  \tag{3-15-c}\\
& 2 \times 16 \\
& b_{22}=\left[\begin{array}{ll}
r \frac{\partial}{\partial r}\left(g_{1 / r}\right) & r \frac{\partial}{\partial r}\left(g_{2 / r}\right) \ldots r \frac{\partial}{\partial r}\left(g_{8 / r}\right) \\
g_{1, z} & g_{2, z} \ldots \ldots \ldots g_{8, z}
\end{array}\right]  \tag{3-15-d}\\
& \text { (3-15-b) } \\
& \text { and } \phi \phi^{T} \text { is given by: } \\
& \phi \phi^{T}=\left[\begin{array}{cccc}
g_{1}^{2} & g_{1} g_{2} & g_{1} g_{3} \ldots g_{1} g_{8} \\
g_{2} g_{1} & g_{2}^{2} & g_{2} g_{3} & g_{2} g_{8} \\
g_{3} g_{1} & g_{3} g_{2} & g_{3}^{2} \ldots g_{3} g_{8} \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\dot{g}_{8} g_{1} & g_{8} g_{2} & g_{8} g_{3} \ldots & \dot{g}_{8}^{2}
\end{array}\right]_{8 \times 8} \tag{3-16}
\end{align*}
$$

With RG defined as

$$
\begin{gather*}
R G=\sum_{i=1}^{8} g_{i} r_{i}  \tag{3-17}\\
\text { and } \iint(\quad) r d r d z=\int_{-1}^{1} \int_{-1}^{1}() R G \operatorname{det} J a c d \xi d n \tag{3-18}
\end{gather*}
$$

the mass matrix $M_{k}$ and the stiffness matrix $K_{k}$ are obtained for a general Fourier harmonic j; however, $M_{k}$ is independent of $j$ as one can see from equations (3-13) and (3-16).

The integration in each element is carried out by means of four points Gaussian integration with the dimensionless coordinates $\xi$, $\eta$. Since in the Gaussian quadrature scheme, there are no points on the boundary of the elements, no problems are encountered with the singularity of the integrand of the symmetry axis ( $r=0$ ) for those elements adjacent to it.

The details of the isoparametric formulation for the element stiffness matrix is presented in Appendix 8.2. 3.3 THE BOUNDARIES

It is assumed that the finite element region has a fixed lower boundary, which may be true if we are dealing with a stratum over rock of infinite horizontal extent. The lower boundary location factor will be studied in case of a deep stratum or half space.

Now, for the total mass matrix $M$, total stiffness matrix $\mathbb{K}$, and the total load vector $P$ we have the following equation

$$
\begin{equation*}
\left(K-\Omega^{2} M\right) u=P \tag{3-19}
\end{equation*}
$$

where $u$ stands for the total nodal displacements.
The above equation needs to be modified to include the effect of the far field on the stiffness of the core region. This can be achieved by considering the equilibrium of the vertical boundaries of the core region. If the core region of Figure 2 is removed and replaced by equivalent distributed forces corresponding to the internal stresses, the dynamic equilibrium of the far-field will be preserved. Since no other prescribed forces act on the far-field, the displacements at the boundary and at any other point in the far-field will be uniquely defined in terms of these boundary forces. The relation between these boundary forces and the corresponding boundary displacements is the dynamic boundary matrix to be added to the total dynamic stiffness matrix of equation (3-19).

For a consistent boundary (8), it is always possible to express the displacements in the far-field in terms of eigenfunctions corresponding to the natural modes of wave propagation in the stratum. The general solution to the problem is given by Equation (2-23) where $k$ is an undetermined parameter of the wave number. In an unbounded medium,
any value of $k$, and thus any wave length, is admissible; for a layered stratum, however, only a discrete set of values of $k$ (each one with a corresponding propagation mode) will satisfy the boundary condition. At a given frequency, $\Omega$, there are thus, an infinite but discrete set of propagation modes and wave numbers $k$, which can be found by solving a transcendental eigenvalue problem. For each eigenfunction one can determine the distribution of stresses up to a multiplicative constant, the participation factor of the mode. Combining these modal stresses so as to match any given distribution of stresses at the boundary, one can compute the participation factors and, correspondingly, the dynamic stiffness function relating boundary stresses to boundary displacements.

The solution of the actual transcendental eigenvalue problem for the continuum problem is difficult and time consuming requiring, in general, search procedures. A discrete eigenvalue problem can be obtained by substituting the actual dependence of the displacements on the $z$ variable, as given by Equations (2-25) and (2-26), by an assumed expansion consistent with that used for the finite elements. The result is an algebraic eigenvalue problem with a finite number of eigenvectors and eigenvalues, for which efficient numerical solutions are available.
3.3.1 Wave Numbers and Modes of Propagation

Consider the toroidal section of the far-field limited by two cylindrical surfaces of radii $r_{0}$ and $r_{1}$, as shown in Figure 4. The stratum is discretized in horizontal layers, the interfaces of which match the nodal circles of the finite element mesh in the core region. For the nth layer there are three nodes $i, i+1, i+2$, for the $i t h$ node the three degrees of freedom are:

$$
\begin{equation*}
x_{i}=\left\{x_{1}, x_{2}, x_{3}\right\}_{i} \tag{3-20}
\end{equation*}
$$

The exact values for these three nodal displacements are given by Equation (2-25),

$$
x_{i}=H \cdot F_{i}
$$

and for the layer number $n$,

$$
\begin{gather*}
x_{n}=\left\{x_{1_{i}}, x_{2_{i}}, x_{3_{i}}: x_{1_{i+1}}, x_{2_{i+1}}, x_{3_{i+1}}:\right. \\
\left.x_{1+2}, x_{2_{i+2}}, x_{3_{i+2}}\right\} \tag{3-21}
\end{gather*}
$$

Approximate solution for the nodal displacements may be obtained using the same expansions as for the coordinates and displacements in the finite element region


Figure 4. Toroidal Section of the Far Field

$$
\begin{equation*}
F_{i}=N X_{i} \tag{3-22}
\end{equation*}
$$

where

$$
\begin{equation*}
N=\left[g_{1} I, g_{2} I, g_{3} I\right]_{3 \times 9} \tag{3-23}
\end{equation*}
$$

in which $I$ is a $3 \times 3$ identity matrix, and $g_{i}$ represents the expansion coefficients. For a quadratic expansion,

$$
\begin{equation*}
g_{1}=\frac{1}{2}\left(n^{2}-n\right), g_{2}=1-n^{2} \text { and } g_{3}=\frac{1}{2}\left(n^{2}+n\right) \tag{3-24}
\end{equation*}
$$

Combining Equations (3-20) to (3-24) yield

$$
\begin{equation*}
U_{a p p_{n}}=N U_{O_{n}} \tag{3-25a}
\end{equation*}
$$

$=$ the approximate nodal displacements
for the nth layer
and

Using the same basic procedure for the finite element formulation as previously employed, an approximate solution is obtained by substituting the displacement expansion into the expression of the principle of virtual displacements (2-43), integrating over the region, and requiring the result to vanish for an arbitrary $\delta u$.

Substituting the above approximate displacements in (2-43) and summing over the $\ell$ layers yields

$$
\begin{align*}
& \sum_{n=1}^{\ell}\left[\iint \delta \bar{u}^{T} \cdot \mathrm{H} \cdot \mathrm{Z} \cdot r d r d z+\int_{s_{0}} \delta \bar{u}^{T}\left(\bar{p}-\bar{\sigma}^{*}\right) r d s+\int_{s_{1}} \delta \bar{u}^{T}\left(\bar{p}-\bar{\sigma}^{*}\right) r d s\right. \\
& \quad \\
& \left.\quad+\int_{s_{2}} \delta \bar{u}^{-T}\left(\bar{p}-\bar{\sigma}^{*}\right) r d s+\int_{s_{3}} \delta \bar{u}^{T}\left(\bar{p}-\bar{\sigma}^{*}\right) r d s\right]=0 \tag{3-26}
\end{align*}
$$

In the above equation, consistent nodal forces $\vec{p}_{0}$ and $\bar{p}_{1}$ are applied at each of the boundaries $r_{0}$ and $r_{1}$ such that the integrands over $s_{o}$ and $s_{1}$ vanish

$$
\begin{align*}
& \sum_{n=1}^{\ell}\left[\delta \bar{u}_{0}^{\mathrm{T}} \overline{\mathrm{P}}_{0}=\int_{s_{0}} \delta \bar{u}^{\mathrm{T}} \overline{\mathrm{p} r d s}=\int_{s_{0}} \delta \bar{u}^{-\mathrm{T}} \bar{\sigma}^{*} r d s\right]  \tag{3-27}\\
& \sum_{n=1}^{\ell}\left[\delta \bar{u}_{1}^{\mathrm{T}} \overline{\mathrm{P}}_{1}=\int_{S_{1}} \delta \bar{u}^{-\mathrm{T}} \overline{\mathrm{p} r d s}=\int_{s_{1}} \delta \bar{u}^{-\mathrm{T}} \bar{\sigma}^{*} r d s\right]
\end{align*}
$$

with no external prescribed forces acting at the layer interfaces;

$$
\begin{equation*}
\sum_{n=1}^{\ell}\left[\iint \delta \bar{u}^{T} H z r d r d z-\int_{s_{2}} \delta \bar{u}^{T} \sigma^{*} r d s-\int_{s_{3}} \delta \bar{u}^{-T \sigma^{*}} r d s\right]=0 \tag{3-28}
\end{equation*}
$$

in which

$$
\bar{\sigma}^{*}=\left\{\begin{array}{cc}
\left\{\bar{\sigma}_{r z}, \bar{\sigma}_{z z}, \bar{\sigma}_{\theta z}\right\} & \text { for } s_{2}  \tag{3-29}\\
-\left\{\bar{\sigma}_{r z}, \bar{\sigma}_{z z}, \bar{\sigma}_{\theta z}\right\} & \text { for } s_{3}
\end{array}\right.
$$

From Equations (2-29), (2-30) and (2-31)

$$
\begin{align*}
& \bar{\sigma}^{*}=\left[\begin{array}{c}
\bar{\sigma}_{r z} \\
\bar{\sigma}_{Z Z} \\
\bar{\sigma}_{\theta Z}
\end{array}\right]=\left[\begin{array}{c}
\mu\left\{\left(f_{i}^{\prime}+k f_{2}\right) H_{j}^{\prime}+\frac{j}{r} H_{j} f_{3}^{\prime}\right\} \\
k H_{j}\left\{(\lambda+2 \mu) f_{2}^{\prime}-\lambda k f_{1}\right\} \\
\mu\left\{\left(f_{j}^{\prime}+k f_{2}\right) \frac{j}{r} H_{j}+f_{3}^{\prime} H_{j}^{\prime}\right\}
\end{array}\right]  \tag{3-30-a}\\
& \text { or } \quad \bar{\sigma}^{*}=H \cdot \bar{Z}_{2} \cdot F \tag{3-30-b}
\end{align*}
$$

where $\bar{z}_{2}$ is an operator matrix

$$
\bar{z}_{2}=\left[\begin{array}{ccc}
\mu \frac{\partial}{\partial z} & \mu k & 0  \tag{3-31}\\
-\lambda k & (\lambda+2 \mu) \frac{\partial}{\partial z} & 0 \\
0 & 0 & \mu \frac{\partial}{\partial z}
\end{array}\right]
$$

The wave equation $H \cdot Z$, Equation (2-32), may be written as;

$$
\begin{equation*}
W=H \cdot \bar{Z}_{1} \cdot F \tag{3-32}
\end{equation*}
$$

in which $\bar{Z}_{1}$ is an operator matrix
$\bar{z}_{1}=\left[\begin{array}{ccc}\rho \Omega^{2}+\mu \frac{\partial^{2}}{\partial z^{2}}-k^{2}(\lambda+2 \mu) & k(\lambda+\mu) \frac{\partial}{\partial z} & 0 \\ -k^{2}(\lambda+\mu) \frac{\partial}{\partial z} & \rho \Omega^{2}-\mu k^{2}+(\lambda+2 \mu) \frac{\partial^{2}}{\partial z^{2}} & 0 \\ 0 & 0 & \rho \Omega^{2}-\mu k^{2}+\mu \frac{\partial^{2}}{\partial z^{2}}\end{array}\right]$
(3-33)

With $\delta \bar{u}=H \cdot \mathbb{N} \cdot \delta X$ and $F=N \cdot X$, Equation (3-28) becomes
$\sum_{n=1}^{\ell} \iint_{r}\left\{\int_{z} \delta X^{T} N^{T} H^{T} H\left(\bar{Z}_{1}-\bar{Z}_{2}^{\prime}\right) N X d z-\int_{z} \delta X^{T} N^{\prime} T_{H} \bar{Z}_{2} N X d z r d r\right\}=0$

In the above equation,

$$
N^{T} \mathrm{~N}^{\prime}=\left[g_{i} \cdot g_{k}\right], \quad N^{\prime}=\frac{\partial N}{\partial z}=\left[g_{i}^{\prime} I_{i}\right]
$$

in which $i=1,2,3$ and $k=1,2,3$.
Also, in Equation (3-34);

$$
\mathbb{N}^{T}{ }^{T} T_{H}=\overline{H_{N}}{ }^{T} \text { and } \mathbb{N}^{\prime} T_{H} T_{H}=\overline{H N}{ }^{T}{ }^{T} \text {, where }
$$


in which

$$
\begin{aligned}
& H_{1}=H_{j}^{2}+\left(\frac{j}{r}\right)^{2} H_{j}^{2} \\
& H_{2}=\frac{2 j}{r} H_{j}^{\prime} H_{j} \\
& H_{3}=k^{2} H_{j}^{2}
\end{aligned}
$$

Factoring out the $\vec{H}$ matrix, which is independent of $z$, from Equation (3-34) and rearranging the equation yields

$$
\begin{equation*}
\sum_{n=1}^{\ell} \delta x^{T}\left[\int_{r_{0}}^{r_{1}} \bar{H} r d r\right]\left[\int_{0}^{h_{n}} N^{T}\left(\bar{Z}_{1}-\bar{z}_{2}^{\prime}\right) N d z-\int_{0}^{h_{n}} N^{\prime T} \bar{z}_{2} N d z\right] X=0 \tag{3-36}
\end{equation*}
$$

For an arbitrary $\delta X$ and with $\int_{r_{0}}^{r_{1}} \bar{H} r d r \neq 0$ (non singular matrix) which is the same for all layers in the case of vertical boundaries, the following equation must hold:

$$
\begin{equation*}
\sum_{n=1}^{\ell}\left[\int_{0}^{h_{n}} N^{T}\left(\bar{z}_{1}-\bar{Z}_{2}^{\prime}\right) N d z-\int_{0}^{h_{n}} N^{T} \bar{Z}_{2} N d z\right] x=0 \tag{3-37}
\end{equation*}
$$

and with

$$
\int_{0}^{h} g_{i} g_{k} d z=\frac{h}{30}\left[\begin{array}{rrr}
4 & 2 & -1 \\
2 & 16 & 2 \\
-1 & 2 & 4
\end{array}\right]
$$

$$
\int_{0}^{h} g_{i} g_{k}^{\prime} d z=\frac{1}{6}\left[\begin{array}{rrr}
-3 & 4 & -1  \tag{3-38}\\
-4 & 0 & 4 \\
1 & -4 & 3
\end{array}\right]
$$

and $\int_{0}^{h} g_{i}^{\prime} g_{k}^{\prime} d z=\frac{1}{3 h}\left[\begin{array}{rrr}7 & -8 & 1 \\ -8 & 16 & -8 \\ 1 & -8 & 7\end{array}\right]$
equation (3-37) becomes

$$
\begin{equation*}
\sum_{n=1}^{\ell}\left([S]_{n}-k^{2}[A]_{n}\right)\{x\}=0 \tag{3-39}
\end{equation*}
$$

in which

$$
\begin{aligned}
& {[S]_{n}=\frac{1}{3 h_{n}}}
\end{aligned}
$$

$$
\begin{aligned}
& \text { (3-40-a) }
\end{aligned}
$$

and
0
0
0
0
1
1
0


For the whole stratum, the assembled matrices of (3-40) leads to

$$
\begin{equation*}
\left(s-k^{2} A\right) X=0 \tag{3-41}
\end{equation*}
$$

which is an eigenvalue problem in $k_{i}^{2}$, the wave number of the propagation mode $X_{i}$. The order of this eigenvalue problem is 6l, where $\ell$ is the total number of layers in the stratum.
3.3.2 Dynamic Stiffness Matrix of the Energy Absorbing Boundary

Consider Equation (3-27) with $d s=d z$ and $r=r_{0}$, i.e.

$$
\sum_{n=1}^{\ell}\left[P_{0}=r_{0} \int_{0}^{h} N^{T} \bar{\sigma}^{*} d z\right] \text { for an arbitrary variation }
$$ of the nodal displacements. But

$$
\begin{equation*}
P_{s}=\alpha_{s} r_{0} \int_{0}^{h} N^{T} \bar{\sigma}_{s}^{*} d z \tag{3-42}
\end{equation*}
$$

where $\quad P_{S}=$ the nodal forces for the $s$ th propagation mode

$$
\begin{aligned}
\alpha_{s}= & \text { the participation factor for the } s \text { th } \\
& \text { propagation mode }
\end{aligned}
$$

$$
\bar{\sigma}_{s}^{*}=\underset{(\text { Figure } 5 \text { ) }}{\text { the } \frac{\text { th }}{}}
$$

$$
=\left\{-\sigma_{r r^{\prime}}-\sigma_{z r},-\sigma_{\theta r}\right\}_{s}
$$



Figure 5. Modal Boundary Stress Vector for the nth Layer

Therefore, from Equations (2-31) and (2-29)

$$
\begin{align*}
& \bar{\sigma}_{S}^{*}=-\left[\begin{array}{lcc}
2 \mu H_{j}^{\prime \prime}-\lambda k^{2} H_{j} & \left(\lambda k H_{j}\right) \frac{\partial}{\partial z} & 2 \mu \frac{j}{r_{O}}\left(H_{j}^{\prime}-H_{j} / r_{O}\right) \\
\left(\mu H_{j}^{\prime}\right) \frac{\partial}{\partial z} & \mu k H_{j} & \left(\mu r_{r_{O}}^{j} H_{j}\right) \frac{\partial}{\partial z} \\
2 \mu \frac{j}{r_{O}}\left(H_{j}^{\prime}-H_{j} / r_{O}\right) & 0 & \mu\left(H_{j}^{\prime \prime}-\frac{H_{j}^{\prime}}{r_{O}}+\left(\frac{j}{r_{O}}\right)^{2} H_{j}\right)
\end{array}\right]\left[\begin{array}{l}
f_{1} \\
f_{2} \\
f_{3} \\
-
\end{array}\right] \\
& =-\left[\begin{array}{lll}
S_{1} & 0 & s \\
0 & S_{3} & 0 \\
S_{2} & 0 & S_{4}
\end{array}\right]\left[\begin{array}{l}
f_{1} \\
f_{2} \\
f_{3}
\end{array}\right]-\left[\begin{array}{lll}
0 & T_{1} & 0 \\
T_{2} & 0 & T_{3} \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{l}
f_{1}^{\prime} \\
f_{2}^{\prime} \\
f_{3}^{\prime}
\end{array}\right] \\
& =-[s]\{f\}-[T]\left\{f^{\prime}\right\} \tag{3-43}
\end{align*}
$$

where;
and

$$
\begin{align*}
& s_{1}=2 \mu H_{j}^{\prime \prime}-\lambda k^{2} H_{j} \\
& s_{2}=2 \mu \frac{j}{r_{0}}\left(H_{j}^{\prime}-\frac{1}{r_{0}} H_{j}\right) \\
& s_{3}=\mu k H_{j}^{\prime} \\
& s_{4}=\mu\left(H_{j}^{\prime \prime}-\frac{1}{r_{0}} H_{j}^{\prime}+\frac{j^{2}}{r_{0}^{2}} H_{j}\right)  \tag{3-44}\\
& T_{1}=\lambda k H_{j} \\
& T_{2}=\mu H_{j}^{\prime} \\
& T_{3}=\mu \frac{j}{r_{O}} H_{j}
\end{align*}
$$

With $\{f\}=[N]\{X\}$ and $\left\{f^{\prime}\right\}=\left[N^{\prime}\right]\{X\}$

$$
\begin{equation*}
N^{T} \bar{\sigma}_{S}^{*}=\left(N^{T} N \bar{S}+N^{T} N^{\prime} \bar{T}\right) x \tag{3-45}
\end{equation*}
$$

where

$$
\bar{S}=\left[\begin{array}{lll}
S & & \\
& S & \\
& & S
\end{array}\right]_{9 \times 9} \quad \text { and } \bar{T}=\left[\begin{array}{lll}
T & & \\
& T & \\
& & T
\end{array}\right]_{9 \times 9}
$$

which leads to the following equation for the nodal forces in the sth mode:

$$
\begin{equation*}
P_{S}=\alpha_{s} r_{0}\left(\left[\int_{0}^{h} N^{T} N d z\right] \bar{S}+\left[\int_{0}^{h} N^{T} N^{\prime} d z\right] \bar{T}\right) x \tag{3-47}
\end{equation*}
$$

Matrices $S$ and $T$ may be simplified by taking advantage of the property of Hankel functions (37)

$$
\begin{align*}
& H_{j}^{\prime \prime}=-\frac{1}{r} H_{j}^{\prime}-\left[k^{2}-\frac{j^{2}}{r^{2}}\right] H_{j} \\
& H_{j}^{\prime}=k H_{j-1}-\frac{j}{r} H_{j}  \tag{3-48}\\
& H_{-1}=-H_{1}
\end{align*}
$$

which yields

$$
\begin{array}{ll}
\mathrm{and} & =k^{2} \mathrm{~S} 1+\mathrm{kS} 2+\mathrm{S} 3 \\
\text { and } & T=k \mathbb{T} 1+\mathrm{T} 2 \tag{3-49}
\end{array}
$$

$$
\begin{aligned}
& \text { with } \\
& \text { SI }=\left[\begin{array}{ccc}
\lambda+2 \mu & 0 & 0 \\
0 & \mu & 0 \\
0 & 0 & \mu
\end{array}\right]\left[\begin{array}{ccc}
H_{j} & 0 & 0 \\
0 & -H_{j-1} & 0 \\
0 & 0 & H_{j}
\end{array}\right] \\
& S 2=\frac{\mu}{r_{0}}\left[\begin{array}{rrr}
-2 & 0 & 2 j \\
0 & j & 0 \\
2 j & 0 & -2
\end{array}\right]\left[\begin{array}{ccr}
-\mathrm{H}_{j-1} & 0 & 0 \\
0 & H_{j} & 0 \\
0 & 0 & -H_{j-1}
\end{array}\right] \\
& S 3=\frac{2 \mu j(j+1)}{r_{0}^{2}}\left[\begin{array}{rrr}
1 & 0 & -1 \\
0 & 0 & 0 \\
-1 & 0 & 1
\end{array}\right]\left[\begin{array}{ccc}
H_{j} & 0 & 0 \\
0 & -H_{j-1} & 0 \\
0 & 0 & H_{j}
\end{array}\right] \\
& T I=\left[\begin{array}{ccc}
0 & -\lambda & 0 \\
\mu & 0 & 0 \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{ccc}
-H_{j-1} & 0 & 0 \\
0 & H_{j} & 0 \\
0 & 0 & -H_{j-1}
\end{array}\right] \\
& \text { and } T 2=-\frac{\mu j}{r_{0}}\left[\begin{array}{rrr}
0 & 0 & 0 \\
-1 & 0 & 1 \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{ccc}
H_{j} & 0 & 0 \\
0 & -H_{j-1} & 0 \\
0 & 0 & H_{j}
\end{array}\right](3-50 e)
\end{aligned}
$$

Defining the modal vectors $X A_{s}$ and $X B_{S}$

$$
\begin{align*}
& X A_{s}=\left\{X A_{1}^{T} X A_{2}^{T} \ldots X A_{i}^{T} \ldots X A_{\ell}^{T}\right\}  \tag{3-51}\\
& X B_{S}=\left\{X B_{1}^{T} X B_{2}^{T} \ldots X B_{i}^{T} \ldots X_{2}^{T}{ }_{\ell}^{T}\right\} \\
& \left\{X A_{i}\right\}_{S}=\left[\begin{array}{lll}
H_{j} & & \\
& -H_{j-1} & \\
& & H_{j}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]_{i} \\
& \left\{X B_{i}\right\}_{s}=\left[\begin{array}{lll}
-\mathrm{H}_{j-1} & & \\
& \mathrm{H}_{j} & \\
& & -H_{j-1}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]_{i}
\end{align*}
$$

and the boundary load vector $P_{b s}$ as

$$
\begin{align*}
P_{b s}= & \alpha_{s} r_{0}\left\{[A]\{X A\}_{s} k_{s}^{2}+[G]\{X B\}_{s}\right\} k_{s} \\
& \left.+[E]\{X A\}_{s}\right\} \tag{3-52}
\end{align*}
$$

the nodal load vector for the whole stratum assembled from $P_{s}$ for each discrete layer where matrices $A, E$ and $G$ are formed from the layer matrices $A_{n}, E_{n}$ and $G_{n}$ in a similar fashion as in the eigenvalue problem.
$A_{n}$ is the matrix given by Equation (3-40-b)

$$
\left.\left.E_{n}=\int_{0}^{h_{n}} \frac{\mu j}{r_{0}^{2}}\left[\begin{array}{lll}
2(j+1) g_{i} g_{m} & 0 & -2(j+1) g_{i} g_{m} \\
r_{0} g_{i} g_{m}^{\prime} & 0 & -r_{0} g_{i} g_{m}^{\prime} \\
-2(j+1) g_{i} g_{m} & 0 & 2(j+1) g_{i} g_{m}
\end{array}\right]\right]_{3 \times 3}\right]
$$

(3-53)

$$
\left.G_{n}=\int_{0}^{h_{n}} \frac{2}{r_{0}}\left[\begin{array}{lll}
-\mu g_{i} g_{m} & -\frac{\lambda r_{0}}{2} g_{i} g_{m}^{\prime} & j g_{i} g_{m} \\
\frac{\mu r_{o}}{2} g_{i} g_{m}^{\prime} & \frac{j \mu}{2} g_{i} g_{m} & 0 \\
j g_{i} g_{m} & 0 & -\mu g_{i} g_{m}
\end{array}\right]_{3 \times 3}\right]_{9 \times 9}
$$

with $\quad i=1,2,3$

$$
m=1,2,3
$$

Adding up the contributions of each mode gives for the boundary load vector

$$
P_{b}=\sum_{s=1}^{6 \ell} \alpha_{s} r_{0}\left\{[A]\{X A\}{ }_{s} k_{s}^{2}+[G]\{X B\}_{s} k_{s}+[E]\{X A\}_{s}\right\}
$$

or

$$
\begin{equation*}
P_{b}=r_{0}\left[[A][X A]\left[K^{2}\right]+[G][X B][K]+[E][X A]\right]\{\alpha\} \tag{3-54}
\end{equation*}
$$

In (3-54)

$$
\begin{aligned}
& {[X A]=\left[\{X A\}_{1}\{X A\}_{2} \ldots\{X A\}_{S} \ldots\{X A\}_{6 l}\right]_{6 l \times 6 \ell}} \\
& {[X B]=\left[\{X B\}_{1}\{X B\}_{2} \ldots\{X B\}_{5} \ldots\{X B\}_{6 l}\right]_{6 l \times 6 \ell}}
\end{aligned}
$$

$\left[K^{2}\right]$ and $[K]$ are diagonal matrices with $k_{s}^{2}$ and
$k_{s}$ on the main diagonal respectively
$(s=1$ to $6 \ell)$
and $\{\alpha\}=\left\{\alpha_{1}, \alpha_{2}, \alpha_{3}, \ldots, \alpha_{s}, \ldots, \alpha_{6 \ell}\right\}$
The modal participation factors $\{\alpha\}$ are the only unknown vector in the RHS of Equation (3-54). The next step, then, is to calculate the boundary displacement vector in terms of the modal participation factors, and to relate the boundary load vector to the boundary displacement vector to form the boundary matrix.

At any particular node $i$, the displacement vector is given by
or

$$
\begin{align*}
& u_{i}=\sum_{s=1}^{\ell} \alpha_{s} H(s) x_{i}(s)  \tag{3-55}\\
& u_{i}=\sum_{s=1}^{\ell} \alpha_{s}\left[\begin{array}{l}
u I_{s} \\
u J_{s} \\
u k_{s}
\end{array}\right]
\end{align*}
$$

where $\left[\begin{array}{c}u I_{s} \\ u J_{s} \\ u K_{s}\end{array}\right]_{i}=\left[\begin{array}{c}H_{j}\left(k_{s} r_{o}\right) X_{I}(s)+\frac{j}{r_{0}} H_{j}\left(k_{s} r_{0}\right) X_{3}(s) \\ k_{s} H_{j}\left(k_{s} r_{0}\right) X_{2}(s) \\ \frac{j}{r_{0}} H_{j}\left(k_{s} r_{0}\right) x_{1}(s)+H_{j}^{\prime}\left(k_{s} r_{0}\right) X_{3}(s)\end{array}\right]_{i}$

Therefore
$\left[\begin{array}{c}\bar{u} \\ \bar{w} \\ \bar{v}\end{array}\right]_{i}\left[\begin{array}{c}u I(1) \\ u I(2) \ldots u I(s) \ldots u I(6 l) \\ u J(1) \\ u J(2) \ldots u J(s) \ldots u J(6 l) \\ u K(1)\end{array} u_{i}(2) \ldots u K(s) \ldots u K(6 l)\right]_{i}\left[\begin{array}{c}\alpha_{1} \\ \alpha_{2} \\ \vdots \\ \alpha_{s} \\ \vdots \\ \alpha_{6 l}\end{array}\right]_{\text {(3-56) }}$

Defining $\left\{u_{b}\right\}_{6 \ell \times 1}$ as the boundary displacement vector, and with $u_{i}$ as a general nodal vector, $\left\{u_{b}\right\}$ may be written as

$$
\begin{align*}
& u_{b}={\left[\begin{array}{c}
{[\overline{u u}]_{1}} \\
{[\overline{u \bar{u}}]_{2}} \\
\vdots \\
{[\overline{u \bar{u}}]_{i}} \\
\vdots \\
{[\overline{u \bar{u}}]_{2 \ell}}
\end{array}\right]_{6 \ell \times 6 l}\{\alpha\}=[\overline{u u}] \cdot\{\alpha\}} \quad[\alpha\}=[\overline{u u}]^{-1} u_{b} \tag{3-57}
\end{align*}
$$

The dynamic stiffness matrix of the energy absorbing boundary $R_{b}$ is defined through the following relation:

$$
\begin{equation*}
P_{b}=R_{b} u_{b} \tag{3-59}
\end{equation*}
$$

Substituting (3-58) into (3-54) for $\{\alpha\}$ and equating the resulting RHS to the RHS of (3-59) for an arbitrary $u_{b}$, it follows that

$$
\begin{equation*}
R_{b}=r_{0}\left[[A][X A]\left[K^{2}\right]+[G][X B][K]+[E][X A]\right][\overline{u u}]^{-1} \tag{3-60}
\end{equation*}
$$

3.4 TOTAL DYNAMIC STIFFNESS MATRIX OF THE SOIL MEDIUM Consider the boundary load vector of Equation (3-59) as an external load vector acting with negative sign on the finite element region, Equation (3-19) becomes;

$$
\left(K-\Omega^{2} M\right) u=P-R_{b} u_{b}
$$

and by increasing the size of $\mathrm{R}_{\mathrm{b}}$ by adding zero rows and columns to match the dimension of $K$ and $M$, one can get

$$
\left(K-\Omega^{2} M+R\right) u=P
$$

or

$$
\mathrm{K}_{\mathrm{c}} \mathrm{u} \quad=\mathrm{P}
$$

where $K_{C}$ is the total dynamic stiffness matrix of the soil medium,

$$
\begin{equation*}
K_{C}=K-\Omega^{2} M+R \tag{3-62}
\end{equation*}
$$

Equation (3-61) may be solved by the conventional numerical methods to obtain the nodal displacements. Although neither the total dynamic stiffness matrix of Equation (3-62) nor the formula of Equation (3-61) is going to be used in its present form in the structuresoil system of the next chapter, these are very useful in checking the finite element model of the soil medium and the effectiveness of the vertical energy absorbing boundaries. The checking of the model presented in this chapter is part of the parametric study which is to be carried out later.
4. SHELI-SOIL MODEL

### 4.1 GENERAL APPROACH

One of the most challenging points in the soil-structure interaction problems is the interface between the soil medium and the structure. For rotational shells-soil system, the problem becomes more complicated as the number of degrees of freedom in the shell side is not the same as those in the soil side at the common nodal points connecting the structure model to the soil. Furthermore, the soil model is essentially a three dimensional problem, whereas the shell model is a two dimensional model. Apart from the geometrical difficulty, one must overcome the problem of dealing with two different materials, where the soil model is frequency dependent while the shell model is not. Also, the soil material has no tensile capacity which may cause uplift of the shell structure under the effect of major earthquakes or wind loads.

To overcome the difficulty of the connection problem, one may take advantage of the physical properties of the structure components and the overall behavior of the system. As an example, if the shell is founded over ring footing, the assumption of a rigid footing in the radial and vertical direction may simplify the connection problem, although the ring footing may be flexible in the circumferential direction. Also, the separation between the foundation and the soil
may be considered only with the first two Fourier harmonics ( $J=0$ and $J=1$ ) as the higher harmonics correspond to local deformations which cannot cause total uplift of the superstructure. However, the uplift problem may be neglected altogether for certain types of shells when the non-structure elements are tied to the foundation, adding to the overall stability. For example, at the bottom of the cooling tower shells the water basin and the fill structure may be tied to the ring footing (38).

In this chapter the connection model is presented and the shell-soil model is explained. The approach presented herein is restricted to shell structures modeled by axisymmetric elements and founded over concentric ring footing. The computer program used in calculating the connection model is explained and a flowchart is provided. For obvious reasons the connecting model is named the Equivalent Boundary System (EBS). The EBS is frequency dependent and must be updated for each Fourier harmonic. To account for the possibility of foundation uplift, an iterative procedure is presented in which the problem is run again after modifying Fourier coefficients of EBS according to the angle of separation.

In Figure 6 the proposed model is given for a cooling tower shell.


Figure 6. Proposed Model for a Cooling Tower Shell

### 4.2 EQUIVALENT BOUNDARY SYSTEM (EBS)

In the previous chapter the total dynamic stiffness matrix $K_{c}$ of Equation (3-62) is of order $3 n$ by $3 n$ where $n$ is the total number of nodes in the finite element mesh. When only one degree of freedom per node on the axis of symmetry is not restrained (vertical displacement) and with the lower boundary fixed, the order of the total stiffness matrix $K_{c}$ will drop to $\bar{n}$ by $\bar{n}$, where

$$
\begin{equation*}
\bar{n}=3 n-3 m-4 \ell \tag{4-1}
\end{equation*}
$$

in which

$$
\begin{aligned}
& m= \text { number of nodes at the lower } \\
& \text { boundary }
\end{aligned}, ~ l=\text { number of layers. }
$$

Since the prime degrees of freedom are those at the foundation level (in Figure 7, node number 1 to node number $m$ ), one may reduce the problem by carrying out the well known condensation procedure to get

$$
\begin{equation*}
K_{C}^{*} u^{*}=P^{*} \tag{4-2}
\end{equation*}
$$

where

$$
\begin{align*}
K_{c}^{*} & =K_{11}-K_{12} K_{22}^{-1} K_{21} \\
P^{*} & =P_{1}  \tag{4-3}\\
u^{*} & =u_{1}
\end{align*}
$$

and $K_{11}, K_{12}, K_{21}, K_{22}, U_{1}$ and $P_{1}$ can be obtained from the original matrices $K_{c}, u$ and $P$ of Equation (2-61).
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Figure 7. Soil Mesh with the Ring Footing

where $n_{1}=3 m-2$ and $n_{2}=\bar{n}-n_{1}$.
In Equation $(4-3), P^{*}$ is taken equal to $P_{1}$ since $P_{2}$ is assumed to be a null vector (no external loads could be applied at the nodes inside the soil stratum).

### 4.2.1 Impedance Matrix

The impedance matrix is the dynamic stiffness to be added to the superstructure matrices to complete the structure-soil dynamic model. It is, thus, composed of the dynamic stiffness coefficients corresponding to the common degrees of freedom between the superstructure and the soil model. In Figure 7 these degrees of freedom are associated with nodes $\mathrm{m}-2, \mathrm{~m}-1$ and m .

Using Equation (4-2) with the RFS all zero's except for the value at one of the common d.o.f. which is set to unity and solving for $\mathrm{u}^{*}$, the flexibility matrix $F$ can be obtained. The impedance matrix $\mathrm{K}_{\mathrm{s}}$ is obtained by inverting the flexibility matrix $F$

$$
\begin{equation*}
K_{S}=F^{-2} \tag{4-5}
\end{equation*}
$$

The above method is the conventional approach to obtain $K_{s}$, however, there is an alternative approach in which one may make use of the condensed stiffness matrix $K_{s}^{*}$ by simply inverting $K_{c}^{*}$ and then eliminating the columns and rows not corresponding to the common d.o.f. to form $F$. Equation (4-5) may be used, then, to obtain $\mathrm{K}_{\mathrm{s}}$.

In general, the resulting impedance matrix $K_{s}$ will be a complex matrix even for an elastic soil medium. This is because of the radiation of the waves toward infinity. While the real part of the impedance matrix represents the soil stiffness elements at the common degrees of freedom (nodes $\mathrm{m}-2, \mathrm{~m}-1$ and m in Figure 7), the imaginary part represents the part of the damping corresponding to the radiation at the energy transmitting boundary. In the case of complex Lame' constants for the soil material, the imaginary part of the impedance matrix represents both radiational damping in the far field and the viscous damping in the viscoelastic soil material. The viscous damping is due to the phase angle between the stress and strain vectors in the soil.

In the following section the connection problem between the soil medium and the shell foundation is formulated. The frequency dependent stiffnesses of the impedance matrix (the real part of $\mathrm{K}_{\mathrm{s}}$ ) are used to formulate the stiffness elements of the EBS. The damping elements of the EBS are
computed from the imaginary part of $K_{s}$ plus a linear combination of the stiffness and mass elements of the EBS (proportional damping). Here, the proportional damping matrix represents the material damping for the elastic soil medium.

### 4.2.2 The Ring Footing

Consider the cross section of Figure 8 to be the concentric ring footing supporting the shell which may have an open element (columns) atop the footing. The ring footing is modelled as a shell element with a constant radius (cylindrical element) with the same shell theory assumptions of no deformation in the normal direction and linear deformations in the meridional direction, which imply that the footing lower boundary has the property of being rigid. This property does not contradict the physical nature of the problem in which the ring footing is rigid relative to the soil, i.e., the line FED must remain a straight line after deformation (Figure 8). It should be noted here that the area bounded by the straight lines AC, $C D, D F$ and FA is the area which will be considered in the finite element formulations.

To introduce the soil effect at the ring footing base level, the following factors must be considered:


Figure 8. Ring Footing Cross Section
i. The six degrees of freedom at the base edges $D$ and $F$ must be eliminated and, at the same time, the rotational d.o.f. at E must be formed from the eliminated degrees of freedom; in other words, the nine d.o.f. should be lumped in five d.o.f. at the midpoint of the footing base.
ii. The contact stress between the soil and the footing may be compressive or shear stress, but not tensile stress.
iii. As this is a dynamic problem, not only the stiffness of the soil has to be considered, but the damping and inertial effects of the soil have to be taken into account as well.

The nine stiffness elements of Figure 9 are obtained from the impedance matrix by considering each stiffness element on the main diagonal as a linear spring in the corresponding direction. Once these stiffness elements are computed, the rest of the connection model can be formulated, with the aid of the rigid base assumption and with factors (i) and (ii) in mind, by solving for the resultant in the five degrees of freedom at the central point $E$.


Figure 9. Equivalent Boundary Stiffnesses

$$
\begin{align*}
& K_{u}=K_{1}+K_{4}+K_{7} \\
& K_{W}=K_{2}+K_{5}+K_{8} \\
& K_{V}=K_{3}+K_{6}+K_{9}  \tag{4-6}\\
& K_{\theta}=\frac{B}{2}\left(K_{2}+K_{8}\right) \\
& K_{\phi}=\frac{B}{2}\left(K_{3}+K_{9}\right)
\end{align*}
$$

In the connecting model of Equation (4-6) only force continuity between the shell footing and the soil elements are satisfied while the kinematic continuity may not be satisfied due to the rigid base assumption. However, this problem of incompatibility may be ignored as the analysis is not a combined type of analysis. In the combined finite element models, the kinematic continuity at the points between adjacent elements is necessary and sufficient for the convergence of solution, which is not the case here.

It may be of interest to compare the connection model just described in this section and a recent research study carried. out by Karadeniz (39). The model presented in Karadeniz's work is the alternative to the approach chosen herein where two dummy nodes are added to the last node in the shell model to match the dimensions of the adjacent solid element. These dumm nodal points are connected to the shell by horizontal weightless arms. In that model, at the point of connection between the shell and solid
elements, only the kinematic continuities are satisfied as stated by Karadeniz. While the the model used by Karadeniz is suitable for combined finite element analysis, it necessitates the modification of the last element in the shell in a way which complicates the dynamic analysis of the shell if the substructure model is to be used, as in the present analysis. This complication arises from the presence of three nodal points at the shell base, one real and two dummy; furthermore, a transformation for the displacements as well as for the input base motion due to the geometrical discontinuities is required. Moreover, adding two dummy nodes increases the size of the problem while the rotational degrees of freedom at all three nodes are still indeterminate.

Proceeding with the present connection model and in consideration of factor (iii) as discussed earlier, an approach for calculating the inertial effects which is similar to that used in deriving the stiffness elements is used, whereby the elements on the diagonal of the condensed mass matrix are considered as lumped masses in the corresponding degrees of freedom, and the resultant in the five degrees of freedom at the central point $E$ of Figure 9 are evaluated as follows:

$$
\begin{aligned}
& m_{u}=m_{1}+m_{4}+m_{7} \\
& m_{W}=m_{2}+m_{5}+m_{8} \\
& m_{v}=m_{3}+m_{6}+m_{9}
\end{aligned}
$$

$$
\begin{align*}
& m_{\theta}=\left(m_{2}+m_{8}\right) \cdot B / 2  \tag{4-7}\\
& m_{\phi}=\left(m_{3}+m_{9}\right) \cdot B / 2
\end{align*}
$$

The damping system is formulated from the imaginary part of the impedance matrix $\mathrm{K}_{\mathrm{s}}$ in a way similar to the stiffness elements of the EBS as discussed previously. The resulting dampers in the five degrees of freedom of point E (Figure 9) represent the complete damping system in the case of a viscoelastic material but only the radiation damping at the energy transmitting boundary for an elastic soil material. For the latter soil case the material damping needs to be considered as well and one possible approach is to construct a proportional damping matrix from the final stiffness elements and the corresponding lumped masses, such that

$$
\begin{equation*}
\bar{d}_{i}=c_{o} m_{i}+c_{1} k_{i} \tag{4-8}
\end{equation*}
$$

where
and

$$
\begin{align*}
& C_{0}=2 \omega_{1} \omega_{5}\left(\xi_{1} \omega_{5}-\xi_{5} \omega_{1}\right) /\left(\omega_{5}^{2}-\omega_{1}^{2}\right) \\
& C_{1}=2\left(\xi_{5} \omega_{5}-\xi_{1} \omega_{1}\right) /\left(\omega_{5}^{2}-\omega_{1}^{2}\right) \tag{4-9}
\end{align*}
$$

In Equation (4-9), $\omega_{1}$ and $\omega_{5}$ are the lowest and the highest frequencies of the system (see Figure 8), $\xi_{1}$ and $\xi_{5}$ are the corresponding damping ratios. Due to the uncoupling between the five degrees of freedom at point $E$, the frequencies $w_{1}$ to $\omega_{5}$ may be calculated from the simple relation

$$
\begin{equation*}
\omega_{i}=\left(k_{i} / m_{i}\right)^{1 / 2} \tag{4-10}
\end{equation*}
$$

It should be noted here, that $\omega_{5}$ and $\xi_{5}$ are used in forming $C_{0}$ and $C_{1}$ of Equation (4-9) instead of $\omega_{2}$ and $\xi_{2}$ due to the fact that the band of $\omega_{i}$ is limited as will be seen later and in most cases $\omega_{1}$ and $\omega_{2}$ are very close in value which may cause numerical instability while calculating $C_{0}$ and $C_{1}$.

The complete damping system for the elastic soil system is the sum of the material and radiation damping

$$
\begin{equation*}
\mathrm{d}_{i}=\overline{\mathrm{a}}_{i}+\overline{\mathrm{c}}_{i} \tag{4-11}
\end{equation*}
$$

where

$$
\begin{aligned}
\overline{\mathrm{C}}_{i} & =\left\{\overline{\mathrm{C}}_{\mathrm{u}}, \overline{\mathrm{C}}_{\mathrm{w}}, \overline{\mathrm{C}}_{\mathrm{v}}, \overline{\mathrm{C}}_{\theta}, \overline{\mathrm{C}}_{\phi}\right\} \\
& =\text { the radiation damping of the soil } \\
& \text { medium }
\end{aligned}
$$

and

$$
\begin{align*}
& \overline{\mathrm{C}}_{\mathrm{u}}=\overline{\mathrm{C}}_{1}+\overline{\mathrm{C}}_{4}+\overline{\mathrm{C}}_{7} \\
& \overline{\mathrm{C}}_{\mathrm{W}}=\overline{\mathrm{C}}_{2}+\overline{\mathrm{C}}_{5}+\overline{\mathrm{C}}_{8} \\
& \overline{\mathrm{C}}_{\mathrm{v}}=\overline{\mathrm{C}}_{3}+\overline{\mathrm{C}}_{6}+\overline{\mathrm{C}}_{9}  \tag{4-13}\\
& \overline{\mathrm{C}}=\left(\overline{\mathrm{C}}_{2}+\overline{\mathrm{C}}_{8}\right) \mathrm{B} / 2 \\
& \overline{\mathrm{C}}=\left(\overline{\mathrm{C}}_{3}+\overline{\mathrm{C}}_{9}\right) \mathrm{B} / 2
\end{align*}
$$

where $\quad \overline{\mathrm{C}}_{1}$ to $\overline{\mathrm{C}}_{9}$ are the main diagonal elements for the imaginary part of matrix $\mathrm{K}_{\mathrm{s}}$ of Equation (4-5)

Figure 10 gives the translational and the rotational stiffnesses, lumped masses and damping elements at the midpoint of the footing base. These are the modal values and they are expressed in Fourier series in the $\theta$ direction. 4.3 COMPUTER IMPLEMENTATION

In an attempt to use SHORE-III program (40) after introducing the necessary modifications to some subroutines, the authors of this report have developed a computer program (SUBASE), in which the Equivalent Boundary System for a rotational shell is computed. The EBS is to be supplied as input for the modified SHORE-III program. This approach has the advantage of reducing the computer storage area as SHORE-III requires 300 K in high speed storage to solve a normal size problem. Furthermore, by this approach, the dynamic analysis capability of SHORE-III program which includes the consideration of the effects of wind, earthquake, and blast loading in deterministic sense is unaltered. 4.3.1 SUBASE Program

The SUBASE program is designed to develop the stiffness, mass and damping elements which represent the soil medium under a ring footing supporting shell of revolution. It has the capability of analyzing layered strata over actual or assumed rock of infinite horizontal extent. The program is limited, however, to soil materials with real modulii (no phase angle between the stress and strain vectors) and with cross-anisotropy, i.e., the constitutivity


Figure 10. Equivalent Boundary
matrix is restricted to be a function of the radius from the axis of symmetry of the shell and the depth from the foundation level.

The SUBASE program is a new development. It is written in FORTRAN IV language and has been implemented on an IBM $370 / 145$ computer. The program requires 300 K in high speed storage and the single precision is used in the calculations.

As can be seen from the flow diagram for SUBASE, shown in Figure 11, the Equivalent Boundary System is obtained, harmonic-wise, for a given excitation frequency $\Omega$ through the following steps:
a - Input Data
The input data for geometry, nodal locations, material, number of layers, control data, etc. are read and additional data are generated.
b - Generation of Element Matrices
Corresponding to the current harmonic, the stiffness matrix and the mass matrix for each element are generated. c - Generation of Layer Matrices

For each harmonic, the layer matrices, required for the eigenvalue problem of the wave propagation problem in the far-field, are generated.
d - Eigenvalue Solution
For each harmonic, the wave numbers and the mode shapes for the propagating wave are obtained.

e - Assembly of Global Matrices
The boundary matrix, together with the matrices of the F.E. region, form the dynamic stiffness matrix of the stratum.
f - Equivalent Boundary System
For each harmonic, the equivalent stiffness elements, mass elements and damping elements at the lower five degrees of freedom of the ring footing are calculated and printed. out.

A complete listing of the program is given in Appendix 8 . 3. The listing contains further details about the program through the heading comments in each subroutine.

### 4.3.2 SHORSS Program

The SHORSS program is a finite element program for the linear static and dynamic analysis of axisymmetric shells (and shell-like structures) and plates. The dynamic analysis includes the soil effects which are introduced with the aid of SUBASE program. It is an extension of the static and dynamic analysis program SHORE-III (41).

The SHORSS program is written in FORTRAN IV language and has been implemented on an IBM $370 / 145$ computer. It has the same storage area as SHORE-III and the overlay structure shown in Figure 12 must be used for running the program. All the details about the program as well as the flow diagram are omitted here since they are almost the same as those describing SHORE-III program $(35,40)$. However, the


Figure 12. Overlay Structure of SHORSS Program
necessary modifications to the User's Manual of SHORE-III are given in Appendix 8.4.
4.3.3 Scheme of Computation

In this section the overall scheme of the analysis is described. The master flow chart of the computation is presented in Figure 13. In this model the computation for the displacements and stresses in a shell of revolution subjected to a general loading (static or dynamic loading which may be symmetrical, antisymmetrical or with any distributed pattern around the axis of symmetry of the shell). The simplest case of loading is the static loading, in which no soil effect should be considered in the analysis; however, the load may be complicated and requires a Fourier series expansion to carryout the analysis harmonicwise. The SHORSS program, with a fixed lower boundary, becomes SHORE-III program in this case.

In case of dynamic analysis, the problem becomes more involved and the soil effect becomes an important factor for a more realistic model. With the aid of the SUBASE program the equivalent boundary system (EBS) can be calculated and introduced at the foundation level, then the analysis is to be carried out harmonicwise using the SHORSS program. To account for the possibility of foundation uplift the stresses at the foundation level should be checked and any net tensile stresses will correspond to uplift; however, the dead load stresses as well as the


Figure 13. Computational Scheme
effect of any non-structural elements tied to the shell foundation must be included in calculating the net tensile stress at the soil-foundation interface. If the separation zone is significant, the analysis should be carried out again with new EBS with zero stiffnesses, masses and dampers in the separation zone. The modification may be done by expanding the new EBS in Fourier series and the resulting modal values should then be introduced to the ring footing. The analysis is completed if the resulting separation angle, Figure 14 , is the same as in the previous cycle.

For any type of analysis, static or dynamic, the local stresses near the base, for shells with column supports, need to be corrected. The superposition technique is to be used. The solution is composed of the continuous boundary case and a self-equilbrated line load case, both of which are represented in Fourier series, Figure 15. The necessary computer program to evaluate the Fourier coefficients is developed by the authors of this report, SHORC program, and is described and listed elsewhere (42). As the ring footing is in the vicinity of the discrete supports the correction should be carried out at both sides of the discrete supports. It should be noted here that FORIT program is capable of evaluating the Fourier coefficient for any loading distribution, but not for the particular case of self-equilibrated line load.


Figure 14. Base Uplift


Figure 15. Discrete Column Analysis

## 5. PARAMETRIC STUDIES AND APPIICATIONS

### 5.1 INTRODUCTION

The influence of the geometry and material properties of a soil stratum on the response of a shell of revolution founded atop the stratum and subjected to forced excitations will be studied in this chapter. The main objectives are: to check the applicability and accuracy of the model presented in the previous chapter; to present results for cases for which no known analytical solution exists; and to assess the importance of the soil on the shell response to dynamic loads.

The study is divided into two main sections: the first is the study of the soil model which may be examined through the equivalent boundary system and the second is the dynamic analysis of shells of revolution in which the soil effect on the dynamic response is discussed. In the first section, the soil model study, dimensionless analysis is used throughout and the results are plotted against the non-dimensional excitation frequency $a_{o}$, where

$$
\begin{equation*}
a_{0}=\frac{\Omega r_{0}}{v_{s}} \tag{5-1}
\end{equation*}
$$

in which $\Omega$ is the excitation frequency, $r_{0}$ is the radius of the energy absorbing boundary and $v_{s}$ is the shear wave velocity in the stratum.

In order to check the applicability and effectiveness of the energy absorbing boundary based on the theory presented in Chapters 2 and 3, a time history analysis is carried out for two cycles of a sinusoidal ground acceleration applied at the lower boundary of the finite element region of Figure l6. The sinusoidal ground acceleration has a maximum amplitude of $20 \% \mathrm{~g}$ and a frequency equal to 10 radians per second. To perform the time history analysis, numerical integration is needed which, in turn, depends on the highest period of the system and requires the evaluation of the eigenvalues of the finite element model. However, one may sometimes avoid a time consuming eigenvalue analysis by choosing a most accurate unconditionally stable numerical integration scheme. Among the different numerical schemes, such as the Newmark $\beta$ method (43), Wilson $\theta$ method (44) and the direct step-by-step integration method (45), the Newmark method was found to be the most stable method by Wilson and Bathe (45). The accuracy of the integration increases by decreasing the time step $\Delta t$. For large values of $\Delta t$, the errors in period are increased and the percentage amplitude decay also is increased. From Wilson and Bathe's Analysis (46), the Newmark technique proved to be the only one which gives no errors either in the period or in amplitude alternation for $\beta=1 / 4$.


UNITS: K,FT\&SEC

[^1]For $J=1$, the dynamic analysis is carried out using two models which are the same except for the vertical boundaries. The first model has an energy absorbing boundary which is represented by the boundary matrix $R_{b}$ of Equation (3-60) while the second has a roller boundary, which alows the nodal points along the vertical boundary to move freely in the vertical and circumferential directions. Numerical computations herein are conducted using the Newmark method with $\beta=1 / 4$ and a time step of 0.005 sec.

The three components of the response accelerations of node $4 \ddot{u}, \ddot{w}$ and $\ddot{v}$ are given in Figure 17. This particular node is chosen because of the importance of its nodal degrees of freedom when computing the EBS. In Figure 17 the response accelerations show that, in contrast to the undamped response in the model with a roller boundary (solid lines), the model with an energy absorbing boundary produced a damped response (dotted lines). This indicates that the energy absorbing boundary, which is developed in Chapters 2 and 3, absorbs the energy of the waves. Further, it is indicated in Figure 17 that the response of the roller boundary model builds up around $t=2.5 \mathrm{sec}$; thus, it follows that the roller vertical bounary produces reflected waves.

The above numerical illustrations provide a check on the applicability and the effectiveness of the energy absorbing boundary.
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Fig. 17-6

### 5.2 PARAMETERS AFFECTING THE EBS

In this section the convergence of the finite element solution which is used in the equivalent boundary system calculation is evaluated. To evaluate the convergence of the F.E. solution, two parameters should be studied; the first is the effect of the lower boundary location which is assumed to be totally fixed and the second is the mesh effect. The natural frequencies, stiffnesses and damping of the EBS are then studied for a range of the excitation frequency $\Omega$. Also, the EBS quantities for the higher Fourier harmonics are compared to those for the first two harmonics ( $J=0$ and 1 ), in order to extrapolate the values of the soil constants for the very high harmonics and to assess the usefulness of the present theory in obtaining solutions for a general harmonic, which is a quite new development.
5.2.1 Effect of the Stratum Depth

The depth of the stratum for a given ring footing dimension, influences the results for the stiffnesses and damping of the EBS since the dynamic response of the nodes at the foundation level is significantly influenced by the natural modes of vibration of the stratum as well as by reflections at the rock-soil interface.

To evaluate the convergence of the EBS quantities for the case of a very deep stratum, six meshes with the same
element size throughout the mesh were considered. Figure 18 gives the dimensions of the six meshes which start with a shallow stratum and end with a very deep one. Table 2 gives the soil material properties which are used with all meshes. With the vertical boundary radius $r_{0}=80 \mathrm{ft}$. and the dimensionless frequency $\mathrm{a}_{0}=5.0, \Omega$ is calculated from Equation (5-1) and it is found to be 53.36 radians per second.

The results for the six meshes are summarized in Table 3 in which the natural frequencies, stiffnesses and damping of the EBS are presented. Also, the dimensionless $\omega / \bar{\omega}, K / \bar{K}$ and $D / \bar{D}$ are plotted in Figures 19 to 21 against the depth ratio $H / r_{0}$, where $\bar{\omega}, \bar{K}$ and $\bar{D}$ are the EBS quantities for the very deep stratum which may be considered to be the half-space solution as the reflections at the rock-soil interface are expected to be very small. The percentage damping ratios $\xi_{1}$ and $\xi_{5}$ are assumed to be $5 \%$ and $10 \%$ respectively.

The approximate CPU time in the IBM 370 computer to run the SUBASE program is 5 seconds per layer per harmonic for each driving frequency. However, only one Fourier harmonic is used in the analysis ( $J=1$ ) for a single driving frequency ( $\Omega=53.36$ radian per second).

The results given by Table 3 and Figures 19,20 indicate the importance of the stratum depth factor for the


Table 2. Soil Material Properties

| Soil Properties | $\lambda$ | $\mu$ | $\rho$ | $a_{o}$ | $v_{s}$ | $v_{p}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| All Finite Elements | 3738.0 | 2492.0 | 0.003419 | 5.0 | 853.74 | 1599.71 |
| All Layers | 3738.0 | 2492.0 | 0.003419 | 5.0 | 853.74 | 1599.71 |

Units: K, Ft and Sec.

Table 3. EBS Quantities for the Stratum Depth Analysis ( $J=1$ )

| $\mathrm{H} / \mathrm{r}$ O | u |  |  |  | w |  | v |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\omega$ | $\mathrm{K}_{\times 10{ }^{5}}$ | $\mathrm{D}_{\times 10^{3}}$ | $\omega$ | $\mathrm{K}_{\times 10^{5}}$ | $D_{\times 10^{3}}$ | $\omega$ | $\mathrm{K}_{\times 10^{5}}$ | $\mathrm{D}_{\times 10^{3}}$ |
| 1.5 | 49.318 | 22.654 | 11.913 | 51.837 | 34.046 | 9.443 | 40.751 | 18.184 | 6.951 |
| 2.25 | 40.816 | 16.262 | 13.514 | 39.623 | 19.082 | 10.524 | 31.465 | 10.630 | 7.661 |
| 3.0 | 38.434 | 14.064 | 14.210 | 35.502 | 16.132 | 11.381 | 27.975 | 8.568 | 8.354 |
| 3.75 | 36.223 | 12.785 | 14.851 | 33.446 | 13.872 | 11.652 | 26.370 | 7.771 | 8.631 |
| 4.5 | 35.713 | 12.341 | 15.003 | 32.705 | 13.370 | 11.800 | 25.987 | 7.428 | 8.722 |
| 9.0 | 34.012 | 11.215 | 15.233 | 31.698 | 12.554 | 12.061 | 25.478 | 7.081 | 8.916 |

All units are: Kips, Ft and seconds

Table 3 (continued)

| $\mathrm{H} / \mathrm{r}_{\mathrm{O}}$ | $\theta$ |  |  | $\phi$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\omega$ | $\mathrm{K}_{\times 10^{5}}$ | $\mathrm{D}_{\times 1.0}{ }^{3}$ | $\omega$ | $\mathrm{K}_{\times 10^{5}}$ | $\mathrm{D}_{\times 10^{3}}$ |
| 1.5 | 54.071 | 186.979 | 31.744 | 81.188 | 138.286 | 27.074 |
| 2.25 | 37.443 | 83.128 | 36.124 | 55.864 | 75.859 | 30.541 |
| 3.0 | 32.697 | 66.711 | 38.411 | 53.007 | 60.398 | 33.347 |
| 3.75 | 30.810 | 58.372 | 39.787 | 50.599 | 54.841 | 34.450 |
| 4.5 | 30.515 | 55.870 | 40.012 | 49.740 | 51.217 | 35.117 |
| 9.0 | 29.483 | 52.118 | 40.971 | 47.735 | 48.318 | 35.512 |
| A11 | : Kip | , Ft and | econds |  |  |  |
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Figure 19. Effect of Stratum Depth on the Frequency
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Figure 20. Effect of Stratum Depth on the Stiffnesses
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natural frequencies and stiffnesses. On the other hand, the damping elements are less sensitive to the depth factor as one can notice from Table 3 and Figure 21. It is interesting to notice that the error in the stiffness elements as the stratum gets shallower is proportional to the square of the error in the corresponding natural frequency. This is because the mass elements did not change with the change of the lower boundary location. It is also interesting to notice that at some depth ratio ( $H / r_{0} \simeq 3$ ) the error in the five components of the EBS became very close to each other and, morover the EBS quantities at such depth ratios approach the half-space solution which is represented here by the depth ratio $H / R_{0}=9$.

The insensitivity of the damping elements to the stratum depth suggests that the damping is mainly due to the radiation of the waves horizontally in the far-field and that the vertical radiation of the waves is not a major factor. However, the reflected waves on the rock-soil interface for the shallow strata $\left(H / r_{0}<3\right)$, caused the damping to decrease by about $15 \%$ as may be observed from Figure 21.

It may be noted from Table 3 that the EBS components which correspond to the rotational degrees of freedom ( $\theta$ and $\phi$ ) are more sensitive for the stratum depth. This may be due to the reflection of the waves on the lower boundary which tends to redistribute the response at the
foundation level, mainly affecting the rotational components. This explanation is consistent with the results since for deep strata $\left(H / r_{0} \geq 3\right)$, there is no predominant sensitivity of the different components of the EBS.

The study of the stratum depth presented in this section suggests some useful guidelines which may help to reduce the size of the parametric study. One very important finding is that the stiffness elements are the most sensitive of the EBS components; as a result, the remaining parametric studies may concentrate on the stiffness elements only. Also the study reveals that the assumption of fixed lower boundary at a depth $H=3 r_{0}$ is reasonable for most practical uses. This means that the dynamic influence region is defined through this study which brings forth the idea of a dynamic pressure bulb.
5.2.2 Mesh Size Effect

The dynamic pressure bulb is a generalization of the concept of a pressure bulb as defined in statics, in the study of pressure distributions under footings. It represents the zone of influence under the footing which affects its dynamic response and beyond which coarser finite elements may be employed without significantly influencing the dynamic behavior of the system. It is desirable, in order to ensure the efficiency and economy of the finite element solution, to use larger elements away from the zone of influence provided that such a zone exists.

Earlier studies on the finite element method applied. to dynamic problems indicate that the size of the largest element in a system should be smaller than a certain fraction, usually $1 / 8$ to $1 / 10$, of the shortest wave length that is expected to be reasonably reproduced. In the case of a layered system and particularly for a deep one, it is often economically unfeasible to cover the whole depth with a fine mesh and it becomes necessary to investigate the possibility of using narrower (longer) elements with increasing depth away from the dynamic pressure bulb. At the same time, it is of interest to check the rate of convergence towards the continuum solution as the mesh is refined.

To evaluate the convergence of the finite element solution with decreasing element size, four meshes with a depth ratio $H / r_{o}=3$ were considered: coarse, medium, mediumfine and fine. Soil material properties used in the analysis are those presented in mable 2. The four meshes along with the results are shown in Figure 22. Only the dimensionless stiffness elements $\mathrm{K} / \mathrm{Gr}_{0}$ are plotted against the element size ratio $\ell / \Lambda$, where $\ell$ is the longest element dimension in the mesh, and $A$ is the shear wave length, which is obtained from the relation (27).

$$
\begin{equation*}
\Lambda=\frac{2 \pi r_{0} \omega}{\Omega} \tag{5-2}
\end{equation*}
$$

$$
\begin{aligned}
\text { with } \omega= & \text { the fundamental frequency of the } \\
& \text { soil stratum. }
\end{aligned}
$$



Figure 22. Element Size Effect (Uniform Layers)

For the present analysis $\omega$ was considered to be the average frequency of the EBS with a very deep stratum $\left(\omega=\bar{\omega}_{a v}=\right.$ 33.68 rps) as considered in the previous section.

In Figure 22 the continuum solution could be extrapolated by the intersection of the curves with the vertical axis $(\ell / \Lambda=0)$. The results indicate that the largest element dimension in the mesh should not exceed $\Lambda / \sigma$ for satisfactory results in case of a uniform mesh. Also, it may be noticed that the rate of convergence for the five components is approximately the same and that it is very slow for element size ratio less than $1 / 8$.

In order to investigate the possibility of using larger elements with increasing depth, another four meshes are considered with same soil properties and depth ratio as those used in the convergence study. Knowing the continuum solution for the EBS from the convergence study, the errors in the finite element solution of the four meshes are calculated and plotted against the ratio $100 / n$, where $n$ is the total number of elements in a mesh, Figure 23. Also, the four meshes used in the study are shown in the same figures.

It is interesting to notice that the mesh with twenty elements produced results with error as small as $0.7 \%$ of the continuum solution, although elements with dimensions equal to $\Lambda / 4$ are used. Also, the results presented indicate that only negligible differences are noticed between the two


Figure 23. Mesh Effect
(Non-Uniform Layers)
meshes with twenty eight and forty elements. These results for the economical (non-uniform meshes) and those for the uniform meshes used in the convergence study are tabulated, for the purpose of comparison, in Table 4. This table indicates that the four meshes with non-uniform elements produced very close results for most practical applications.

Based on the studies of the finite element meshes, it is concluded that the zone of influence under the footing, which may be called the pressure bulb, is about $1.5 r_{0}$ and within this zone the size of the elements have an effect on the dynamic behavior. However, it should not be inferred from this conclusion that it is permissible to completely suppress the lower (long element) portion, as this results in increased values for the stiffness element due to the reflections of the waves on the assumed rock-soil interface, as discussed in the previous section. From this it is felt that the elements between the pressure bulb and the assumed lower fixed horizontal boundary may exceed the limitation $\ell / \Lambda<1 / 6$ (say). At the same time, the limitations on the size of the finite elements within the dynamic pressure bulb must be enforced.

It should be noted here that the geometry of the foundation, which is a ring footing, affects the mesh size and the elements refinement near the foundation level. As the ratio $B / r_{0}$, the ratio of the base width to the radius

Table 4. Mesh Size Effect

| Parameter |  | Stiffness Ratio K/Gro |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | u | w | v | $\theta$ | $\phi$ |
|  | 3/8 | 115.81 | 125.39 | 75.28 | 460.03 | 368.75 |
|  | $1 / 4$ | 70.63 | 80.72 | 46.88 | 327.67 | 300.28 |
|  | 1/8 | 57.46 | 66.21 | 37.89 | 282.90 | 262.31 |
|  | 1/16 | 55.80 | 62.09 | 36.03 | 280.11 | 261.08 |
|  | 1/40 | 55.80 | 62.09 | 36.03 | 280.12 | 261.10 |
|  | 1/28 | 55.97 | 62.28 | 36.07 | 280.87 | 261.69 |
|  | 1/20 | 56.32 | 62.59 | 36.38 | 281.90 | 262.16 |
|  | 1/12 | 60.91 | 66.68 | 38.51 | 309.42 | 274.00 |

of the energy absorbing boundary gets smaller, the dynamic pressure bulb may be confined to the ring footing vicinity with elements near the axis of symmetry having less effect. In such extreme cases, the zone of influence will take a toroidal shape below the ring footing and, consequently, more economical finite element meshes may be used with large elements away from the footing, radially towards the axis of symmetry and downwards away from the dynamic pressure bulb towards the lower boundary. Large towers, like reinforced concrete cooling towers, often have a large base diameter which results in small $B / r_{o}$ ratios and possible use of the super-economical mesh like that shown in Figure 24. 5.2.3 Effect of the Driving Frequency

After the mesh size and the lower boundary location have been established it is useful to compare the present model results with existing elastic half space results. Due to the limitations of the half space solution, only a few cases of axisymmetric problems have been solved; one of these is the dynamic analysis of a rigid circular footing on an elastic half space (47). In this paper the axisymmetric vertical footing is considered and the vertical displacement $\delta$ of the footing is calculated from the relation (see Figure 25).

$$
\begin{equation*}
\delta=\frac{P_{o}}{K} F e^{i \Omega t} \tag{5-3}
\end{equation*}
$$



Figure 24. Super-Economical Mesh
$\left(B / r_{0} \leq 0.1\right)$


Figure 25. Foundation Vibration Problem
in which $P_{0}$ and $\Omega=$ the amplitude and frequency, respectively, of the exciting force; $t=$ time; and $K=$ the static spring constant. It may be shown that

$$
\begin{equation*}
K=\frac{4 G r_{0}}{1-v} \tag{5-4}
\end{equation*}
$$

The dimensionless quantity $F$, herein designated the displacement function is a function of Poisson's ratio $v$ and the dimensionless frequency ratio $a_{0}$.

The rigid circular plate is idealized by a row of massless finite elements of very high rigidity ( $10^{6}$ times higher than that of the stratum). The equivalent value for the force amplitude in the finite element model is taken $P_{0} / 2 \Pi r_{0}$ and is concentrated along the founction edge, see Figure 26. Also, in the same figure, the displacement in the $w$ direction is plotted against the dimensionless frequency ratio $a_{0}$, for $P_{o}=1.0 \mathrm{k}, r_{0}=10^{\prime}, G=2492 \mathrm{k} / \mathrm{Ft}^{2}$ and $v=1 / 3$.

The results of the finite element model with an energy absorbing boundary show good agreement, especially in the lower frequency range in which the shear wave velocity $\Lambda$ becomes longer and the element size ratio $\ell / \Lambda$ becomes smaller. The results for the same problem as carried out by Iysmere and Kuhlemeyer (48) are also plotted. It can be seen that the present model with only 10 elements gave results comparable to those of Lysmere and Kuhlemeyer for


Figure 26. Vertical Displacement for Rigid Circular Footing on Elastic Half Space
which 64 elements were used. This provides a check for the correctness of the present model and suggests its applicability for very deep stratums.

To study the effect of the driving frequency on the EBS components, the frequency ratio $a_{o}$ is considered for the range $a_{0}=1.0$ to $2 \Pi$ ( 8 ) with the first two Fourier harmonics $(J=0$ and $J=1)$. The super-economical mesh of Figure 24, with $H / r_{0}=2.5, B / r_{0}=0.1$ and $r_{0}=100$ feet, is chosen to represent the soil medium. The natural frequencies of the EBS are plotted against the driving frequency ratio for the symmetrical and untisymmetrical nodes in Figures 27 and 28. It can be seen that the translational mode frequencies are less sensitive to the change of $a_{0}$ than the rotational mode frequencies. Further, it can be noticed that the five frequencies have a limited band for a given driving frequency ratio, especially for $a_{0} \geq I I$. For this reason the smallest and largest values of $\omega$ are considered in forming the proportional damping matrix as discussed in Chapter 4.

Figures 29 and 30 show the dependence of the stiffness elements on the driving frequency. It is also noticeable that both translational and rotational stiffnesses are very sensitive to the change of $a_{0}$. The sensitivity of the stiffness elements may be explained by examining Equation (3-62), where the second and third terms of the RHS of the equation are functions of the driving frequency $\Omega$.


Figure 27. Driving Frequency Effect on the Symmetrical Mode
Frequencies

$\mathrm{J}=1$

Figure 28. Driving Frequency Effect on the Untisymmetrical Mode
Frequencies

$\mathrm{J}=0$

Figure 29. Driving Frequency Effect on Stiffnesses in Symmetrical Modes

$\mathrm{J}=1$

Figure 30. Driving Frequency Effect on Stiffnesses in Untisymmetrical Modes

It is interesting to notice from Figures 29 and 30 that for a given value of $a_{o}$ either $J=0$ or $J=1$ gives maximum stiffness value, but not with both Fourier harmonics. This observation suggests the importance of a sensitivity study to the EBS components for a range of Fourier harmonics.

Similar observations may be applied to the damping elements in Figures 31 and 32. In these figures the average effect of $a_{0}$ on the two harmonic behaves similarly to that in Figures 29 and 30. However, the damping elements are less dependent on the excitation frequency than the stiffness elements which is expected since the proportional damping matrix.contains the mass matrix which is independent of the excitation frequency. This conclusion agrees with the results presented in References 8 and 49.
5.2.4 Higher Harmonics

For earthquake analysis, the first two Fourier harmonics are sufficient to carry out a complete dynamic analysis of the structure; thus the EBS components for $J>1$ are not required with the usual earthquake type of loading. However, the EBS components for the higher harmonics are needed when the dynamic loading distribution in the circumferential angle $\theta$ has a general shape. Wind force is one dynamic load which requires more than the first two Fourier harmonics to be fully represented. A typical design wind pressure distribution for circular towers is presented in Reference 50, along with


Figure 31. Driving Frequency Effect on Damping in Symmetrical Modes

$J=1$

Figure 32. Driving Frequency Effect on Damping in Untisymmetrical Modes
the corresponding Fourier coefficients. Such a circumferential distribution of wind pressure may be represented by,

$$
\sum_{j=0}^{\infty} A_{j} \cos j \theta
$$

The Fourier coefficients $A_{j}$, for the first eight harmonics, are generally sufficient for the analysis (51). It is worth noting that the very high Fourier harmonics associated with the self-equilbrated correcting line loads of Figure 15 are required in any type of dynamic or static analysis of discretely supported rotational shells (42); however, as these loads are self-equilbrated-local forces, the static analysis of such loads is sufficient and, therefore, there is no need to compute the EBS components for these very high harmonics. Thus, only the first eight or even the first six harmonics need to be considered in this section to study the behavior of the natural frequencies, stiffnesses and damping elements of the soil system in higher Fourier harmonics ( $J=0,1, \ldots 5$ ). These higher Fourier harmonics are also needed if a non-uniform earthquake excitation is to be considered.

In Figures 33 to 35 the results of the first six Fourier harmonics are shown. The same mesh of Section 5.2.3 is used and the excitation frequency ratio $a_{0}$ is taken equal to 5.0. It is interesting to notice that the $E B S$, for $J>1$,


Figure 33. Natural Frequencies of EBS in Higher Fourier Harmonics


Figure 34. Stiffness Elements in Higher Fourier Harmonics


Figure 35. Damping Elements in Higher Fourier Harmonics
are approximately constants for the $u, v$ and $\phi$ components, while the $w$ and $\theta$ components (vertical and rocking) show more variation as shown in Figures 33,34 and 35 . This observation may be useful in reducing the size of the problem if the stiffnesses and damping elements of the higher harmonics are considered to be independent of the Fourier number $J$ and suggests a helpful procedure to determine the EBS components for $J>1$ with the aid of one harmonic No $J,(J \geq 2)$. By comparing the stiffness and damping elements in Figures 34 and 35 , we find that the damping is less dependent on the harmonic number $J$ than the stiffness elements. Again, this is because of the mass elements, which is independent of $J$, and are contained in the damping, see Equation (4-8).
5.3 DYNAMIC ANALYSIS OF SHELLS OF REVOLUTION

The main aim of this research has been to develop a more realistic mathematical model for rotational shells by including the soil effect in the dynamic model of such structures. Further, it is desired to assess the importance of the new component of the model, the surrounding soil medium, on the dynamic behavior of this class of structures.

The structure under study is the reinforced concrete cooling tower shell shown in Figure 36. The tower is assumed to have a shallow foundation in the form of a ring footing with the ratio $B / r_{0}<0.1$. The shell meridian consists of


Figure 36. Cooling Tower on a Hypothetical Foundation
three curves with slope continuity at the junction points (nodal points \#4 and \#7). The equations of the shell meridian are given in Table 5.

In the present study, the following three soil and one rock founded (fixed base) cases are considered. These cases were selected to provide a wide variation of site conditions and also to permit the establishment of trends in the structural response as suggested by Pandya and Setlur (16).

CASE I. The soil consists of 500 ft . of uniform medium sand with 75 percent relative density. The value of the shear modulus coefficient (52) is taken as $1827 \mathrm{~K} / \mathrm{ft}^{2}$ with the value of Poisson's ratio as 0.35 . This case is representative of a soft to intermediate soil condition.

CASE II. To study the effect of a stiff and shallow soil condition, the soil depth was reduced to 250 ft . The soil is assumed to be dense sand and gravel with $G=2675 \mathrm{~K} / \mathrm{ft}^{2}$ (52) and Poisson's ratio as 0.4. This case is representative of an intermediate to stiff soil condition.

CASE III. This case is formulated such that fundamental frequency of the soil layer is close to that of the structure. Strong amplification due to resonance effects, if present, would show up.

Table 5. Shell Meridian of the Structure Under Study

| Shell Type | Nodes |  | Equation |
| :---: | :---: | :---: | :---: |
|  | 1 | 4 | To |
| HP \#2 | 4 | 7 | $z^{2}-123.68377 r^{2}+27587.5165 r-1536846.5=0$ |
| CONE | 7 | 10 | $z^{2}-9.40153 r^{2}+1302.5923 r-25462.9$ |

The soil is assumed to be stiff clay with depth of 600 ft . The values of the shear modulus coefficient and Poisson's ratio are taken as $2315 \mathrm{~K} / \mathrm{ft}^{2}$ and 0.4 respectively.

CASE IV. The structure is directly founded on competent rock and, therefore, the soil structure interaction effect is negligible. This case represents an important convergence point for the solution technique.

The super-economical mesh of Figure 24 is considered to model the first and the third cases. Because of the shallow soil condition of Case II, a special finite element mesh is presented in Figure 37 to represent the soil medium. The EBS of the three cases are computed using the SUBASE program with a driving frequency $\Omega=12.3441 \mathrm{rad} . / \mathrm{sec}$. (the fundamental frequency of the shell on a fixed foundation) for the antisymmetrical mode $(J=1)$. Also, the EBS of CASE I is recalculated for a driving frequency $\Omega=32.7485$ rad./sec., which is the fundamental frequency of the structure on a fixed foundation for the symmetrical mode ( $J=0$ ). The values of the EBS are presented in Table 6 along with the soil frequencies for the four cases. Although the values of the EBS of CASE IV are not required, they are shown in the table for completeness.

It should be noted that the coordinate system of Figure 10 is not same as the coordinate system used in the shell


UNITS : K, FT

Figure 37. F.E. Mesh of Case II

Table 6. EBS for the Cases of Study

| Soil Case | J | $\begin{aligned} & \text { EBS* } \\ & \text { Comp } \end{aligned}$ | u | w | V | $\theta$ | $\phi$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | 0 | K | 51114.6 | 80012.8 | 70410.4 | 469832.0 | 784321.0 |
|  |  | D | 6320.7 | 8532.3 | 3245.7 | 58692.2 | 32003.7 |
|  |  | M | 100.2 | 91.0 | 84.3 | 798.9 | 201.4 |
|  |  | $\omega$ | 22.6 | 29.7 | 29.0 | 24.3 | 62.6 |
|  | 1 | K | 9882.5 | 58204.8 | 7780.0 | 787732.0 | 289741.0 |
|  |  | D | 2000.9 | 898.8 | 2145.7 | 8936.0 | 12342.7 |
|  |  | M | 100.2 | 91.0 | 84.3 | 798.9 | 201.4 |
|  |  | $\omega$ | 9.9 | 25.3 | 9.6 | 31.4 | 38.0 |
| II | 1 | K | 301375.0 | 912368.0 | 217140.0 | 8667110.0 | 5617950.0 |
|  |  | D | 727.1 | 742.2 | 574.1 | 7336.0 | 6532.8 |
|  |  | M | 126.4 | 96.8 | 90.2 | 883.5 | 268.8 |
|  |  | $\omega$ | 49.0 | 97.5 | 49.2 | 98.8 | 145.5 |
| III | 1 | R | 15268.7 | 82403.0 | 15365.3 | 1025780.0 | 4210990.0 |
|  |  | D | 1972.3 | 821.3 | 2008.0 | 8785.7 | 11135.8 |
|  |  | M | 100.4 | 91.0 | 84.3 | 798.9 | 201.4 |
|  |  | $\omega$ | 12.1 | 30.1 | 13.5 | 35.8 | 144.5 |
| IV | - | K | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ |
|  |  | D | 0 | 0 | 0 | 0 | 0 |
|  |  | M | 0 | 0 | 0 | 0 | 0 |
|  |  | $\omega$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ |

*Units: Kip, Ft, sec.
analysis, see Figures 38 and 39 , and the input data must be supplied to SHORSS program after transforming the components in $u$ direction to $w$ direction and vice versa.
5.3.1 Free Vibration Analysis

To investigate the soil effect on the dynamic properties, free vibration analysis of the shell of Figure 36 with the four soil cases is carried out using the SHORSS program. The first three modes of vibration are considered in each case for the antisymmetrical Fourier mode $J=1$ (horizontal vibration). For $J=0$ (vertical vibration), only the first and fourth cases are considered for the first three modes of vibration, as those are the extremes of the soil conditions.

The results of the study are given in Figures 40 to 47 . In Figures 40 to 45 the computer output of the eigenvalue analysis of the lowest two frequencies are given along with the corresponding normalized eigenvectors for the four cases. A comparison between the first three eigenvectors of vibration (vertically and horizontally) for the first and fourth cases can be held from the plotted modes in Figures 46 and 47.

The change in the fundamental frequency is only in the band of $5 \%$ of the fixed base frequency for both vertical and horizontal vibration as shown in Figures 40 to 45 . The small change in the fundamental frequency for the interactive system makes any further approximation in the EBS using the resulting interactive frequencies unnecessary. On the other hand, the decrease in the frequency of the second mode reaches $25 \%$ of the fixed base case (Case IV) for $J=0$ and $J=1$. The


Figure 38. F.E. Geometry


Figure 39. Sign Conventions

RESULTS OF EIGENVALUE ANALYSIS FQR MODE NG. $=1$


RESULTS OF EIGENVALUE ANALYSIS FOR MGDE NO. $=1$

| CIRCULAR FREQUENCY= 0.11840719 OE 02 [RAD./SEC) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| CYCL IC FREQUENCY $=0.18845100 \mathrm{O}$ O (CYCLES/SEC) |  |  |  |  |  |
| . | EIGE | TOR NO. $=$ | 1 |  |  |
| NODE NUMBER | $u$ | $v$ | W | BETA(PHI) | 8ETA( THETA) |
| 1 | 0.124014 | $-0.965083$ | 1.000000 | 0.001768 | $0 . \operatorname{ccc} 317$ |
| 2 | 0.124346 | -0.868164 | 0.899629 | 0.002037 | 0.600297 |
| 3 | 0.125937 | -0.750468 | 0.778350 | 0.002497 | $0 . \operatorname{cco} 267$ |
| 4 | 0.156602 | -0.617706 | 0.623203 | 0.002664 | $0 . \operatorname{ccccec}$ |
| 5 | C. 189184 | -0.416068 | 0.397046 | 0.001687 | $-0 . \operatorname{coccs} 0$ |
| 6 | 0.143729 | -0.278687 | 0.268689 | 0.000904 | $0 . \operatorname{ccccc} 5$ |
| 7 | 0.083647 | -0.199219 | 0.201477 | 0.000634 | $0 . \operatorname{ccco70}$ |
| 8 | 0.053765 | -0.170953 | 0.162710 | 0.001397 | $0 . \operatorname{coccic}$ |
| 9 | 0.029572 | -0.111183 | 0.110519 | -0.000568 | $0 . \operatorname{ccccs} 2$ |
| 10 | 0.028489 | -0.111558 | 0.118683 | -0.000560 | $0 . \operatorname{cccc} 47$ |

RESULTS OF EIGENVALUE ANALYSIS FDR MODE NO. $=2$

| CIRCULAR FREQUENCY $=0.14864833602$ (RAO./SEC) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| CYCLIC FREQUENCY $=$ C. 23658133 CO (CYCLES/SEC) |  |  |  |  |  |
| EITENVECTOR NC. $=2$ |  |  |  |  |  |
| NODE NUMBER | U | $v$ | W | BETA(PHI) | betaltheta) |
| 1 | 0.402563 | -0.929145 | 1.000000 | 0.004063 | $0 . \operatorname{cccses}$ |
| 2 | 0.400645 | -0.711271 | 0.772668 | 0.004427 | $0 . \operatorname{cccs} 26$ |
| 3 | 0.393141 | -0.466283 | 0.516339 | 0.004950 | $0 . \operatorname{ccc} 36$ |
| 4 | C. 385017 | -0.208014 | 0.205424 | 0.005019 | -0.ccce 23 |
| 5 | 0.299203 | 0.165859 | -0.227703 | 0.003153 | -0.cccs21 |
| 6 | 0.179069 | 0.416403 | -0.481978 | 0.001710 | $-0 . \operatorname{cccs} 46$ |
| 7 | 0.088382 | 0.561387 | -0.630089 | 0.00031 .9 | $-0 . \operatorname{cccs} 40$ |
| 8 | 0.056026 | 0.653323 | -0.703627 | -0.003427 | $-0 . \operatorname{ccc} 4 \mathrm{Cl}$ |
| 9 | c. 027734 | 0.670246 | -0.746116 | 0.007086 | -0.coc724 |
| 10 | C. 028707 | 0.686782 | -0.846037 | 0.007019 | -0.ccces 0 |

Figure 41. Eigenvalues and Eigenvectors for $J=1$ (Case I)
results of eigenvalue analysis for mgoe nc. $=1$

| EIGENVALUE, LAMDA $=0.69194660 E-02$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| CIRCULAR FREQUENGY $=0.12021640 E 02$ (RAD./SEC) |  |  |  |  |  |
| CYCLIC FREQUENCY $=0.19133043 E$ O1 (CYCLES/SEC) |  |  |  |  |  |
| EIGENVECTOR NO. $=1$ |  |  |  |  |  |
| NODE NUMBER | U | $v$ | w | EETA(PHI) | betaithetal |
| 1 | C. 140465 | -0.963007 | 1.000000 | 0.001895 | $0 . \operatorname{ccc} 22 t$ |
| 2 | 0.140682 | $-0.858935$ | 0.892190 | 0.002171 | $0 . \operatorname{ccc} 3 \mathrm{c} 4$ |
| 3 | 0.141790 | $-0.733636$ | 0.762919 | 0.002637 | $0 . \operatorname{coc} 271$ |
| 4 | 0.170226 | -0.593197 | 0.598411 | 0.002802 | $0 . \operatorname{ccccs} 1$ |
| 5 | 0.195731 | -0.380398 | 0.359148 | 0.001780 | $-0 . \operatorname{ccc} 120$ |
| 6 | C. 145501 | -0.234857 | 0.222151 | 0.000959 | -0.ccco 31 |
| 7 | C. $\mathrm{C83C54}$ | -0.149759 | 0.148782 | 0.000628 | $0 . \operatorname{ccc} 32$ |
| 8 | 0.052613 | -0.116457 | 0.107601 | 0.001102 | $-0 . \operatorname{cccc} 13$ |
| 9 | C.024312 | -0.037500 | 0.034946 | 0.000833 | $-0 . \operatorname{ccc} 28$ |
| 10 | 0.024261 | $-0.036487$ | 0.023088 | 0.000839 | -0.ccccis |

RESULTS OF EIGENVALUE ANALYSIS FOR MODE NC. $=2$

| EIGENVALUE, LAMOA $=$ | $0.328 C 5044 E-02$ |
| ---: | :--- |
| CIRCULAR FREQUENCY $=$ | $0.17459412 E$ O2 (RAO./SEC) |
| CYCLIC FREQUENCY $=$ | $0.27787542 E$ OL (CYCLES/SEC) |
| EIGENVECTOR NO. $=2$ |  |


| MIDE NUMBER | نا | $v$ | $w$ | BETA(PHI) | getaltheta) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | C. 544576 | -0.904702 | 1.000000 | 0.005272 | $0 . \operatorname{ccc} 74 \mathrm{C}$ |
| 2 | C. 540423 | -0.623414 | 0.703271 | 0.005718 | $0 . \operatorname{ccot38}$ |
| 3 | C. 524717 | $-0.309035$ | 0.370914 | 0.006308 | C.CCC497 |
| 4 | C.489152 | 0.015826 | -0.027983 | 0.006223 | $-0 . \operatorname{ccos} 42$ |
| 5 | 0.327507 | 0.460040 | -0.547342 | 0.003460 | $-0 . \operatorname{ccc} 759$ |
| 6 | 0.162145 | 0.721639 | -0.817148 | 0.001448 | $-0 . \operatorname{cocss} 8$ |
| 7 | c. 057494 | 0.834824 | -0.942160 | -0.000694 | $-0 . \operatorname{cccse} 6$ |
| 8 | C. 028826 | 0.900239 | -0.985862 | -0.006274 | $-0 . \operatorname{ccce} 73$ |
| 9 | c. 000036 | 0.399523 | -0.485680 | -0.009753 | $-0 . \operatorname{cocsec}$ |
| 10 | $-0.000064$ | 0.406724 | -0.345779 | -0.009865 | $-0 . \operatorname{ccc} 220$ |

Figure 42. Eigenvalues and Eigenvectors for $J=1$ (Case II)

RESULTS OF EIGENVALUE ANALYSIS FOR MCDE NC. $=1$

| CIRCULAR FREQUENCY $=0.11851253 E 02$ (RAD./SEC) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| CYCLIC FREQU | $=0.18861866 E$ OL (CYCLES/SEC) |  |  |  |  |
|  | EIGENVECTOR NC. $=\cdot 1$ |  |  |  |  |
| vode vumber | $\cup$ | v | W | BET A PHI) | BETA(THETA) |
| 1 | 0.125714 | -0.964890 | 1.000000 | 0.001772 | $0 . \operatorname{coc} 309$ |
| 2 | 0.126035 | -0.867231 | 0.898855 | 0.002041 | $0 . \operatorname{cos289}$ |
| 3 | 0.127578 | -0.748758 | 0.776758 | 0.002501 | 0.000258 |
| 4 | 0.158020 | -0.615220 | 0.620663 | 0.002667 | $0 . \operatorname{cccos} 0$ |
| 5 | 0.189960 | -0.412460 | 0.393173 | 0.001687 | -0.ccoicz |
| 6 | 0.143988 | -0.274253 | 0.263918 | 0.000899 | -0.cccecs |
| 7 | 0.083698 | -0.194210 | 0.196054 | 0.000622 | $0 . \operatorname{ccccs} 6$ |
| 8 | C. 053779 | -0.165401 | 0.156987 | 0.001355 | $-0 . \operatorname{cccco} 2$ |
| 9 | 0.028470 | -0.104221 | 0.103242 | -0.000439 | $0 . \operatorname{ccoc} 34$ |
| 10 | 0.028396 | -0.104445 | 0.109428 | -0.000431 | $0 . \operatorname{cccc} 32$ |

RESULTS OF EIGENVALUE ANALYSIS FOR MODE NO. $=2$

| EIGEYVALUE, LAMOA $=$ | $0.44562295 E-02$ |
| ---: | :--- |
| CIRCULAR FREQUENCY $=$ | $0.14980152 E$ O2 (RAD./SEC) |
| CYCLIC FREQUENCY $=$ | $0.23841667 E$ O1 (CYCLES/SEC) |
| EIGENVECTOR NC. $=2$ |  |


| SODE NUMBER | U | $v$ | $\checkmark$ | gETAPPHI) | beta (theta) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.410103 | -0.927992 | 1.000000 | 0.004127 | $0.6 \operatorname{cosc} 4$ |
| 2 | 0.408094 | -0.706791 | 0.769098 | 0.004494 | $0 . \operatorname{cccs} 33$ |
| 3 | 0.400240 | -0.458217 | 0.508899 | 0.005021 | 0.000441 |
| 4 | 0.390838 | -0.196455 | 0.193501 | 0.005084 | $-0 . \operatorname{ccco} 26$ |
| 5 | 0.301345 | 0.181620 | -0.244714 | 0.003181 | $-0 . \operatorname{cocs33}$ |
| 6 | C. 178944 | 0.433903 | -0.501019 | 0.001715 | $-0 . \operatorname{ccost1}$ |
| 7 | C. 087440 | 0.578745 | -0.649472 | 0.000289 | -0.cocs56 |
| 8 | 0.055151 | 0.670608 | -0.722904 | -0.003545 | -0.cccals |
| 9 | 0.026675 | 0.670690 | -0.749073 | 0.006445 | $-0 . \operatorname{ccc} 713$ |
| 10 | C.027622 | 0.687110 | -0.839817 | 0.006373 | -0.c00634 |

Figure 43. Eigenvalues and Eigenvectors
for $J=1$ (Case III)

RESULTS OF EIGENVALUE ANALYSSS FOR MODE NC. $=1$

| EIGENVALUE, LAMOA $=0.93242992 \mathrm{E}-03$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| CIRCULAR FREQUENCY $=$ C. $32748535 E 02$ (RAD./SEC) |  |  |  |  |  |
| CYCLIC FREQUENCY $=0.52120932 E$ O1 (CYCLES/SEC) |  |  |  |  |  |
| EIGENVECTOR MO. $=1$ |  |  |  |  | betalthetal |
| NODE NUMBER | U | $v$ | w | EETA(PHI) |  |
| 1 | 1. $\operatorname{ccccco}$ |  | 0.103296 | -0.000103 |  |
| 2 | 0.583676 |  | 0.110498 | -0.000146 |  |
| 3 | 0.927492 |  | 0.102794 | 0.000051 |  |
| 4 | 0.833184 |  | -0.025291 | 0.000658 |  |
| 5 | C. 612774 |  | -0.125589 | -0.000869 |  |
| 6 | 0.35 cccs |  | -0.086023 | -0.000908 |  |
| 7 | 0.201447 | . | -0.035353 | -0.000550 |  |
| 8 | c. 116397 |  | -0.027112 | -0.000178 |  |
| 9 | C.CC1222 |  | 0.000072 | 0.000040 |  |
| 10 | 0.0 |  | 0.0 | 0.0 |  |

RESULTS OF EIGENVALUE ANALYSIS FQR MGDE NG. $=2$

| EIGENVALUE. LAMOA $=$ | $0.45404444 E-03$ |
| ---: | :--- |
| CIRCULAR FREQUENCY | $=0.46930023 E$ 02 (RAD./SEC) |
| CYCLIC FREQUENCY $=$ | $0.74691515 E 01$ (GYCLES/SEC) |
| EIGENVECTOR NC. $=2$ |  |


| MODE NUMBER | U | $V$ | $H$ |
| :---: | :---: | :---: | :---: | RETAIPHII

Figure 44. Eigenvalues and Eigenvectors
for $J=0$ (Case IV)

| EIGENVALUE, LAMDA $=$ | $0.65626837 E-02$ |
| ---: | :--- |
| CIRCULAR FREQUENCY $=$ | $0.12344095 E 02$ (RAD./SEC) |
| CYCLIC FREQUENCY $=$ | $0.19646254 E 01$ (CYCLES/SEC) |
| EIGENVECTCR NC. $=1$ |  |


| NODE NUMBER | U | $v$ | W | EETA(PHI) | betaltheta) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | C. 150540 | -0.960994 | 1.000000 | 0.001964 | $0 . \operatorname{ccc} 325$ |
| 2 | C. 150597 | $-0.852253$ | 0.887208 | 0.002252 | $0 . \operatorname{ccsec}$ |
| 3 | c. 151097 | $-0.721275$ | 0.751923 | 0.002737 | $0 . \operatorname{ccczec}$ |
| 4 | 0.177272 | -0.574626 | 0.579734 | 0.002905 | $0 . \operatorname{ccc} 33$ |
| 5 | 0.195715 | -0.353469 | 0.331573 | 0.001818 | -0.ccci45 |
| 6 | 0.139890 | -0.203930 | 0.191523 | 0.000948 | $-0 . \operatorname{ccccs} 3$ |
| 7 | C. 673887 | -0.118482 | 0.118339 | 0.000581 | $0 . \operatorname{cccol} 2$ |
| 8 | 0.042228 | -0.086644 | 0.078310 | 0.001037 | -c.cccc3 |
| 7 | c. $C 60441$ | -0.000243 | 0.000070 | 0.000004 | $-0 . \operatorname{cccc} 12$ |
| 10 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |

RESULTS OF EIGENVALUE ANALYSIS FIR MODE NC. $=2$


| NOOE NUMBER | u | $v$ | $W$ | EETA(PHI) | BETA(THETA) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $-0.589482$ | 0.831177 | -0.936211 | -0.005665 | $-0 . \operatorname{cccel} 4$ |
| 2 | $-0.583910$ | 0.531823 | -0.617660 | -0.006129 | -0.ccces 4 |
| 3 | -0.563248 | 0.197905 | -0.261878 | -0.006708 | -0.cccsil |
| 4 | -0.512021 | -0.142429 | 0.162207 | -0.006475 | $0 . \operatorname{ccc} 21 \mathrm{C}$ |
| 5 | -C. 314635 | $-0.586070$ | 0.684786 | -0.003205 | c.cccsc 7 |
| 6 | -0.135211 | -0.815325 | 0.923880 | -0.000899 | $0 . \operatorname{ccc} 971$ |
| 7 | -C.033480 | -0.877660 | 1.000000 | 0.001770 | $0 . \operatorname{ccc} 957$ |
| 8 | -C. 011863 | -0.905033 | 0.968144 | 0.010239 | C.CCC574 |
| 9 | c.ccolst | -0.002618 | 0.000959 | 0.600223 | c.ccces |
| 10 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |

Figure 45. Eigenvalues and Eigenvectors for $J=1$ (Case IV)
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Figure 46. Soil Effect on the Symmetrical Eigenvectors of a Cooling Tower


Figure 47. Soil Effect on the Antisymmetrical Eigenvectors of a Cooling Tower
change decreases as the soil gets stiffer as one may notice by comparing the frequencies of the four cases for the horizontal vibration results.

For the soft to intermediate soil case (Case I), the interactive eigenvectors of the second mode are drastically different than the fixed case (Case IV) for both vertical and horizontal vibrations, whereas there is not much difference between the eigenvectors of the first mode for the two soil cases. A similar but less predominant influence of the soil on the interactive eigenvectors is seen in Case II (the stiff-shallow soil case). The eigenvectors of Case III are very similar to those of Case I. This may be attributed to the combined effect of the soil depth and the shear modulus producing very similar compliances for the first and third soil cases.

In spite of the insensitivity of the first mode of vibration to the soil effect, the lower region of the shell is expected to be relieved when these eigenvectors are to be used in calculating the stresses. This is due to the less severe changes in the eigenvectors near the base for the interactive modes as compared to the fixed base modes. However, a bigger gain will accrue from the second mode of vibration which is expected to reduce the stresses near the base dramatically due to the smoothing of the eigenvectors at this region as can be observed from Figure 47b. The soil flexibility has little effect on the third modes, but the
small energy in this mode makes it inconsequential when calculating the stress resultants and stress couples in the shell. As expected, the overall flexibility of the shell increases with decreasing soil stiffness as shown by the comparison of the eigenvalues of the first three cases to the stiff base case (Case IV). These reductions in the modal frequencies may increase or decrease the internal stresses when the response spectrum analysis is carried out, according to the peaks of the spectrum.

This study shows that the soil flexibility or compliance is a very important parameter in the soil-structure interaction phenomenon and that a given flexibility can be realized by a non-unique combination of the basic parameters, e.g., soil depth, shear modulus. This observation is in agreement with the conclusions of Pandya and Setlur (16). 5.3.2 Response Spectrum Analysis

To assess the importance of soil-structure interaction on the stress resultant and stress couples in the shell, a response spectrum analysis is carried out using the SHORSS program with the same EBS of the four cases given in Table 6 . The structure-soil systems for the four cases are subjected to a horizontal response spectrum with $20 \% \mathrm{~g}$ ground acceleration (Response Spectrum, Figure 48). The soft to intermediate soil case (Case I) and the fixed base case (Case IV) are subjected to $13 \% \mathrm{~g}$ vertical ground acceleration, Figure 49. A damping ratio of $5 \%$ is considered for the first three modes


HORIZONTAL [0.20 g , $5 \%$ Damping]

Figure 48. Horizontal Response Spectrum


VERTICAL [0.13g, 5\% Damping]

Figure 42. Vertical Response Spectrum
of vibration in all cases. The high intensity of the ground motion is chosen for the purpose of approaching the case of foundation uplift, if present.

The stress resultants and stress couples at $\theta=0^{\circ}$ for the shell are given in Figures 50 to 54 . It can be seen that the fixed base or stiff soil case produces resultant forces which envelope all soil cases, except for $\mathrm{N}_{\phi}$ component where the soft soil case (Case I) is the critical case. Therefore the site parameters are indirectly accounted for, except for $\mathbb{N}_{\phi}$, when fixed base condition (Case IV) is used.

No significant amplification due to suspected resonance effects is seen in the stress resultants and stress couples for Case III. This is due to the fact that the rocking and swaying motions tend to suppress the response of the structure at the fundamental frequency of the fixed base structure. This observation is in accord with the Pandaya and Setlur results (16).

The increase in the meridional stress resultant $N_{\phi}$ as the soil stiffness decreases can be explained by comparing the u-component of the eigenvectors in Figures 46 and 47 for the soft and stiff soil cases. It can be seen that the udisplacement in the lower half of the structure increases as the soil stiffness decreases, which brings about the higher values of $N_{\phi}$ for the soft soils compared to the stiff soils. Although the shell thickness may not be affected by


Figure 50. Vertical Response Spectrum Shell Results ( $J=0$ )


Figure 51. $\mathrm{N}_{\phi}$-Component, Earthquake Load
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Figure 52. $\mathrm{N}_{\theta}$-Component, Earthquake Load
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Figure 53. M ${ }_{\phi}$-Component, Earthquake Load
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Figure 54. Me-Component, Earthquake Load
this higher meridional stress, special attention should be directed to the adequacy of the vertical steel in the lower half of the shell.

As predicted in the previous section the reduction of the square root of the sum of squares (RSS) stress resultants and couples in the responses as the stiffness of the soil decreases is due mainly to the second mode of vibration as can be observed from Figures 52 to 54. This reduction, which is of the range of 20 percent of the fixed base solution, may reduce the thickness of the shell as well as the horizontal steel in the shell and thereby may cut considerably in the structure cost.

The axial forces, bending moments and twisting moments in the columns are calculated using SHORSS program at $\theta=0^{\circ}$. Tables 7 and 8 show these responses for the four cases. For the vertical ground motion the effect is mixed, while the axial forces are reduced for the soft soil case (Case I), the moments for the same case are increased compared to the fixed base case (Case IV), see Table 7. It may be seen from Table 8 that there is a sharp decrease in the axial forces and bending moments as the soil stiffness decreases. The decrease in the bending moment may be attributed to the smoothing of the second mode shape (Figure 47 b ) in the lower region, whereas the 15 percent reduction of the axial forces may be due to the reduction in the total base shear as a result of a smaller input motion.

Table 7. Maximum Column Forces at $\theta=0^{\circ}$ (Vertical Ground Motion)

| Mode | Axial Force (K) | ```Bending Moment(K.ft)``` |  | Twisting Moment(K.ft) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Fixed Case I | Fixed | Case I | Fixed | Case I |
| 1 | 351.8256 .3 | 17.1 | 13.5 | 0.19 | -0.25 |
| 2 | $9.9-1.8$ | 47.0 | 79.9 | -0.76 | -3.44 |
| 3 | $32.3-24.0$ | 5.9 | 92.7 | -0.17 | 3.08 |
| RSS | $\pm 352.0 \pm 256.5$ | $\pm 50.1$ | $\pm 126.0$ | $\pm 0.80$ | $\pm 4.65$ |

## Table 8. Maximum Column Forces at $\theta=0^{\circ}$ (Horizontal Ground Motion)

| Mode | Axial Force (K) |  |  |  | Bending Moment ( $\mathrm{K}, \mathrm{ft}$ ) |  |  |  | Twisting Moment (K,ft) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Case I | case II | Case III | Fixed | Case I | Case 11 | Case III | Fixed | Case I | Case II | Case 1II | Fixed |
| 1 | 539.7 | 592.9 | 543.3 | 826.8 | 160.2 | 88.8 | 153.6 | 160.5 | -14.4 | -1.7 | -13.1 | -6.1 |
| 2 | -450.1 | -364.4 | -451.2 | -141.3 | 166.5 | 143.4 | 157.9 | 615.1 | -30.3 | 7.8 | -28.6 | -17.2 |
| 3 | 0.2 | -42.2 | 1.1 | -19.6 | 1.0 | 398.8 | 9.4 | 17.5 | -0.1 | 16.4 | -0.3 | -0.1 |
| RSS | $\pm 702.2$ | $\pm 697.2$ | $\pm 706.2$ | $\pm 838.9$ | $\pm 240.3$ | $\pm 432.9$ | $\pm 220.5$ | $\pm 636.0$ | $\pm 33.7$ | $\pm 18.2$ | $\pm 31.5$ | $\pm 18.2$ |

The twisting moment in the columns increases as the soil stiffness decreases. However, the values of the twisting moments are not large enough to be a controlling factor in the column design as can be seen from Tables 7 and 8.

The response of the concentric ring footing for the vertical and horizontal ground motions is given in Tables 9 and 10 respectively. The results presented in these two tables are the complete solution which consists of the continuous boundary solution and self-equilibrated correction, see Figure 15. In the self-equilibrated correction, the SHORC program is used to calculate the Fourier coefficients for the loads and the resulting self-equilibrated loads are applied as line loads at the top of the beam which is modeled as two rotational shell elements. The highest harmonic number used in expanding the self-equilibrated loads was 440. The lower boundary of the footing consisted of static springs with zero masses and damping, i.e., the correction is carried out as static self-equilibrated forces as explained in Section (4-3-3) using SHORSS program.

Table 9 shows that the soft soil case (Case I) gives higher values for the axial force and bending moments, vertically and horizontally, compared to the fixed base case (Case IV). The values of the fixed base response are unrealistically small due to the restriction imposed by the

Table 9. Foundation Response to Vertical Ground Motion (RSS)

| Soill | Case | Axial Force (K) | V. Moment | $\begin{aligned} & \text { H. Moment } \\ & \text { (K.ft) } \end{aligned}$ | $\begin{gathered} \text { Torsion } \\ (\mathrm{K} . \mathrm{ft}) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Case I | Col. | $\pm 269.7$ | $\pm 387.0$ | +117.1 | $\pm 207.3$ |
|  | Field | $\pm 270.2$ | $\mp_{436.6}$ | $\pm 120.3$ | $\pm 172.9$ |
| Case IV | Col. | $\pm 47.6$ | $\pm 68.2$ | $\mp 20.4$ | $\pm 575.1$ |
|  | Field | $\pm 47.3$ | $\mp 69.8$ | $\pm 27.5$ | $\pm 491.2$ |

Sign Convention:
Axial Force: (+ve) for tension
Bending Mom.: (tve) for tension in bottom or inside fibers
Torsion: (+ve) clock-wise rotation

Table 10. Foundation Response to Horizontal Ground Motion (RSS)

| Soil Case |  | $\begin{gathered} \text { Axial Force (K) } \\ \text { Col. Field } \end{gathered}$ |  | $\begin{array}{cc} \text { V. Moment } & \text { K.Ft) } \\ \text { Col. } & \text { Field } \end{array}$ |  | $\begin{array}{cc} \text { H. Moment (K.Ft) } \\ \text { Col. Field } \end{array}$ |  | $\begin{aligned} & \text { Torsion (K.Ft) } \\ & \text { Col. Field } \end{aligned}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ${ }^{\text {日 }}$ |  |  |  |  |  |  |  |  |
| Case 1 | $0^{\circ}$ | $\pm 1867.4$ | $\pm 1.805 .7$ | $\pm 10953.2$ | ¢11837.4 | $\mp 809.2$ | $\pm 911.6$ | $\pm 3767.7$ | $\pm 4340.5$ |
|  | $90^{\circ}$ | $\pm 152.4$ | $\pm 157.9$ | $\pm 715.7$ | ¢ 731.6 | $\mp 32.7$ | $\pm 64.4$ | $\pm 7762.0$ | $\pm 7699.3$ |
| Case II | $0^{\circ}$ | $\pm 1385.0$ | $\pm 1361.6$ | $\pm 6705.0$ | $\mp 7007.8$ | ¢ 620.7 | $\pm 701.0$ | $\pm 5013.1$ | $\pm 4897.6$ |
|  | $90^{\circ}$ | $\pm 141.6$ | $\pm 150.7$ | $\pm 682.3$ | $\mp 695.9$ | $\ddagger 24.1$ | $\pm 54.9$ | $\pm 9267.4$ | $\pm 9226.3$ |
| Case III | $0^{\circ}$ | $\pm 1751.1$ | $\pm 1691.8$ | $\pm 9817.4$ | $\mp 10911.1$ | $\mp 752.5$ | $\pm 839.6$ | $\pm 4266.1$ | $\pm 4703.8$ |
|  | $90^{\circ}$ | $\pm 146.7$ | $\pm 152.2$ | $\pm 700.5$ | ¢715.9 | $\mp 30.8$ | $\pm 62.8$ | $\pm 8117.7$ | $\pm 8100.4$ |
| Case IV | 0 | $\pm 392.4$ | $\pm 388.8$ | $\pm 745.7$ | ¢ 699.0 | $\mp 110.0$ | $\pm 118.1$ | $\pm 6946.2$ | $\pm 5988.1$ |
|  | $90^{\circ}$ | $\pm 23.0$ | $\pm 27.7$ | $\pm 47.7$ | $\mp 50.6$ | $\mp 6.7$ | $\pm 7.2$ | $\pm 11207.0$ | $\pm 11200.6$ |

The sign convention as in the vertical ground motion, Table 9
fixed boundary assumption. However, the torsional moment for the fixed base case is higher than that for the soft soil case, which could be due to the same reason discussed in connection with the axial force and bending moments response in the footing. Similar observations could be made for the results shown in Table 10. The three cases of soil structure interaction give responses for the axial forces and bending moments sharply higher than the fixed base response, while the torsional moment gets smaller as the soil becomes softer. The convergence to the fixed base results, as the soil gets stiffer, is evident from Table 10 . Incidentally, the values presented for the vertical moment are computed from $N_{\theta}$ results along the footing depth, since the vertical bending moment corresponds to the rotational degree of freedom about the normal axis which is neglected in shell theories (50).

The analysis of the ring footing is repeated for the intermediate to stiff soil case (Case II) using the RSS of the column reactions given in Table 8. The STRUDL-II program (53) has been used for computing the forces and displacements at different nodal points along the circumference. The ring footing with the soil is modeled as a space frame with six degrees of freedom per nodal point, figure 55. The bearing stiffness and the horizontal frictional stiffness


Figure 55. Ring Footing Soil Model for STRUDL Program
of the soil are modeled by axial members with the same stiffness of the corresponding soil component such that: for vertical members

$$
\frac{E A v}{L}=\text { (Bearing Stiffness) } \times \text { Nodal point spacing }
$$ and for horizontal members

$$
\frac{E A_{h}}{r_{0}}=(\text { Avg. Frictional Stiffness) } \times \text { Nodal }
$$

The connection between these axial members are designed to allow for only axial forces in the soil model by releasing the other five degrees of freedom at the start of each member ( $u_{2}$ to $u_{6}$ in Figure 55). The release is done on the local level for the member with $u_{1}$ parallel to the member axis.

The results of the space frame analysis are presented in Figures 56 to 59 for the axial forces and the moments. On the same figures the ring forces at $\theta$ equals $0^{\circ}, 4^{\circ}, 40^{\circ}$, $45^{\circ}, 86^{\circ}$ and $90^{\circ}$, using SHORC and SHORSS programs,are plotted for comparison.

It may be seen from Figures 56 to 59 that the rotational shell element model gives smaller response than that obtained using space frame model with straight elements. This may be due to the approximation used to expand the self equilibrated forces in Fourier series modes for the rotational element model. This approximation might underestimate the actual


Figure 56. Axial Force in the Ring Footing for Soil Case II ( $J=1$ )


Figure 57. V. Moment in the Ring Footing for Soil Case II ( $\mathrm{J}=\mathrm{l}$ )



Figure 59．Torsion in the Ring Footing for Soil Case II（ $\mathrm{J}=1$ ）
forces from the columns on the ring footing and, as a result, produce smaller ring forces, especially the axial force and torsion, Figures 56 and 59. The difference of the results may be explained by comparing the lower boundaries of the footing in the two models. While the boundaries are continuous in the axisymmetric element model, program, they correspond to a point bearing (discrete) boundary in the space frame model. Furthermore, the use of straight elements in STRUDL program is expected to increase the bending moment in the ring footing which can be observed from Figures 57 and 58.

From the results the big difference between the response of the two models around the second node is noticeable. The disagreement could be due to the deviation of the first two elements in the space frame model from the equation of the circle since node number 2 is shifted in the $x$-direction such that the global value of the $x$-coordinate of node number 2 becomes zero to allow the boundary condition at the first node to be parallel to the global axes. These boundary conditions at the line of symmetry ( $z=0$ ), which allow for the rotation about the $z$-axis, are responsible for the unrealistic zero torsion at $\theta=0^{\circ}$, see Figure 59.

In spite of the above boundary, geometry and loading differences in the two models used for the analysis, the
results are fairly close and give some confidence in both models while eliminating the possibility for gross errors.

As mentioned in Chapter 4 , the model is correct only after a check for the foundation uplift is carried out. This check could be performed at the continuous boundary result level without the need for the self-equilibrated correction. This is because the overall behavior of the foundation is shown from the continuous boundary results alone, which may then be combined with the dead load results to check against the possibility of foundation uplift.

To check against foundation uplift, the ${ }_{\phi}{ }_{\phi}$ component of the stress resultants is computed at the foundation level for D.L., factored by 0.9 and then added to the unfactored earthquake response. The results are tabulated in Table Il.

It can be seen from Table 11 that the net stress at the F.L. for all cases is compression and no uplift occurs for the severe $20 \% \mathrm{~g}$ spectrum used in the analysis. However, we can see that the softer the soil the more likely the uplift to occur. To investigate this possibility more closely the vertical component of the earthquake may be included. The RSS of $N_{\phi}$ at the foundation level for the vertical and horizontal ground motions for Case $I$ is computed and the net value for $N_{\phi}$ is found by combining the resulting RSS value of $N_{\phi}$ with the factored D.I. value. The net value of $\mathbb{N}_{\phi}$ is computed from the equation:

Table ll. $N_{\phi}$ - Component at F.L. $(J=1)$

| D.I. | 0.9 (D.L.) | Case I |  | Case II |  | Case III |  | Case IV |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | EQ | Net | EQ | Net | EQ | Net | EQ | Net |
| $-77.8$ | -70.0 | 64.8 | -5.2 | 59.2 | $-10.8$ | 61.9 | $-8.1$ | 58.3 | -1.1.7 |

Units: K/ft.

$$
\begin{equation*}
N_{\phi}(\text { net })=\left(N_{\phi_{h}}^{2}+N_{\phi_{\mathrm{V}}}^{2}\right)^{1 / 2}-0.9 \mathrm{~N}_{\phi_{\mathrm{d}}} \tag{5-5}
\end{equation*}
$$

where
$N_{\phi_{h}}=N_{\phi}$ at the F.L. due to horizontal ground $N_{\phi_{V}}=N_{\phi}$ at the F.I. due to vertical ground and $\quad N_{\phi_{d}}=N_{\phi}$ at the F.I. due to the dead load

For Case $I_{\phi} N_{\phi}$ (net) is computed from Equation (5-5), with $\mathbb{N}_{\phi_{V}}=29.8 \mathrm{~K} / \mathrm{ft}$, and the resulting value of $\mathbb{N}_{\phi}$ (net) is found to be a tensile stress of $1.3 \mathrm{~K} / \mathrm{ft}$ which can cause uplift. However, $N_{\phi}$ (net) is probably too small to cause a real uplift as this net stress could be counteracted by the soil friction on the sides of the footing.

## 6. SUMMARY AND CONCLUSIONS

A numerical method to determine the response of axisymmetric shell structure soil systems to arbitrary nonaxisymmetric dynamic loads was developed and applied to some particular cases. The method carried out with finite element analysis using high-precision rotational shell elements to represent the axisymmetric shell and isoparametric solid elements with an energy transmitting boundary to represent the soil medium. The connection problem between the three dimensional soil medium and the two dimensional shell-elements is solved by introducing a frequency dependent dynamic boundary system at the common degrees of freedom between the shell foundation and the underlaying soil. The Fourier expansion technique is used in the finite element analysis. The soil model components were computed at the fundamental frequency of the shell structure without the soil system for the free vibration and the response spectrum analysis, whereas the dominant driving frequency of the time history excitations (54) should be used with the time history analysis which has not been carried out.

It was shown that the size of the finite element mesh is controlled throughout the dynamic pressure bulb by the shortest shear wave length and that such bulb exists through a depth of one and half times the footing radius. The influence of the lower boundary on the soil model components
is significant only for depths less than three times the footing radius due to the reflections of the waves on the assumed rock-soil interface which tends to increase the stiffness elements and decrease the damping elements (convergence to the fixed base cases). Based on the dynamic pressure bulb study an economical finite element mesh for the soil medium was suggested for use with shells having a small $\mathrm{B} / \mathrm{r}_{\mathrm{o}}$ ratio.

The sensitivity study of the equivalent boundary system to the driving frequency showed that the stiffness elements are more sensitive than the damping elements, and among the different components, the rotational ones are the most sensitive to the driving frequency. A similar conclusion may be drawn for the sensitivity of the EBS to Fourier harmonic number J. It is also concluded that the EBS components are fairly independent of the harmonic number $J$ for $J>1$, which suggests a useful procedure to determine the EBS components for $J>1$ with the aid of a single harmonic number ( $J \geq 2$ ) analysis.

The free vibration analysis of a cooling tower on a shallow foundation showed that the overall flexibility of the shell increases with the decrease of the soil stiffness and consequently, gives a reduction in the inertial forces on the shell. The study also revealed a dramatic change in the second mode of vibration as the soil gets more flexible. This relieves the lower region of the shell (column supports in cooling towers) from the high stresses which often occur
when the soil interaction is neglected. It is concluded from this study that the soil flexibility or compliance is a very important parameter in the soil-structure interaction phenomenon and that a given flexibility can be realized by a non-unique combination of the basis paramaters. This finding is in agreement with Pandya and Setlur conclusions (16).

The importance of the soil-structure interaction on the stress resultants and the stress couples in the shell was shown by response spectrum analysis of the cooling tower used in the free vibration analysis. It was shown that the fixed base or very stiff soil case produces resultant forces which envelope all soil cases, except for $N_{\phi}$ component. The reduction, which is of the range of $20 \%$ of the fixed base solution, may permit reduction of the shell cross section and the horizontal steel in the shell resulting in a considerable cost savings. Perhaps, the segment in the shell structure most affected by soil-structure interaction are the column supports as may be seen from Tables 7 and 8. The saving in the stresses may reach $50 \%$ for certain soil flexibilities.

The analysis of the concentric ring footing, which has not been studied previously so far as the authors can determine, showed a tremendous twisting moment on the footing which increases with increasing the soil stiffness. On the contrary, the axial force and bending moments increase with
decreasing the soil stiffness. With the present model, the footing can be analyzed as a ring resting on a continuous elastic foundation, bringing forth the axial forces and the torsion which were not possible to obtain with the continuous beam over point support model used before. Confidence in the ring footing response is established by comparing the present model results to the results of a space frame model.

The possibility of foundation uplift increases with increasing the soil flexibility. In the design earthquake considered here, uplift could occur only if the two components of the ground motions were considered simultaneously (vertical and horizontal components). However, the net tensile stress after adding the dead load effect is too small to cause a real uplift as shown in the analysis. The free vibration and the response spectrum analysis for the shell of revolution-soil system may be adequate for linear analysis under uniform earthquake excitation. However, the damping ratio for the response spectrum should be chosen such that the radiation damping in the far field is represented. The relationship between this damping ratio and the radiation damping needs further study. Further investigations are also required to study the relationship between the damping ratio and the viscous damping where complex Lame constants of the soil material are used.

The effect of non-uniform earthquake excitation may yield further reduction in the structure response due to the inherent self-diminishing feature to this type of earthquake excitation as suggested by Scanlan (19). Time-history analysis may be necessary with non-uniform earthquakes and for better understanding to the damping phenomenon of soil-structure system. These two topics need further investigation as well.
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8. APPENDICES

## APPENDIX 8.1

High Precision Rotational Shell Elements

In this appendix, the outlines of the derivation of the high-precision rotational shell finite elements is presented. These may be classified into four main groups: curved rotational elements, cap elements, plate elements and special open type elements (see Figure 60).

For the shell elements, the strain-displacement relationships used in the formulation include the effect of transverse shear deformations. In forming the element stiffness and mass matrices, displacement fields of arbitrary order, i.e., linear to sixth order, can be used, and because only $C^{\circ}$ continuity is required to be satisfied, the extra coefficients in quadratic and higher order dis-placement-fields are eliminated by kinematic condensation at the element level. Proportional damping is assumed and the damping matrix is arrived at through a linear combination of the condensed stiffness and mass matrices.

To overcome the singularity problem in the case of a cap element, $R=0$ and $R^{\prime}=\infty$ at the center, a suitable rotation of the coordinate axes into the $\bar{R}-\bar{Z}$ system as shown in Figure 61 is considered (6).

In case of the open type elements, the displacement fields are taken as Hermetian polynomials. The stiffness and mass matrices are formed by distributing the properties of the individual members around the circumference.


Figure 60. High Precision Rotational Shell Element Groups
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Figure 61. Rotation of Axes for Cap Element

### 8.1.1 Geometry of Elements

The geometry of a general rotational shell element is shown in Figure 38. Points on the meridian of the element are defined in terms of the non dimensional parameter s such that:

$$
\begin{equation*}
\frac{\partial}{\partial s}=\frac{l}{L} \frac{\partial}{\partial s} \tag{8.1.1}
\end{equation*}
$$

where

$$
\begin{align*}
L & =\text { the length of the meridian of element "i" } \\
& =\int_{z_{i}}[1+1
\end{align*}
$$

in which $z_{i}$ and $z_{i+1}=$ the nodal stations for element $i$. The above equation must be evaluated numerically. In order to arrive at the terms of the element matrices in explicit forms, definitive geometric parameters, like $1 / R_{\phi}, I / R, \cos \phi$, etc. are expressed by fourth degree Lagrangian polynomials (41) which satisfy the value of these parameters exactly at five equidistant points along the meridian, including the ends.
8.1.2 Displacement Fields

Each displacement component shown in Figure 39 is considered a product of the meridional and circumferential fields. The meridional field is a polynomial in s and the circumferential field is represented by a finite Fourier series. For a typical harmonic

$$
\begin{equation*}
\left\{D^{j}(s, \theta)\right\}=\lceil\theta\rfloor\left\{\bar{D}^{j}(s)\right. \tag{8.1.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\lceil\theta\rfloor=\left\lceil g^{j}(\theta) \quad \bar{g}^{j}(\theta) \quad g^{j}(\theta) \quad g^{j}(\theta) \quad \bar{g}^{j}(\theta)\right\rfloor \tag{8.1.4}
\end{equation*}
$$

and

$$
\begin{align*}
\left\{\overline{\mathrm{D}}^{j}(s)\right\} & =\left\{u^{j}(s) v^{j}(s) w^{j}(s) \beta_{\phi}^{j}(s) \beta_{\theta}^{j}(s)\right\}  \tag{8.1.5}\\
& =\left\{\bar{d}^{1}(s) \bar{d}^{2}(s) \bar{d}^{3}(s) \bar{d}^{4}(s) \bar{d}^{5}(s)\right\}
\end{align*}
$$

In Equation (8.1.4),

$$
\begin{aligned}
g^{j}(\theta) & =\operatorname{cosj} \theta & & \text { for } j \geq 0 \\
& =-\operatorname{sinj} \theta & & \text { for } j<0 \\
\bar{g}^{j}(\theta) & =-\sin j \theta & & \text { for } j \geq 0 \\
& =\operatorname{cosj} \theta & & \text { for } j<0
\end{aligned}
$$

and in Equation (8.1.5)

$$
\begin{align*}
\overline{\mathrm{a}}^{\mathrm{i}}(s) & =\text { an interpolation polynomial } \\
& =\sum_{k=1}^{m_{i}} \overline{\mathrm{a}}_{k}^{i_{k}}{ }_{k} \quad(i=1, \ldots, 5) \tag{8.1.6}
\end{align*}
$$

where $N_{k}$ are the shape functions, as defined below

$$
\begin{align*}
& N_{1}=(1-s) \\
& N_{2}=s  \tag{8.1.7}\\
& N_{k}=s^{k-2}(1-s) \quad \text { for } k>2
\end{align*}
$$

Also,

$$
\begin{aligned}
& \overline{\mathrm{d}}_{1}^{\mathrm{i}}=\text { the displacement at } s=0 \\
& \overline{\mathrm{~d}}_{2}^{\mathrm{k}}=\text { the displacement at } \mathrm{s}=1
\end{aligned}
$$

For further details see Reference (35).
8.1.3 Element Stiffness and Mass Matrices

On substituting the assumed displacement fields into
the strain-displacement relationships the following expressions are obtained:

The membrane strain components,

$$
\begin{align*}
\{\varepsilon\} & =\sum_{j=-m_{1}}^{m_{2}}\left[E_{1}^{j} E_{2}^{j} E_{3}^{j} E_{4}^{j} \ldots\right]\left\{\Delta^{[j], \Omega}[j]\right\} \\
& =\sum_{j=-m_{1}}^{m_{2}}\left[G_{1}^{j}\right]\left\{\Delta[j], \Omega{ }^{[j]}\right\} \tag{8.1.8}
\end{align*}
$$

The curvature components,

$$
\begin{align*}
\{x\} & =\sum_{j=-m_{1}}^{m_{2}}\left[x_{1}^{j} x_{2}^{j} x_{3}^{j} x_{4}^{j} \ldots .\right]\left\{\Delta^{\left.[j], \Omega^{[j]}\right\}}\right. \\
& =\sum_{j=-m_{1}}^{m_{2}}\left[G_{2}^{j}\right]\left\{\Delta^{[j], \Omega}[j]\right. \tag{8.1.9}
\end{align*}
$$

The transverse shear strain components,

$$
\begin{align*}
\left\{\gamma^{j}\right\} & =\sum_{j=-m_{1}}^{m_{2}}\left[y_{2}^{j} y_{2}^{j} y_{3}^{j} Y_{4}^{j} \cdots \ldots\right]\left\{\Delta^{[j], \Omega_{2}[j]}\right\} \\
& =\sum_{j=-m_{1}}^{m_{2}}\left[G_{3}^{j}\right]\left\{\Delta^{\left.[j], \Omega_{2}^{[j]}\right\}}\right.
\end{align*}
$$

where

$$
\begin{aligned}
\{\varepsilon\} & =\left\{\varepsilon_{\phi} \varepsilon_{\theta} \varepsilon_{\phi \theta}\right\} \\
\{x\} & =\left\{\chi_{\phi} \chi_{\theta} \chi_{\phi \theta}\right\} \\
\left\{\gamma^{j}\right\} & =\left\{\gamma_{\phi}^{j} \gamma_{\theta}^{j}\right\} \\
\left\{\Delta^{j}, \Omega^{j}\right\} & =\left\lceil\theta_{j}^{j}\left\{\Delta^{j}, \Omega^{j}\right\}\right. \\
\left\{\Delta^{j}\right\} & =\left\{u_{0}^{j} v_{0}^{j} w_{0}^{j} \beta_{\phi 0}^{j} \beta_{\theta 0}^{j} u_{1}^{j} v_{1}^{j} w_{1}^{j} \beta_{\phi 1}^{j} \beta_{\theta 11}^{j}\right\} \\
\left\{\Omega^{j}\right\} & =\left\{a_{1}^{j} b_{1}^{j} c_{1}^{j} d_{1}^{j} e_{1}^{j} a_{2}^{j} b_{2}^{j} c_{2}^{j} \ldots \ldots\right\}
\end{aligned}
$$

Expressing

$$
G^{j}=\left[\begin{array}{c}
{\left[G_{1}^{j}\right]}  \tag{8.1.11}\\
{\left[G_{2}^{j}\right]} \\
{\left[G_{3}^{j}\right]}
\end{array}\right]_{8 \times M}\left[\theta_{j}\right\rfloor
$$

where

$$
\begin{aligned}
M= & 2+\sum_{i=1}^{5}\left(2+n_{i}\right), \text { and } \\
n_{i}= & \text { the number of internal nodal variables } \\
& \text { for the } i t h \text { field }
\end{aligned}
$$

The matrices $E_{i}^{j}, x_{i}^{j}$ and $Y_{i}^{j}$ contain the shape function $N_{i}$ and are given in (4I).

The element stiffness matrix for the jth harmonic becomes

$$
\begin{equation*}
\left[K^{j}\right]=L \int_{0}^{1} \int_{-\Pi}^{\Pi}\left[G^{j}\right]^{T}[H]\left[G^{j}\right] R d \theta d s \tag{8.1.12}
\end{equation*}
$$

The kinematically consistent mass matrix (35) corvesponding to any harmonic is expressed by

$$
\begin{equation*}
[\mathrm{m}]=\pi L \int_{0}^{1}\left[\mathrm{G}^{\mathrm{m}}\right]^{\mathrm{T}}\left[\mathrm{H}^{\mathrm{m}}\right]\left[\mathrm{G}^{\mathrm{m}}\right] \mathrm{Rds} \tag{8.1.13}
\end{equation*}
$$

8.1.4 Constitutive Relationships

The relationship between the force resultants and the strain components are expressed by

$$
\begin{equation*}
\{N\}=[H]\{\varepsilon\}-\left\{N_{t}\right\} \tag{8.1.14}
\end{equation*}
$$

where

$$
\begin{aligned}
& \{N\}=\left\{\mathbb{N}_{\phi^{\prime}} N_{\theta}, N_{\theta \phi^{\prime}} M_{\phi^{\prime}} M_{\theta^{\prime}} M_{\phi \theta^{\prime}} Q_{\phi^{\prime}} Q_{\theta}\right\} \\
& \{\varepsilon\}=\left\{\varepsilon_{\phi^{\prime}} \varepsilon_{\theta}, \varepsilon_{\theta \phi^{\prime}} X_{\phi^{\prime}} X_{\theta}, X_{\phi \theta^{\prime}} \gamma_{\phi^{\prime}} \gamma_{\theta}\right\} \\
& {[H]=\text { the }(8 \times 8) \text { elasticity matrix }}
\end{aligned}
$$

and

$$
\begin{aligned}
\left\{N_{t}\right\}= & \text { the initial stress-resultants and } \\
& \text { stress-couples due to thermal } \\
& \text { effects } \\
= & \left\{N_{t \phi^{\prime}}, N_{t \theta^{\prime}}, 0, M_{t \phi^{\prime}} M_{t \theta^{\prime}}, 0,0,0\right\}
\end{aligned}
$$

For an isotropic shell material (50),

$$
\begin{align*}
& N_{t_{\phi}}=N_{t \theta}=\frac{E \alpha}{I-v} \int_{-h / 2}^{h / 2} T(\xi) d \xi \\
& M_{t \phi}=M_{t \theta}=\frac{E \alpha}{1-v} \int_{-h / 2}^{h / 2} T(\xi) \xi d \xi \tag{8.1.15}
\end{align*}
$$

where

$$
\begin{aligned}
\alpha= & \text { the coefficient of thermal expansion } \\
T(\xi)= & \text { the temperature difference from the } \\
& \text { reference value for any point located } \\
& \text { at a distance } \xi \text { from the middle surface. }
\end{aligned}
$$

The constitutive relationships for the open type elements is presented in (35).

### 8.1.5 Element Load Vectors

The consistent load vector (35) for an element due to distributed loads, $f_{\phi}^{j}, f_{\theta}^{j}$, and $f_{\xi}^{j}$ acting along the $\phi$, $\theta$, and $\xi$ directions corresponding to harmonic $j$ is expressed as

$$
\begin{equation*}
\left\{P_{s}^{j}\right\}=L \int_{0}^{1}\left[G^{m}\right]^{T}\left[G^{f}\right]\left\{F_{s}^{j}\right\} R d s \tag{8.1.16}
\end{equation*}
$$

where

$$
\begin{aligned}
{\left[G^{m}\right] } & =\left[\tilde{n}_{1}, \tilde{n}_{2}, \tilde{n}_{3}, \tilde{\eta}_{4}, \ldots\right] \\
\tilde{\eta}_{i} & =\left[N_{i}, N_{i}, N_{i}, 0,0\right] \\
{\left[G^{f}\right] } & =\left[\bar{\eta}_{1}, \bar{n}_{2}\right] \\
\bar{\eta}_{i} & =\mathbb{I}\left[\bar{N}_{i}, \bar{N}_{i}, \bar{N}_{i}, 0,0\right] \\
\bar{N}^{\prime} & =(1-s) \\
\bar{N}_{2} & =s \\
\left\{F_{s}^{j}\right\} & =\left\{f_{\phi 1}^{j}, f_{\theta 1}^{j}, f_{\xi_{1}}^{j}, f_{\phi_{2}}^{j}, f_{\theta_{2}}^{j}, f_{\xi_{2}}^{j}\right\}
\end{aligned}
$$

The consistent load vector due to the thermal effect is expressed as

$$
\begin{equation*}
\left\{P_{T}^{j}\right\}=\Pi L\left(\int_{0}^{I}\left[G^{j}\right]^{T}\left[H^{t}\right]\left[G^{t}\right] d s\right)\left\{T^{j}\right\} \tag{8.1.17}
\end{equation*}
$$

where

$$
\begin{aligned}
& \left\{T^{j}\right\}=\left\{T_{D_{0}}^{j}, T_{i 0}^{j}, T_{O 1}^{j}, T_{i_{1}}^{j}\right\} \\
& \text { [ } \mathrm{H}^{\mathrm{t}} \text { ] = a matrix contains the material constants } \\
& 8 \times 2 \\
& \text { and the shell thickness } \\
& {\left[G^{t}\right]=a \text { matrix of the shape functions }} \\
& 2 \times 4 \\
& \text { The details of } H^{t} \text { and } G^{t} \text { are given in Reference (41). }
\end{aligned}
$$

## APPENDIX 8.2

Details Of Stiffness Matrix For An
Isoparametric Solid Element

This appendix presents the details of the $24 \times 24$ stiffness matrix components of a quadratic isoparametric solid element for a general Fourier harmonic J. The shape function $\phi_{i}$ and first derivatives are given in Table 1 , which are chosen to represent the element geometry as well as the displacements within the element. From Equations (3-6) to (3-9), using the partitioned form of $B, D$ and $\Phi$ matrices one can get

$$
K_{k}=\iint\left[\begin{array}{c:c}
\left(b_{1}^{T}{ }_{1} D_{1} b_{11}+b_{2}^{T}{ }_{1} D_{2} B_{21}\right) & \left(b_{1}^{T}{ }_{1} D_{1} b_{12}+b_{2}^{T}{ }_{1} D_{2} b_{22}\right) \\
\hdashline-16 \times 16 & \\
\hdashline\left(b_{1}^{T}{ }_{1} D_{1} b_{12}+b_{2}{ }_{1} D_{2} b_{22}\right) & \left(b_{2}^{T}{ }_{2} D_{2} b_{2}+b_{1}^{T}{ }_{1} D_{1} b_{12}\right) \\
8 \times 16 & 8 \times 8 \\
&
\end{array}\right]_{(8-2-1)}
$$

$=$ the stiffness matrix of the kth element.
and with Equation (2-11) we can write

$$
\begin{array}{ll}
b_{1 n}=\frac{\partial g_{n}}{\partial r}, & b_{1 m}=0 \\
b_{2 n}=b_{2 s}=0, & b_{2 \ell}=\frac{\partial g(\ell-8)}{\partial z} \\
b_{3 n}=\frac{g_{n}}{r} & , b_{3 \ell}=0, b_{3 s}=\frac{-j g(s-16)}{r} \\
b_{4 n}=\frac{\partial g_{n}}{\partial z} & , b_{4 \ell}=\frac{\partial g(\ell-8)}{\partial r}, b_{4 s}=0 \\
b_{5 n}=\frac{j g_{n}}{r} & , b_{5 \ell}=0 \quad, b_{5 s}=r \frac{\partial}{\partial r}\left(\frac{g(s-16)}{r}\right) \\
b_{6 n}=0, & b_{6 \ell}=\frac{j}{r} g(\ell-8), b_{6 s}=\frac{\partial g(s-16)}{\partial z}
\end{array}
$$

where

$$
\begin{aligned}
& (\mathrm{n}=1, \ldots, 8) \\
& (\mathrm{m}=9, \ldots, 24) \\
& (\ell=9, \ldots, 16) \\
& (\mathrm{s}=17, \ldots, 24)
\end{aligned}
$$

Using the above values of the $B$ matrix in Equation 8.2.1 yields,

$$
\text { * } \quad b_{11}^{T} D_{1} b_{11}+b_{21}^{T} \quad D_{2} b_{21}=\left[\begin{array}{c:c}
\overline{\mathrm{K}}_{11} & \overline{\mathrm{~K}}_{12} \\
\hdashline \overline{\mathrm{~K}}_{12}^{T} & \overline{\mathrm{~K}}_{22}
\end{array}\right]_{16 \times 16}
$$

where each of $\overline{\mathrm{K}}_{11}, \overline{\mathrm{~K}}_{12}$ and $\overline{\mathrm{K}}_{22}$ are submatrices of order $8 \times 8$.

$$
* \quad b_{21}^{T} \quad D_{2} b_{22}+b_{11}^{T} \quad D_{1} \quad b_{12}=\left[\begin{array}{c}
\overline{\mathrm{K}}_{13}  \tag{8.2.4}\\
--- \\
\overline{\mathrm{K}}_{23}
\end{array}\right]_{16 \times 8}
$$

* $\quad\left(b_{21}^{T} D_{2} b_{22}+b_{11}^{T} D_{1} b_{12}\right)^{T}=\left[\bar{K}_{13}^{T} \vdots \bar{K}_{23}^{T}\right]$

$$
\begin{equation*}
\text { * } \quad b_{22}^{T} D_{2} b_{22}+b_{12}^{T} D_{1} b_{12}=\left[\bar{K}_{33}\right] \tag{8-2-6}
\end{equation*}
$$

In Equations (8-2-3) to (8-2-6) the elements of the submatrices are defined as:

$$
\begin{aligned}
\overline{\mathrm{K}}_{11 m n}= & (\lambda+2 \mu)\left[g_{m, r} g_{n, r}+g_{m} g_{n} / r\right] \\
& +\frac{\lambda}{r}\left(g_{m} g_{n, r}+g_{n} g_{m, r}\right)+\mu g_{m, z} g_{n, z} \\
& +\mu\left(\frac{j}{r}\right)^{2} g_{m} g_{n} \\
\bar{K}_{12 m n}= & \lambda\left[g_{n, z}\left(g_{m, r}+g_{m} / r\right)\right]+\mu g_{m, z} g_{n, r} \\
\overline{\mathrm{~K}}_{13 m n}= & j \mu g_{m}\left(g_{n} / r\right), r-\frac{j}{r} g_{n}\left[\lambda g_{m, r}+(\lambda+2 \mu) g_{m} / r\right] \\
\bar{K}_{22 m n}= & (\lambda+2 \mu)\left[g_{m, z} g_{n, z}\right]+\mu\left[g_{m, r} g_{n, r}\right]+\mu\left(\frac{j}{r}\right)^{2} g_{m} g_{n} \\
\overline{\mathrm{~K}}_{23 m n}= & \mu \frac{j}{r} g_{m} g_{n, z}-\frac{j}{r} \lambda g_{n} g_{m, z} \\
\bar{K}_{33 m n}= & (\lambda+2 \mu)\left(\frac{j}{r}\right)^{2} g_{m} g_{n}+\mu\left[r\left(\frac{g_{m}}{r}\right), r\left(\frac{g_{n}}{r}\right), r+g_{m, z} g_{n, z}\right]
\end{aligned}
$$

Where $(m=1, \ldots, 8)$, and $(n=1, \ldots, 8)$

Now, the element stiffness element $K_{k}$ can be written as:

$$
\mathrm{K}_{\mathrm{k}}=\iint\left[\begin{array}{c:c:c} 
& \overline{\mathrm{K}}_{11} & \overline{\mathrm{~K}}_{12} \\
\hdashline \overline{\mathrm{~K}}_{13} \\
\hdashline \overline{\mathrm{~K}}_{12}^{\mathrm{T}} & \overline{\mathrm{~K}}_{22} & \overline{\mathrm{~K}}_{23} \\
\hdashline \overline{\mathrm{~K}}_{13}^{\mathrm{T}} & \overline{\mathrm{~K}}_{23}^{\mathrm{T}} & \overline{\mathrm{~K}}_{33}
\end{array}\right] \quad \text { rdrdz } \quad(8-2-8)
$$

and with the transformation of Equation (3-12) together with (3-17), the submatrices of Equation (8-2-7) can be expressed in terms of the natural coordinates $\xi$ and $\eta$, as follows:

$$
\begin{aligned}
\overline{\mathrm{K}}_{11 \mathrm{mn}} & =(\lambda+2 \mu)\left(I J_{11} g_{\mathrm{m}, \xi}+I J_{12} g_{\mathrm{m}, \eta}\right)\left(I J_{11} g_{n, \xi}+I J_{12} g_{\mathrm{n}, \eta}\right) \\
& +\frac{\lambda}{R G}\left[g_{m}\left(I J_{11} g_{n, \xi}+I J_{12} g_{n, \eta}\right)+g_{n}\left(I J_{11} g_{m, \xi}+I J_{12} g_{m, \eta}\right)\right] \\
& +\mu\left(I J_{21} g_{m, \xi}+I J_{22} g_{m, \eta}\right)\left(I J_{21} g_{n, \xi}+I J_{22} g_{n, \eta}\right) \\
& +\left(\frac{j}{R G}\right)^{2} \mu g_{m} g_{n} \\
\bar{K}_{12 m n} & =\lambda\left(I J_{21} g_{n, \xi}+I J_{22} g_{n, \eta}\right)\left(I J_{11} g_{m, \xi}+I J_{12} g_{m, \eta}+g_{m / R G}\right) \\
& +\mu\left(I J_{21} g_{m, \xi^{+}}+I J_{22} g_{m, \eta}\right)\left(I J_{111} g_{n, \xi^{+}} I J_{12} g_{n, \eta}\right)
\end{aligned}
$$

$$
\begin{align*}
\overline{\mathrm{K}}_{13 \mathrm{mn}}= & \frac{\mu j}{R G} g_{m}\left(I J_{11} g_{n, \xi}+I J_{12} g_{n, \eta}-g_{n / R G}\right)-\frac{\lambda j}{R G} g_{n} \\
& \left(I J_{11} g_{m ; \xi}+I J_{12} g_{m, \eta}\right)-\frac{j(\lambda+2 \mu)}{(R G)^{2}} g_{m} g_{n} \tag{8-2-11}
\end{align*}
$$

$$
\overline{\mathrm{K}}_{22 \mathrm{mn}}=(\lambda+2 \mu)\left(I J_{21} g_{m, \xi}+I J_{22} g_{m, \eta}\right)\left(I J_{21} g_{n, \xi}+I J_{22} g_{n, \eta}\right)
$$

$$
+\mu\left(I J_{11} g_{m, \xi}+I J_{12} g_{m, \eta}\right)\left(I J_{11} g_{n, \xi}+I J_{12} g_{n, \eta}\right)
$$

$$
+\left(\frac{j}{\mathrm{RG}}\right)^{2} \mu g_{\mathrm{m}} g_{\mathrm{n}}
$$

$$
\overline{\mathrm{K}}_{23 \mathrm{mn}}=\frac{\mu j}{R G} g_{m}\left(I J_{21} g_{n, \xi}+I J_{22} g_{n, n}\right)-\frac{\lambda j}{R G}
$$

$$
\begin{equation*}
g_{n}\left(I J_{21} g_{m, \xi}+I J_{22} g_{m, n}\right) \tag{8-2-13}
\end{equation*}
$$

$$
\overline{\mathrm{k}}_{33 \mathrm{mn}}=\left(\frac{j}{\mathrm{RG}}\right)^{2}(\lambda+2 \mu) g_{\mathrm{m}} g_{\mathrm{n}}+\mu\left[\left(I_{21} g_{m, \xi}+I J_{22} g_{\mathrm{m}, \eta}\right)\right.
$$

$$
\left(I J_{21} g_{n, \xi}+I J_{22} g_{n, \eta}\right)+\left(I J_{11} g_{m, \xi}+I J_{12} g_{m, \eta}\right.
$$

$$
\begin{equation*}
\left.\left.-g_{m / R G}\right)\left(I J_{11} g_{n, \xi}+I J_{12} g_{n, n}-g_{n} / R G\right)\right] \tag{8-2-14}
\end{equation*}
$$

In the above equations $I J_{11}, I J_{12}, I J_{21}$ and $I J_{22}$ are defined by Equation (3-1l), and;

$$
\begin{aligned}
(m & =1, \ldots, 8) \\
(n & =1, \ldots, 8)
\end{aligned}
$$

The final stiffness matrix $K_{k}$ is obtained by substituting Equations (8-2-9) to (8-2-14) in Equation (8-2-8), and with Equation (3-18), one can write

$$
\mathrm{K}_{\mathrm{k}}=\int_{-1}^{1} \int_{-1}^{1}\left[\begin{array}{l:l::}
\overline{\mathrm{K}}_{11} & \overline{\mathrm{~K}}_{12_{\mathrm{mn}}} \\
\hdashline \overline{\mathrm{~K}}_{13_{\mathrm{m}}^{\mathrm{T}}} & \overline{\mathrm{~K}}_{23_{\mathrm{mn}}} \\
\hdashline \overline{\mathrm{~K}}_{13_{\mathrm{mn}}} & \overline{\mathrm{~K}}_{23_{\mathrm{mn}}} \\
& \overline{\mathrm{~K}}_{23_{\mathrm{mn}}^{\mathrm{T}}}
\end{array} \overline{\mathrm{~K}}_{33_{\mathrm{mn}}}\right] \quad \text { RGdet.Jacd } \mathrm{Fdn}
$$

$24 \times 24$

$$
(m=1, \ldots, 8) \text { and }(n=1, \ldots, 8)
$$

The integration in the above equation is carried out by means of four points Gaussian integration with the natural cooredinates $\xi, \eta$.
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```
    SM(11+16.J+16), DN(K)
```

    SM(11+16.J+16), DN(K)
    Sm(1)+8,s+8)=(k)
    Sm(1)+8,s+8)=(k)
    CON:
    CON:
        CO20
        CO20
        *KO =k
        *KO =k
        k=20J=1.0
        k=20J=1.0
        SM({I.jesi = DSaIK)
        SM({I.jesi = DSaIK)
        sm11:+8.j+16)= ossik
        sm11:+8.j+16)= ossik
    0
    0
    21
    21
    CONTIMU
    CONTIMU
    END
    END
    ENDOROUTINE FACIORIA.H.IPIVOT.SON.IFLAGJ
    ```
    ENDOROUTINE FACIORIA.H.IPIVOT.SON.IFLAGJ
```




```
        IFLAG* I
```

        IFLAG* I
        MN:
        MN:
        ROwmax = O: 
        ROwmax = O: 
        M(M,A)=A!tiv)
        M(M,A)=A!tiv)
        M(FIROMmax.EQ.0. G0 to $99
        M(FIROMmax.EQ.0. G0 to $99
        g(I) * RDMMAX.' Go to 990
        g(I) * RDMMAX.' Go to 990
        gauss Elimima
        gauss Elimima
        IFIMM:.EQ. O) RETUR
        IFIMM:.EQ. O) RETUR
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        JP:K
        JP:K
        1P,1pivolik)
        1P,1pivolik)
        eotmak = absiwito,x+i/Stip)
        eotmak = absiwito,x+i/Stip)
        00 |l f *RP1;M
    ```
        00 |l f *RP1;M
```




```
        colmax = amikov*
```

        colmax = amikov*
    | conrimu
    | conrimu
        0021 1=2,24
    ```
        0021 1=2,24
```




```
        SHIl.J. = sml(J.IM
```

        SHIl.J. = sml(J.IM
        1 0
        1 0
            .FICOLmAX.EO.O.1 GO T0 909
            .FICOLmAX.EO.O.1 GO T0 909
            IPK = iPIvorls!
            IPK = iPIvorls!
        ipivaris! : 'Divarexi
        ipivaris! : 'Divarexi
        IPIvot(K:={pk
        IPIvot(K:={pk
        IO = IPIvat!l!
    ```
        IO = IPIvat!l!
```




```
        MAPt0-W(1P,x)
```

```
        MAPt0-W(1P,x)
```




```
        METURM
```

        METURM
    999
    999
    9 9 9
    9 9 9
        ENO
    ```
        ENO
```

$c$
6
6
6






```
    \,
    c
c
c

```

    40(1,1) = -xG / 3.75
    ```

```

    A01,31 achil
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    log
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00 \(24 \mathrm{JFF}=\mathrm{S}=\mathrm{NJF}\)

\(\begin{array}{lll}00 & 16 \\ 00 & 16 & \mathrm{~J}=1 . \mathrm{NUM} \\ 1 . \mathrm{NUN}\end{array}\)

DO \(17 \mathrm{~N}=\mathrm{H}\), NE
CAEL EEMNTENAJAI




CALL INVIIS1



\begin{tabular}{ll}
00 & 10 \\
00 & 10 \\
O & \(=1.9\) \\
\hline
\end{tabular}
AMM (1.5) \(=0.0\)
\(0020 \mathrm{~K}=2,15\)

\(0091=1,9\)

catculation of total stiffness matrix
\(130022 \mathrm{KK}=1,24\)
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23 Comitinue
22 continue
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```

c
MRIIE(0.61]
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24 M1: = MRS:31
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```

```

    30 SSL{1,J)= SMI!,J)
        O 4% =1.N11
        00.48J,
        L=N11:J* Jo
        MK*N1I
    ```

```

        f(1t.GT . NUN) E0 to 4t
        gorloJ! = 5Mt10t!
        IF IM, GT MNUN} 60 10 4s
        IF &KK,GI SM(1,M|N, NO To 48
        M00(1,Ji= =SM{l.KK)
        FF ILL ET N(#N) 60 10 40
    CONTIMUS = Snliolti
    00 31: l: loNz2
    00 31 J: I,N2Z
    31 5m(i.J)= sm(k,L)
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00 51, =1,
t=N11
KK= M11:J: J2 + % %

```

```

    SNt1,K) = ARA!1.J1
    ```

```

    IF TM. g% . muN: GO T0 5I
    SM(t,M}, AEE{I,J)
    If 1LL.Gt NUN:G0 T0 5!
    St comitmue
    DO 32 != 1.M1
    ```

```

    C0 32 3* 10N2
    00 32 K * LoN2
    KK_N!! +K
    ```

```

        00 33 {=1,N11!
        ss(it.J) = 0.
        00 33 K = 1,N22
    ```

```

    lol
    4 SSLII.J) =sSL(1.J) + SMtI.J!
        IFINDE. EO. OI GO TO 44
    URITET6.631
    00 35 I = I,NII
    35 WRITE(b,60)ISSL11.J3.J=1,N11
        IMFEDENCE MATRIP
    ```


```

            00 16 I = 1,M22
    34
    ```

```

    00}371=1.N(1
    37 mA4{1+J)= SSL(1.0.2
        CALL INVINIIS
        00 34, = 1,*N11
        S$L(I.d) = AMAIT.A)
    3* AAM(I*J) = O
        M - NCON
    49 Aa|l.t%=1%m
        CMLL LEQTIC,SSL,M,A*HAA,M,M,O,HA,IER)
        00 40 1 = 1,M
    455!t.j) REML(AMATt,J)
    40
    OMN(f.j) =aImactakiti.Jil)fom
WAITE{6.64)

```

    43 Etil' \(00.4=1.5\)
    \(\begin{aligned} & M=0 \\ & 0045 \\ & 504\end{aligned}=1.5\)
        \(5 \mathrm{MAL}=0.5 E\)
0040
20


    46 CDNTINUE
        Motit
ODIt
conifinue smal
\(c\)
6









    16 tomitiege
    RETURN
    FORMAI STATEMENTS ......





    \(4 / 111\)



    os formatifizx, 5E15.7)



    602 fokn
    ENO SUROUTINE RQLZINM, K, D.E,Z,IERRI
\begin{tabular}{l}
\(c\) \\
\(\boldsymbol{c}\) \\
\hline
\end{tabular}

    REAL DINI, EINI. 2tMA;N)
    REAL B,COF+G,H,P+R,S

    REAL SOAT,
REAG MACHEP
    ****O** MAGKEP IS A MACHINE DEPENDENT PARAMETER SPECIFYING THE
RELAITYE PREGISION OF FLORTING PDINT ARITHMETIC
    MACHEP = RE
    IEAR = ?
    IEAR IN . FQ. I: GO TO 1001

    \(F=0\).
\(8=0\)
    \(\begin{array}{ll}8=0 . \\ E 14 & =0\end{array}\)
    DO \(240 \mathrm{~L}=1 . \mathrm{N}\)
\(\mathrm{J}=0\)
\(\mathrm{H}=\) MACHEP



C IF CABSIEIMII LLE. AI GO TE 120 SO THERE IS NO EXIT THROUGH THE




    \(\infty=41 t=1\)
\(\downarrow=1\)
\(x=3\)
    41

    i,



nonnon
    STIFF. MASS AMO DAMPIME AT THE LOGER FIVE OUF FDR TME RIMS FDOTING

    WatTEt 0.071



```

c

```

```

F Faf:N N tRANSFORMATION.
l

```

```

    00 200 1% L.NML
    LO200=HM
    IF IABS(P) -t5. ABS(EIIH), GO TO 150
    C* ETT)\'P(CE + 1.0)
    ESICHRTIC=C S*PER
    S=c/R
    50 c= P/E&:
    ```


```

    S = 100 %
    ```



```

    \,
    1a0 contmue
    200 cony mue
    E{L)=S*P
    SF {ABSIEILT, OT. A! GO TO 130
    220 DILSABLESL,
    240 CDNTINUE + 
    ```

```

p-0(1)

```

```

    * = J
    260 COMT{NUE
    c
15 (K.EO. If 50 10 300
Dik)=0(J)
C DO 200,J: A,N
2{j,\!: 2tJ.K)
280 [(J,K):"
c}300\mathrm{ conrImue
c
l000 IERR=1
RETO
SUBRDUTINE TREOZINM,N.A.D,E,ZI
G
MNTEGER I,J*N,L,N,IINNM,JPI
REAL FOG.HOHMOSCALE
C DO 100 1 = 1,N
CO100 J=10!
100 CONIINUE
IF IN *EO_ It GO TO 320 - UNTIL 2 DO--********
O0 300 11: 2.N
1:1.
SCALE. = 0.

```


```

    c 120 SCALE = SCALE + ABSILIT,KII
    l()
    C\140 00 150 K* (1,t
2(1,K)* 2(1,K) ( SCALE
c}150\mathrm{ continue
F=2(t.L)
glil = SCALE * G
H:H-F*G
f=0.

```

\section*{APPENDIX 8.4}

> Modifications and Additions For User's Manual Of SHORE-III Program

In this appendix, only the necessary modifications and additions to the user's manual of SHORE-III program (40) are presented to make it applicable for SHORSS program. To introduce the soil effects in the form of the Equivalent Boundary System, modifications to number of subroutines in SHORE-III are carried out. These subroutines are: DATAl, DATA2, ESOT, GLMX, LISTID and SOLV (see the overlay structure in Figure 12). These modifications necessitate the input data to be changed in some sections of the twelve data sections of SHORE-III (40). However, new limitations are introduced as a result to the new options in SHORSS program. These limitations are given in this appendix as well.

\section*{INPUT DATA}

Given below are the modifications and additions to the input data of SHORE-III to suit SHORSS: B. Problem Control Card

The format of Problem Control Card will be as follows:
\begin{tabular}{|c|c|c|}
\hline Columns & Format & Entry \\
\hline 1-5 & I5 & Number of finite elements to be used (Maximum 47) \\
\hline 6-40 & -... & ANGED. . \\
\hline 41-45 & I5 & 1 or 0 , refers to ESS \\
\hline
\end{tabular}

The flag 1 in the ninth field signifies that the soil effect is to be considered in the analysis and the equivalent boundary system values should be supplied for each harmonic. Otherwise, no EBS to be supplied and SHORSS becomes SHORE-III program in this case. It should be noted that the soil effect is limited to the dynamic analysis only, therefore, columns 41 to 45 should be left blank in static analysis problems. D. Nodal Point Cards

If columns 41-45 in the problem control card are not left blank no geometric constraints at last node are required. Thus, it is necessary to leave columns 16 to 45 blank for the last nodal point card.

\section*{I. Loading Information Cards}

As the EBS components must be supplied for each Fourier harmonic they are introduced in this section. Thus, for each harmonic, there shall be one title card, the 'load title card', followed by a control card, the 'loading control card', followed by three cards,'the EBS cards' if columns 41-45 in the problem control card are not left blank. These cards are followed by the loading cards as usual.

The format of the first card of the EBS cards, the stiffness elements card, for each harmonic will be as follows:
\begin{tabular}{|c|c|c|}
\hline Columns & Format & Entry \\
\hline 1-15 & E15.6 & ```
Fourier coefficient for the
stiffness element in u-
direction at }0=\mp@subsup{0}{}{\circ
(or }0=9\mp@subsup{0}{}{\circ}\mathrm{ )
``` \\
\hline 16-30 & E15.6 & ```
Fourier coefficient for the
stiffness element in v-
direction at }0=9\mp@subsup{0}{}{\circ
(or }0=\mp@subsup{0}{}{\circ}\mathrm{ )
``` \\
\hline 31-45 & E15.6 & ```
Fourier coefficient for the
stiffness element in w-
direction at }0=\mp@subsup{0}{}{\circ
(or }0=9\mp@subsup{0}{}{\circ}\mathrm{ )
``` \\
\hline 46-60 & E15.6 & ```
Fourier coefficient for the
stiffness element in 的
(or }0=9\mp@subsup{0}{}{\circ}\mathrm{ )
``` \\
\hline 61-75 & E15.6 & ```
Fourier coefficient for the
stiffness element in 恠
direction at }0=9\mp@subsup{0}{}{\circ
(or }0=\mp@subsup{0}{}{\circ}\mathrm{ )
``` \\
\hline
\end{tabular}

The format of the second and third cards are like the first card except the entry will be the damping elements in the second and the mass elements in the third. However, the mass elements for all Fourier harmonic are the same, it is necessary to supply the mass card for each harmonic.

OUTPUT
The only change in the output format of the program is in the program title printout at the beginning of the output. SHORSS title instead of SHORE-III title, and a statement to be printed with the nodal point constraints to describe the type of the boundary at the shell base.

The image of system control cards used to run SHORSS from permanent file (WU650E.SHORSS) at Washington University Computing Facility, using an IBM 370 computer, is the same as those given in Appendix A of Reference (40) except the first two cards should be replaced by:
//SHORSTST JOB (65587,1466,20),'OSAMA', CLASS=N, TIME=20 //A EXEC FORTRAN,LIBRARY='WU650E.SHORSS',PROGRAM=SHORSS
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[^0]:    * The numbers in parentheses in the text indicate references in the Bibliography.

[^1]:    Figure 16. F.E. Mesh for the Time History Analysis of Two Cycles of a Sinusoidal Acceleration

