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ABSTRACT 

This is an analytical study of the local effects of lateral geologic in

homogeneity on surface ground motion during earthquakes. The model is a surface 

dipping layer overlaying a halfspace, with plane SH waves incident from the half

space in the downdip direction. Surface motion over the layer is calculated for 

transient (time domain) and harmonic (frequency domain) inputs. In the frequency 

domain constructive interference on the surface produces a standing wave pattern 

with spatial zones of resonance where translational motion is on the order of 

6-15 times that if the dipping layer were not present. Rotational motion is 

amplified to a greater extent, on the order of 20-50 times, and relative motion 

between spatially separated points, on the order of 10-20 times. The amplifica

tion mechanism is total reflection of multiply reflected plane waves between the 

free surface and halfspace. In the time domain a transient input is converted 

to a series of transients on the surface. Depending on the natural frequency 

and location of the layer, structural or instrument response to a transient in

put is amplified to the same degree that surface motion is amplified in the fre

quency domain. An extension of the analyisis, suitable for Love wave excitation, 

is described. Applications include seismic zonation, critical facility siting, 

building rehabilitation and ground failure. 
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INTRODUCTION 

Scope 

This is a study of the local effects of lateral geologic inhomogeneity 

on surface ground motion during earthquakes. Part I comprises a brief review of 

the seismological literature and examines relevant analytical, numerical, experi

mental and fleld studies. Motivated by results of the survey, Part II presents 

an analysis of the most basic, yet realistic, two-dimensional laterally inhomo

geneous halfspace model--the surface dipping layer with plane SH waves incident 

from below. This geometry is an idealization of the dipping transition layer, 

a common geologic formation. Of interest is the modification of surface motion 

over the layer in both the time and frequency domain, i.e. for transient and 

harmonic inputs. Translational, rotational and relative surface motions are 

calculated. 

Approach 

Considerable analytical advantage is gained by idealizing the class of dip

ping transition layers as a surface dipping layer, i.e. as a shallow wedge of 

softer material overlaying a harder obtuse wedge or halfspace. The dipping lay

er does not have a characteristic length and mathematically this reduces the num

ber of independent variables by virtue of dynamic- or self-similarity. The re

sult is a system of elastodynamic equations which can be solved using the method 

of characteristics and analytic function theory, rather than classical transform 

methods which are comparatively cumbersome, The soft wedge, decoupled from the 

halfspace, is analyzed first to determine the nature of the diffracted and plane 

wave system, followed by an approximate analysis of the coupled problem. Surface 

response is calculated for a transient input, from which frequency domain res

ponse is found by convolution. 
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Results 

The principal feature of surface effects due to the dipping layer is marked 

enhancement of ground motion in either the time or frequency domain. In the fre-

quency domain, constructive interference on the surface produces a standing wave 

pattern with zones of resonance where translational motion is on the order of 

6-15 times that found if the layer were not present. Rotational motion is ampli-

fied on the order of 20-50 times the free-field response, and relative motion on 

the order of 10-20 times. The highest amplifications occur for small dip angles, 

< 0 e.g. - 4. The mechanism for this behavior is total reflection of multiply re-

fleeted plane waves between the free surface and interface. In the time domain 

a transient input is converted to a series of transients, one for each free sur-

face reflection of the trapped wave. Structural or instrument response to a 

transient input is amplified to the same degree that surface motion is amplified 

for harmonic input. An extension of this analysis, suitable for Love wave inputs 

is described in the Conclusion. A complete summary, along with a discussion of 

applications and conclusions are also presented there. Potential applications 

of the dipping layer solution and its extensions include ranking of sites on the 

basis of subsurface geology with the view to seismic safety. For sites with 

dipping interfaces, comparative response over the site can be assessed by assum-

ing a range of body or surface wave inputs. In this sense absolute estimates 

of seismic input may prove to be unnecessary. 

Motivation 

This study was prompted by an ongoing interest in effects of a dipping lay-

er, e.g. Wojcik (1977), and an application to the seismic response of buried 

water pipelines. The application was based on an observation in the 1971 San 
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Fernando earthquake that water pipes near the southern edge of San Fernando 

Valley received greater damage than similar pipelines in the central valley, 

nearer the epicenter. Under the present NSF grant, several explanations were 

considered by Isenberg (1978) and basic data on differences in physical condition 

of the pipelines collected. It was suspected that local geologic features, such 

as nonuniform layering or proximity to the edge of the valley, might have pro

duced anomalous relative ground motion to which extended, segmented pipelines 

are vulnerable. This suspicion was encouraged by observations in the 1963 Skopje 

earthquake that lateral inhomogeneities and structural damage were strongly cor

related, Poceski (1969). A likely mechanism was found in work by Hong and HeIm

berger (1977) where significant effects, from a seismological rather than strong 

motion viewpoint, were shown for a dipping transition layer over a halfspace with 

waves incident in the downdip, i.e. diverging, direction. These observations 

suggested the more complete literature survey included here, Part I. 
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PART I 

A SURVEY OF THE SEISMOLOGICAL LITERATURE 

ON EFFECTS OF NEAR-SURFACE LATERAL INHOMOGENEITY 

In earthquake engineering and strong motion seismology, many models of 

the upper crust use a horizontally layered, linear elastic (or viscoelastic) 

halfspace approximation, Fig. la, to investigate free field surface response. 

Various analytical schemes based on separability and the superposition prin-

ciple can then be used to determine response for arbitrary input. Although 

these layered models are useful and valid in many situations, laterally in

homogeneous models often are more realistic, Fig. lb. Unfortunately, the lat-

ter are not amenable to any exact analytical approach, except for certain de

generate geometries with scalar motion (i.e. a single component of displacement 

as for SH waves). In the following, results of a brief literature survey on 

seismic problems involving laterally inhomogeneous half space models are des

cribed. Only those papers dealing with geometries or techniques with some bear

ing on earthquake response in the neighborhood of near-surface lateral inhomogene

ities are examined (e.g. classical scattering or diffraction type problems are 

excluded). Analytical, numerical, experimental and field studies are described 

in that order~ followed by a discussion and conclusions motivating Part II. 

Analytical Studies 

Exact solutions for a halfspace with lateral inhomogeneities near the sur

face are extremely difficult. This is due to characteristic lengths and associ

ated resonances introduced by the inhomogeneity, as well as the coupling between 

P and S waves at material interfaces and boundaries. For the case when only one 

wave type exists, e.g. SH waves or P waves under an acoustic approximation, cer

tain realistic geometries can be solved. Generally,physical and rational mathe

matical approximations must be employed. 
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Notable in the context of exact solutions are papers by Trifunac (1971) 

and Wong and Trifunac (1974) on surface motion of 2-D semi-cylindrical and semi

elliptical alluvial basins, respectively, for incident plane harmonic SH waves. 

The authors found that, through constructive and destructive interference in the 

basin, surface displacement amplitude changed rapidly over short distances, vary

ing as much as an order of magnitude, and that both the distribution and amplitude 

were strongly dependent on frequency and angle of incidence. 

Although informative, the above approach is only applicable to a restricted 

class of surface inclusions. A more general approach, no longer exact but rely

ing on a rational approximation (formulated in principle by Rayleigh), is contain

ed in a paper by Aki and Larner (1970). They investigated the 2-D surface motion 

of a layer over a halfspace with irregular interface, subject to SH inputs from 

the halfspace at arbitrary angle. The scattered wavefield was represented by a 

linear combination of plane waves with discrete horizontal wavenumbers and the co

efficients determined by satisfaction of boundary conditions (in a least-squares 

sense) in the wavenumber domain (utilizing the FFT). There were two major motiva

tions, namely the study of crustal structure and the ground motion problem. For 

the latter, surface displacements were obtained for soft basins with relatively 

long wavelength SH waves incident at arbitrary angle. It was found that more 

energy was trapped by the basin for shallow incidence angles, in contrast to verti

cal incidence, Fig. 2a, and that lateral amplitude variations (by a factor of 2) 

were quite pronounced over the surface of flat, soft basins. From the viewpoint 

of crustal structure studies, models of the Moho discontinuity with dimpled and 

stepped irregularities, e.g. Fig. 2b, were examined. Whereas in the basin the 

surface displacements were due primarily to resonance effects, surface displace-
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Figure 2. a) Shallow alluvial basin, A & L (1970). 
b) Step in the Noho discontinuity, 

A & L (1970). 
c) Dipping transition layer, H & H (1977). 
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ments for the irregular Moho interface were due to focusing and defocusing 

of rays with minor contributions from multiple reflections. 

The above analyses were performed essentially in the frequency domain. 

An analysis of lateral inhomogeneities in the time domain using ray theoretic 

methods has recently been performed by Hong and HeImberger (1977). They applied 

generalized ray theory to a dipping transition layer over a half space with SH 

line sources in or below the layer, e.g. Fig. 2c. Diffraction from the corners 

was neglected and asymptotic approximations used in the Cagniard-de Hoop formal

ism restricted the input to short-period pulses. The authors calculated a num

ber of surface displacement records for various source positions, dip angles, 

etc., of use in interpreting surface records in the neighborhood of dipping lay

ers. A useful conclusion was that waves propagating in the downdip direction 

were more effective in exciting the dipping layer than waves in the updip direc

tion. This was due to the fact that a thickening layer (downdip) tended to de

crease the incidence angle of a ray at the interface, rapidly becoming super

critical and trapping the energy, Fig. 3a; whereas a thinning layer (updip) 

tended to increase the incidence angle and most of the energy leaked into the 

lower halfspace, Fig. 3b. A second related paper by Hong and HeImberger (1976) 

dealt with vertically incident SH waves in a soft basin, similar to that treated 

by Aki and Larner (1970). The analysis was by means of geometrical acoustics. 

Of primary interest was the foeusing and defocusing of waves by the curved inter

face and the development of caustics. It was noted that foci or caustics near 

the surface could be ~ignificant in terms of earthquake hazards. 

In addition to the above investigations, there are many papers dealing with 

approximate methods for the analysis of wave propagation across surface steps, 
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Figure 3. Comparison between downdip and updip propagation. 
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nonhorizontally layered structures, etc., e.g. Knopoff and Mal (1967); Alsop 

et al (1974). The excitation for many of these are surface waves, typically 

Love waves. Such inputs are motivated by seismological aspects of surface 

wave propagation across continental margins, e.g. dispersion relations, and 

are not considered further. 

Numerical Modeling Studies 

One advantage of exact or approximate analyses over model studies, either 

numerical or experimental, is the relative ease in which dominant physical mech

anisms and phenomena can be isolated. However, in applications model studies 

are required and this section examines relevant finite difference and finite ele

ment solutions. 

One of the first extensive numerical studies of lateral inhomogeneities 

from a seismological viewpoint was a paper by Boore (1970) in which a finite 

difference code was used to solve the problem of Love waves propagating through 

a change in crustal thickness. The code used an explicit integration scheme 

with transient Love wave input by means of initial values over a portion of 

the grid. It was verified by means of an available exact solution. Surface 

amplitude and phase information was presented for a transient Love wave with a 

Ricker wavelet surface displacement incident on a transition in crustal thick

ness (i.e. depth of Moho discontinuity) from either side. Results obviously 

applicable to surface motion studies on the scale of interest here were not 

discussed, however the value of the paper was its presentation of a rigorous 

numerical approach to the study of such problems, particularly the use of trans

ient inputs and resulting amplitude and phase spectra on the surface. In later 

papers, Boore looked at the effects of simple topography (hills, valleys and 
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basins) on surface acceleration. An overview of the general approach and vari

ous problems examined is given in Boore (1972). 

Concurrent with Boore's work was a paper by Lysmer and Drake (1971) on the 

use of a finite element code to analyze steady state Love wave propagation across 

nonhorizontally layered structures. Their approach coupled the modal analysis of 

a horizontally layered input model, a laterally inhomogeneous model and a hori

zontally layered output model. This is discussed more fully in Lysmer and Drake 

(1972), where, for input of a fundamental surface wave mode, they were able to 

compute the fundamental and higher transmitted and reflected modes, accounting 

exactly for all of the incident energy in terms of surface waves only. One cal

culation on Love waves in an alluvial basin indicated that most of the surface 

wave energy propagating across the basin was transmitted at the edge, with negli

gible reflection. In Drake and Mal (1972) the same method was used to examine 

Love and Rayleigh waves in the San Fernando Valley. One example showed Love 

wave surface amplitude amplification by a factor of 5 or so for a shallow dipping 

layer, as well as considerable lateral variation in displacement. Rayleigh wave 

amplification was a factor of 2 with less lateral variation. These results were, 

of course, strongly dependent on input wavelength and layer properties. One ap

parent discrepancy in the above analysis was that all of the incident surface wave 

energy was transmitted and reflected as fundamental and higher mode surface waves, 

whereas, depending on the inhomogeneity, a significant portion should be converted 

to body waves. However, the results are consistent with the assumption of a fixed 

boundary at the model base. 

In reference to the previously mentioned work of Hong and HeImberger (1977), 

Hong used a finite element code in his thesis, Hong (1978), to check the results 

of various ray theoretic approximations. SWIS, a low order explicit scheme de-
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veloped by Frazier and Peterson (1974) was used. Two problems of interest 

were the dipping layer excited by an SH line source in the underlying half

space, Fig. 2c, and an alluvial basin excited by a plane SH wave incident 

vertically from below, Fig. 2a. Because swrs uses single point spatial inte

gration over an element, Hong investigated the influence of irregular elements 

at inclined or curved interfaces and element size transitions; no anomalous 

results were found. The grid size was kept smaller than one-tenth of the quar

ter-power wavelength in the power spectrum of the source time function. Agree

ment between ray theoretic and finite element solutions was excellent. 

Experimental Modeling Studies 

A number of experimental model studies have addressed the problem of wave 

propagation through laterally inhomogeneous crustal structure. Typically, these 

deal with seismological effects of the continental margin, e.g. Kuo and Thompson 

(1967), Martel, et al (1977), and more recently scattering due to topography, 

e.g. Rogers, et al (1974). Experiments usually consist of laboratory plane stress 

models with Rayleigh or body waves excited by a small explosive charge or piezo

electric transducer. Note that SH motion, particularly Love waves, are not amena

ble to such modeling. 

A novel experiment in strong motion seismology, on a much larger scale than 

those above, Wong, et al (1977), used the forced rocking vibration of a nine-story 

structure at Caltech as a source of SH waves. Thirteen seismometer records were 

obtained along a 5.5 kilometer array traversing an elongated canyon underlain by 

a shallow dipping alluvial layer. Subsequent exact analyses of approximate 2-D 

models of the canyon and dipping layer showed that the dipping layer was consider

ably more important than the canyon in modifying the records. 
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An experiment which is particularly relevant to relat~ve motion studies 

was performed by Stephenson (1973). He showed strong effects of small scale 

bedrock interface depth variations in generating relative displacements on 

the surface. The experiment consisted of a stepped bedrock halfspace (modeled 

by a rigid base) covered by a layer of soil (modeled by jelly). For horizontal 

bedrock motion normal to the step (provided by a shaker table) relative motion 

across the step on the surface was large for certain frequencies over distances 

comparable to the mean depth of soil. Stephenson's explanation was that, for 

frequencies midway between the resonant frequencies of the soil columns on either 

side of the step, relative displacement was maximized due to the phase difference. 

This is a general property of coupled resonators, i.e. one resonator is above re

sonance and will lag the driving force while the other is below resonance and will 

lead. Across the coupling the phase lag and lead combine to yield a large rela

tive response. Stephenson concluded that in all probability many damage effects, 

formerly attributed to local high accelerations or fault movements, are really 

caused by resonance-induced relative surface displacements. 

Field Studies 

Detailed field observations are probably the best indicator of the types of 

lateral inhomogeneities likely to enhance ground response and earthquake damage. 

The papers described here are to the point but by no means do they represent a 

complete review. 

In an effort to correlate ground response variability with subsurface struc

ture, Murphy and Hewlett (1975) analyzed seismic response in Las Vegas due to six 

underground nuclear tests at NTS. They found that variations in long-period seis

mic response of as much as an order of magnitude could be expected at sites only 

a few kilometers apart. Simple models of surface wave propagation through surface 

14 



layers of varying thickness could account for much of the observed variability. 

In addition, surface waves reflected back from the valley boundaries at the base 

of surrounding mountain ranges were judged to have a significant effect on the 

response. 

Of particular relevance to this review is a paper by Poceski (1969) on the 

ground effects of the magnitude 6 earthquake in Skopje, Yugoslavia, July 26, 

1963. The damage pattern over the small area of the city varied from no damage 

to complete destruction, separated in exceptional cases by a city street. From 

subsequent seismic surveys there was generally good correlation between the damage 

distribution, surface soil thickness and the predominant period of microtremors. 

However, the greatest destruction occurred on a belt defined by an "abrupt" 

change of alluvium thickness. Also heavy destruction occurred on the shallow, 

tapering alluvium side. Cross sections through the most heavily damaged regions 

are illustrated in Fig. 4. The mechanism by which these inhomogeneities caused 

such destruction was not well understood. 

Discussion 

It is clear from the survey that there are a number of geometries and in~ 

puts to be included in an investigation of surface response due to lateral inhomo

geneity. Two-dimensional representations of the alluvial basin, stepped interface, 

and dipping transition layer, Fig. 2a-c. are the typical geometries considered, 

while inputs include the range of common wave types supported by an elastic con

tinuum, e.g. SH body waves and Love and Rayleigh surface waves, with some con

sideration of P and SV body waves. The survey and this discussion are essentially 

limited to 2-D phenomena. 

In order to categorize and discuss geometrical aspects it is useful to 

note that the inhomogeneities can be approximated by a combination of uniform 
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figure 4. Cross sections through the most heavily damaged sections 
in Skopje (from Poceski (1969)). 
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surface layers and dipping layers. The transition layer combination shown in 

Fig. Sa achieves an abrupt or gradual change in depth depending on the choice 

of parameters. The basin is represented by two transition layers and a uniform 

layer as in Fig. 5b. In general, the complexity of wave propagation in these 

structures increases in proportion to the number of characteristic lengths 

(resonances). The simplest geometry is a degenerate transition layer, namely 

the surface dipping layer, Fig. Sc, because it does not possess an absolute 

length scale. Next is the transition layer with from one to three lengths, and 

then the basin with two to seven lengths. 

Just as the complexity of wave propagation depends on the number of character

istic lengths in the geometry, so does it depend on the nature of seismic input. 

Lengths associated with the input couple with lengths in the geometry to further 

complicate the response. Plane body waves are the simplest, lacking a length 

scale due to the source at infinity. When the source moves to a finite distance 

the length exhibits itself as wavefront curvature. In contrast to the case of 

body waves, for surface waves excited at an infinite or finite distance, there 

always appears to be an explicit length associated with depth decay. 

Based on the above observations, the most fundamental problem of lateral 

inhomogeneity is the surface dipping layer, Fig. 5c, subject to plane SH waves 

incident from below, because both the geometry and input lack a characteristic 

length. The problems found in the survey are all complicated by numerous lengths, 

the effects of which are difficult to separate. These are discussed below. 

For plane harmonic SH waves incident on. a basin at arbitrary angle, it 

was found in the survey that lateral amplitude variations over the surface were 

quite pronounced, varying in certain cases by an order of magnitude; and more 

energy was trapped by grazing incidence than by vertical incidence (W & T (1974), 
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a) 

b) 

c) 

Figure 5. a) Dipping transition layer. 
b) Alluvial basin. 
c) Surface dipping layer. 
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A& L (1970». The degree to which the high amplitude variations were due to 

vertical or horizontal interference in the basin was not explored; however, re

sults of H & H (1977) comparing updip and downdip propagation in a transition 

layer and L & D (1972) on the reflection of surface waves at the edge of a 

basin indicate that the edges of alluvial basins are poor reflectors. There

fore, it is likely that interference in the horizontal direction (across the 

basin) is generally less important than that in the vertical. Pu~ exception would 

be the case of high impedance mismatch between the alluvium and adjoining bed

rock. This could explain the significant amount of surface wave energy reflected 

from the base of a mountain range near Las Vegas (M & H (1975». The observa

tion that grazing incidence was a more effective input than normal incidence 

can be understood on the basis of critical angles of reflection. For near nor

mal incidence, numerous wave reflections occur between the free surface and 

interface a:t subcritical angles (H & H (1978», leaking much of the energy back 

into the underlying halfspace; whereas for near grazing incidence the multiple 

internal reflections more readily become supercritical at the dipping interfaces, 

thus trapping energy by total internal reflection. 

Evidence from the Skopje earthquake (p (1969» indicates that strong motion 

enhancement likely to damage conventional structures can occur over an isolated 

dipping transition layer, Fig. 4. One possible explanation is relative displace

ment across the transition due to the coupled resonant column effect described 

in S (1973). However, the transitions in Fig. 4 are typically broader than that 

assumed by Stephenson, yielding less pronounced gradients of relative motion. 

Another possibility is near-surface foci or caustics (H & H (1978» in the 

transition layer, causing enhanced surface motion. The fact that destruction 
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occurred continuously along a rather nonuniform belt (see Fig. 4 for cross 

sections) defining a change in alluvium thickness seems to argue against this, 

however. Also, the calculations of H & H (1977) for pulsed sources in or be

low such a transition layer give no indication of anomalous surface response. 

These observations tend to indicate that some other mechanism, beside those 

found in the literature survey, is responsible for the damage at Skopje. 

The problem of lateral inhomogeneity is obviously complicated by the vari

ety and variability of geologic configurations and seismic inputs. As a conse

quence, the only tools available for solving the general problem are numerical, 

typically finite element or finite difference modeling procedures. The work 

of B (1970), L & D (1971) and H (1978) show that this approach is informative 

and reasonably economical. B (1970) and L & D (1971) used the finite difference 

and finite element method, respectively, to investigate surface wave propagation 

through inhomogeneities, while H (1978) used the finite element method as a 

confirmation of approximate ray theoretic analyses. These methods can be ap

plied to arbitrary geometry and input, and can perform modal or transient (linear 

or nonlinear) analyses. The transient analysis is well suited to following de

tails of wave propagation in geologic structures, whereas the modal analysis 

is advantageous when multiple reflections and resonance phenomena predominate. 

Such methods have well-known limitations related to problem size and spatial/ 

temporal discretization; however these do not detract appreciably from their 

usefulness as computational tools in modeling surface response of the type dis

cussed above. 

Conclusions 

The survey shows that our understanding of the effects of near surface lat

eral inhomogeneity on ground response is qualitative and by no means complete. 
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For example, 2-D solutions indicate that high amplifications are to be expected 

in certain alluvial basin configurations, but existing solutions neither explain 

nor suggest how destructive surface motion can in fact occur over a simple transi

tion in alluvium depth. Clearly some fundamental problems and inputs still need 

to be examined in order to clarify and bound such phenomena. 

A first step is to establish the mechanism whereby lateral inhomogeneities 

can cause anomalous surface behavior. In the discussion of basin response it 

was concluded that vertical rather than horizontal interference was the dominant 

cause of surface amplification. This suggests that the basin edge, modeled as 

a dipping transition layer, Fig. Sa, be examined for resonance behavior. This 

also provides a good model of the geology at Skopje, Fig. 4. To allow an analytical 

rather than numerical solution, the transition layer is further idealized as a 

surface dipping layer, Fig. Sc, with plane SH waves incident from below. The 

analysis is performed in Part II of this report. 
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PART II 

SURFACE DIPPING LAYER RESPONSE 

DUE TO INCIDENT PLANE SH WAVES 

The lateral inhomogeneity to be investigated in Part II is the surface 

dipping layer illustrated in Fig. 6 with plane SH waves incident from below. 

The model consists of two bonded wedges: the acute wedge representing alluv-

ium or sediments, i.e. a soft geologic formation, and the other wedge represent-

ing some harder formation. By idealizing these formations as elastic continuua, 

linear wave propagation techniques can be applied to determine dynamic response. 

Such methods are particularly simple for wedge-shaped regions with plane wave 

excitation because no characteristic length exists and solutions exhibit dynam-

ic or self-similarity, e.g. Keller and Blank (1951), Achenbach (1970). In order 

to simplify the presentation while retaining the important features of the model, 

the harder wedge is allowed to degenerate to a ha1fspace as shown in Fig. 6. 

In the dipping layer, mass density, shear modulus and shear wavespeed are 

p, ~, c =~, respectively; w is antiplane particle displacement, ~ is particle 

velocity and v = w/v is the nondimensionalized velocity, where v is a normali-
o 0 

zation factor. -Corresponding quantities in the halfspace are barred, e.g. c. 

The input is a plane SH wave incident on the halfspace interface from below, in 

the downdip direction, with incidence angle, o. This is illustrated in Fig. 7 

for a velocity step of amplitude v so that the nondimensionalized velocity, 
o 

v =*/v , is equal to 1 behind the step. At t = 0 the point of reflection, trav
o 

eling at V = c/sin~, is assumed to pass the edge of the dipping layer. When 
o 

t < 0, to the left of the edge the incident wave reflects in kind off the free 

surface with amplitude, v (reflection coefficient, R = 1). Behind the reflected 
o 

wave the particle velocity is therefore 2v. As the point of reflection passes 
o 

the edge, amplitude of the reflected wave changes abruptly from v to Rv , where 
o 0 
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R is the reflection coefficient at the material interface (c.f. (A-II) in 

Appendix A). In addition there is a diffracted cylindrical wave in the half-

space and layer (not shown) emanating from the edge at t = O,and a refracted 

system of plane waves in the dipping layer. Amplitude of the leading refracted, 

i.e. transmitted, wave is Tv , where T = l+R (A-12). 
o 

TIME DOMAIN WEDGE RESPONSE 

The coupled system of waves propagating in the dipping layer and half space 

are quite complicated. A complete analysis is possible by applying an integral 

equation method developed by the author for another type of wedge problem, 

Wojcik (1977). However, for the purposes of this report a somewhat ad hoc 

approach is used which yields predominate response as well as considerable physi-

cal insight. To this end note that if the impedance ratio, 

r~PC . pc ' 

is assumed high (e.g. a low density or slow dipping layer such that I » 1) then, 

from results in Appendix A, the incident wave reflects off the material interface 

as if it were stress free, i.e. R = 1. Hence the interface particle velocity is 

just 2v behind the point of reflection. 
o 

The impedance assumption essentially decouples the layer and halfspace and 

reduces the problem to an elastic wedge with upper surface traction free and pre-

scribed velocity on the lower surface. Solutions are valid for high impedance 

mismatch across the interface, e.g. alluvium over dense bedrock, and in addition 

they exhibit the major features of response in the more general case. From this, 

approximate solutions for moderate impedance mismatch are obtained in a subsequent 

section. 
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Self-Similar Solutions 

The wedge coordinate system is illustrated in Fig. 8. The equation govern-

ing antiplane particle motion, w, is the 2-D wave equation in polar coordinates, 

1 1 
w + - w + -2 wee rr r r r 

The boundary conditions are 

e = 0: 

1 •• -zw. c 

e = y: VI v H(V t-r), 
o 0 

(1) 

(2a) 

(2b) 

where v 2v is the jump in 
0 0 

particle velocity across the point of reflection, 

which moves at 

V 
0 

== ~/sin 6 . (3) 

Because no characteristic length appears in the problem, dimensional analysis 

yields the following nondimensiona1 groups 

_ w 
v -

v o 

ct 
s ==~ , e , 

to which solutions must conform. The particle velocity is therefore self-similar, 

i.e. snapshots of the velocity field at increasing times are always similar and 

the spatial metric scales linearly with time. 

In terms of the nondimensiona1 particle velocity, v, and similarity variable, 

s, the governing wave equation becomes 

(4) 

(i.e. taking the time derivative of (1), dividing by v and changing variables 
o 

via tV
t 

= 

become 

-rv 
r 

sv for va function of sand e only). 
s 
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Figure 8. The wedge coordinate system. 
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e 0: ve = 0 , 

e = y: v = H(s-c/V ) • 
o 

(5) 

(6 ) 

The resulting differential equation is of mixed hyperbolic-elliptic type. 

_ -1 
For s > 1 the transformation, p = cosh s, reduces it to canonical-elliptic 

form (Laplace's equation), 

vpp + vee = 0 , (7) 

while for I s I < 1, q :: cos-Is yields the canonical-hyperbolic form (one-

dimensional wave equation), 

(8) 

In the hyperbolic domain, lsi < 1, d'Alembert's solution of the wave 

equation is 

(9) 

where a± are characteristic coordinates, constant on straight lines tangent 

to the diffracted wavefront, r = ct (i.e. s = 1, also a characteristic), at 

e = a+, Fig. 9. The solution in the elliptic domain, s > 1, can be written as c _ 

v = Re V(a) , (10) 

a e + i cosh~ls 

where V(a) is an analytic function of the complex variable, a, over a semi-

infinite strip in the a plane, Fig. 10. 

Plane Wave Solutions in the Hyperbolic Domain 

Plane wave solutions in the hyperbolic domain are dervied in Appendix B. 

They consist of multiply reflected plane jumps in particle velocity propagating 

between the wedge faces as shown in Fig. 11. The discontinuities of course co-
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-1 
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-1 
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c 
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c 

Figure 9. Characteristics in the hyperbolic domain. 

-1 
cosh s 

a plane 

C Y 

Figure 10. Semi-infinite strip in the complex 
a plane. 
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incide with the a± characteristics. The points of reflection are at 

s = sin <5 n n 

where 0 is the angle of incidence and reflection, 
n 

with 

. -1 
0 0 = Sln sO' 

(11) 

(12) 

(13) 

being the angle of refraction of the initial wave due to the jump in particle 

1 . - c ve OClty at So = V- From (A-II) the reflection coefficient off a free boundary 
o 

is +1, while off a rigid boundary it is -1. Therefore across the wave between 

So and sl (denoted by sOsl) the normalized velocity increases by one and like

wise across s l s2; and across s2s3 and s3s4 it decreases by one. The resulting 

velocity field is indicated in the figure. The free surface response is plotted 

above the wedge and it is seen that the incident step is converted to a number of 

pulses of magnitude 2 propagating away from the wedge vertex. This surface res-

ponse can be written as 

J n+l 
L (-1) H(s-s2n_l)' 

n=l 
v(s) = 2 (14) 

where J is the number of internal reflection off the free surface (c.f. (B-9) in 

Appendix B). 

Diffracted Solutions in the Elliptic Domain 

Diffracted solutions in the elliptic domain are derived in Appendix C. 

Physically these correspond to either a loading or unloading wave from the vertex 

which pro~ides the transition between the dynamic response in the hyperbolic do-

main, i.e. the plane wave solution, and the long-time response at the vertex, 
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where v = 1. The solution for V(a), from which particle velocity, v, is obtained 

as the real part, is found by mapping the semi-infinite strip in the a plane, 

Fig. 10, onto a halfp1ane and constructing a solution by means of analytic func-

tion theory. The result of this procedure is a solution for v
s

' which on the 

free surface is 

'IT 8 
c f 'IT-I 

(_l)J 
sin--

y (15) 
v (s) . 1 l+cosh(ycosh s) 

--
s y 

vi+cos'IT~c £2-1 'IT 8 
'IT -1 c cosh(-cosh s)-cos--
y y 

Note that this is singular but integrable at s = 1 due to the wavefront singu-

larity, l/~. The critical angle, e , is the angle at which the plane wave 
c 

solution terminates tangentially on the s = 1 diffracted cylindrical wave, and 

is given by (B-lO). When 8 = 0, v vanishes for s > 1 and the surface velocity 
c s 

is constant, equal to unity behind the diffracted front. Otherwise the velocity 

approaches unity as. shown in Fig. 11 where the behavior of v near s = 1+ is like 

Is-I. 

Time Domain Response Spectra 

It has been shown, (14), that a step in velocity on the lower surface of the 

wedge is converted to a number of pulses on the free surface. There are typically 

two approaches used in analyzing such time domain motion, one physical and the 

other mathematical. Because ultimate interest is in the response of physical sys-

terns located on the wedge surface, the physical characterization is in terms of :~"" 

response of an array of single degree of freedom oscillators to the surface moti nn 

covering the frequency window of interest. This yields the so-called response ""i"" 

trum. The mathematical characterization is by means of the Fourier transform and 
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resulting amplitude and phase spectra. The mathematical method of Fourier analy-

sis is more general and is therefore applied in the following sections. 

FREQUENCY DOMAIN WEDGE RESPONSE 

The surface response has been determined for a simple jump, v , in particle 
o 

velocity, corresponding to a delta function in acceleration (multiplied by v ), 
o 

traveling on the lower surface. In general, knowing the response to a delta func

tion acceleration input, call it a~, then applying the superposition principle, 

the response to arbitrary acceleration input, aI' 'follows from the convolution 

integral, 

t 8 
aR = JaI(t-T) aR(T)dT 

o 

For harmonic input, if a
I 

is wcoswt, corresponding to 

[
to t 

aR = w coswt ~COSWT aR(T)dT + sinwt ~sinwT 

(16) 

vI ~ sinwt, then 

Steady state response is found by replacing t with t + 2nrr/w for n + 00 through 

the integers. This yields 

a = w A cos(wt-l:?) , 
R 

(17) 

8 
where A is the amplitude of the Fourier transform of aR, and P is the correspond-

ing phase, i. e. 

a~ ::: Je
iwt a~ (t)dt 

o 

~8 
A(w) = Mod aR 

Note that a~ =: 0 for t < O. 

-p (w) 

(18) 

To calculate harmonic surface response first note that surface acceleration, 

Wtt = vovt , can be expressed as 
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cv 
o --v 

r s 

by virtue of the self-similarity (i.e. t v = s v). The surface response due 
t s 

to a delta function in acceleration across the input wave is Wtt/v
o

' hence 

c -v r s 

and substituting this into the Fourier transform gives 

co 

feir.ls v (s)ds 
s 

o 

where r.l is the nondimensional frequency parameter, r.l == rw 
c 

(19) 

In the hyperbolic domain, 0 < S < 1, differentiating (14) gives 

v 
s 

2 
J n+l 
L (-1) o (s-s2n_l) 

n=l 
(20) 

frGffi which (19) is evaluated directly, using the sifting property of the delta 

function, as 

~o I 
aR p lane waves 

J 
2L 
n=l 

(21) 

This gives the contribution of the multiply reflected plane waves. 

In the elliptic domain, s > 1, substituting (15) directly into (19) and 

integrating from 1 to co yields the Fourier transform of the surface acceleration 

due to the diffracted wave. Numerical evaluation of the singular Fourier inte-

gral is a simple exercise if the integrand is rewritten as 

~o I 
aR diffracted wave 

TIe co 

J . c ·/l+COSh~ 
(-1) slny f eir.lcoshp --',-----'----,-;:;--

y ~ TIe c TIp TIe c 
1 +cos-- cosh- - cos--

y 0 y y 

dp (22) 

TIp 
-1 

where p == cosh sand dp /--:z-:;- - 2y 
ds / v s -1. The integrand decays like e for 
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moderate p, hence for wedge angles of interest here (on the order of 100 or less, 

such that 2~ ~ 9) the range of integration is typically less than 2. For large 

~ the integrand is highly oscillatory and an asymptotic representation of the 

Fourier transform can be obtained using the method of stationary phase, e.g. 

Copson (1967). Noting that the phase, ~cosh p, in (22) is stationary at the 

lower limit, it follows that 

-01 (_l)J 
ad' ff '" R l racted wave y 

TIe 
. c 

Sln--
y v~ 

- TIe 
i(r2+TI/4) e • (23) 

l-cos--.£ 
y 

Therefore the Fourier transform, hence the contribution of the diffracted wave, 

decays like 1/ I1f for ~ large. Because ~ 

like l/Ir for fixed w, or 1/ IW for fixed r. 

rw this is equivalent to a decay 
c 

Summing the Fourier transforms of the hyperbolic and elliptic surface res-

ponse and calculating the amplitude and phase spectra, A(w) and P(w) respective-

ly, the harmonic velocity and displacement response are 

v = A(w) sin(wt-P(w», 

-1 d=w A(w) cos(wt-p(w», 

(24) 

(25) 

i.e. integrating (17). The actual velocity and displacement follow a multipli-

cation by v. Representative amplitude and phase spectra versus ~ are plotted 
o 

in Figs. 12 and 13 respectively, for a range of wedge angles with V = 3c. The 
o 

rw r 
nondimensional frequency, ~ = -- = 2TI- where A is the wavelength in the wedge, 

c A ' 

can be viewed as either a space-fixed or frequency-fixed coordinate. For exam-

pIe, Fig. 12 can be interpreted as the amplitude at some fixed distance, r, from 

the vertex for a range of input frequencies; or conversely, as the amplitude ver-

sus distance for a fixed frequency. The latter interpretation is assumed in what 

follows. 36 
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The Amplitude Spectrum: Translational Surface Motion 

The principal feature of the amplitude spectrum is the pronounced peak in 

f On a 30 d f 1 h' d f . sur ace response. we ge, or examp e, t ere lS an or er 0 magnltude 

amplification at ~ = 2~I ~ 40, i.e. at a distance from the vertex of approxi

mately 6.4 wavelengths for a fixed input frequency. The magnitude of the ampli-

fication and the frequency at which it occurs are of course dependent on the 

wedge angle and phase velocity, V , of the input on the lower face. This de
o 

pendence is illustrated in Fig. 14. The amplitude increases as the wedge angle 

decreases and as V increases. 
o 

The mechanism for the surface velocity amplification is constructive inter-

ference of outgoing waves from the edge. The harmonic contribution of the 

diffracted wave is a single wavetrain of amplitude 1 or less, while the contri-

but ion of the multiply reflected plane waves is a wavetrain of magnitude 2 for 

each of the J free surface reflections. Clearly, the more internal reflections 

the higher the amplification when the resulting harmonic waves are in phase. 

From results derived in Appendix B, the number of free surface reflections be-

haves like 

where lntC ) gives the integral part of the argument. Hence, in a number-

theoretic sense J is inversely proportional to y and increases with V , inquali
o 

tative agreement with the results plotted. 

In Fig. 15 the amplitude spectrum is plotted with and without the diffracted 

wave. It is seen that the diffracted part is significant in the lower frequen-

cies, but at higher frequencies, where the high amplifications occur, its effect 
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is diminished by the ,j 1/0, decay, (23). In Fig. 16 the spectrum for a higher 

frequency range is shown. Clearly the first spectral peak, from which Fig. 14 

was obtained, is not necessarily the highest. Each peak corresponds to construc-

tive interference of the outgoing wavetrains, and this type of behavior continues 

to infinity. 

The Phase Spectrum: Rotational and Relative Surface Motion 

The role of the phase spectrum is, in conjunction with the amplitude spec-

trum, to determine surface rotation (at a point) and relative surface motion be-

tween spatially separated points. Referring to Fig. 13, the phase is an increas-

ing, reasonably smooth function of frequency, 0,. 

Motion at a point on the surface is composed of a translational component, 

discussed in the previous section, and a rotational component. Infinitesimal 

rotation, denoted hy 1jJ~ is equal to the limit of ~~ as I'1r -)- 0, e.g. the inset in 

Fig. 17. Differentiating (25), noting that ~r = ~ ~0, , and rearranging yields 

1 / A'2+A2p,2 . ( -1 AP'sinP-A'cosP) 
y Sln wt-tan AP'· P+A' P c Sln cos 

(26) 

where the prime designates a derivative with respect to 0,. This is normalized 

by multiplying by V , whence V 1jJ is the ratio of surface rotation to interface 
o 0 

rotation, i.e. the rotation output, divided by the rotation input. The phase of 

rotation in (26) is of no interest here. The normalized rotation amplitude spec-

trum, 

-

V 
o 

c 
(27) 

is plotted in Fig. 17, corresponding to the spectra in Figs. 12 and 13. The 

peak normalized rotation for a range of wedge angles and interface phase velo-
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cities is plotted in Fig. 18. It is apparent that the wedge is an efficient 

amplifier of rotational motion. Note however, that for cases with high ampli-

fication, e.g. V Ic = 9, the input motion is correspondingly less; therefore 
o 

the actual surface motion does not depend on V to the degree the normalized 
o 

results would indicate. 

In order to evaluate the dependence of surface rotation on diffraction, 

a rotation amplitude spectrum with and without the diffracted wave is shown 

in Fig. 19. A similar plot of the derivative of the velocity phase spectrum 

used in (27) is shown in Fig. 20. Clearly, for the higher frequencies where 

high amplification occurs, diffraction is a minor contributor. 

Over distances on the surface much shorter than the incident wavelength, 

the translational and rotational components described above are sufficient 

to characterize surface response. However, between points separated by some 

fraction of a wavelength, relative motion is important. Consider two stations, 

1 and 2, on the surface of the wedge, e.g. the inset in Fig. 21, separated by 

a so-called gagelength, L = r 2-r
l

. Relative velocity, ~v, between the two 

stations is 

~v = Alsin(wt-Pl ) - A2sin(wt-P2) , 

where the As and Ps are evaluated at each station, e.g. A2 = A(~2) = A(2nRtL
). 

This can be written as 

~v = ~A sin(wt-~P), (28) 

with ~A given by (the law of cosines) 

(29) 

Clearly ~A is maximum, equal to Al +A2 , when the phase difference is an odd 
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multiple of TI; and minimum, equal to IAl-A21, for even multiples. The rela

tive phase, 6P, is irrelevant. 

As an example consider a 30 wedge. In the range of ~ for maximum amplifi-

cation, e.g. ~~ 40 in Fig. 12, referring to Fig. 13 the ~ increment, ~2-~1' 

corresponding to a phase difference of n, is approximately 5. From the defini-

tion of ~ 

the gagelength giving maximum relative velocity is found to be L ~ .8A. The 

relative velocity spectrum for a range of gagelengths is shown in Fig. 21. It 

is seen that even over distances on the order of 20-30% of a wavelength, rela-

tive motion amplification is fairly high. Note that these results are not nor-

malized as were the rotation spectra. 

APPROXIMATE SOLUTIONS FOR THE DIPPING LAYER 

The previous wedge analysis was based on the assumption that the impedance 

mismatch between the dipping layer and halfspace was very high. For moderate 

mismatch the wave system is complicated by strong interaction across the inter-

face, thus allowing energy in the dipping layer to leak into the halfspace. This 

interaction also includes the presence of supercritically reflected plane waves 

(Appendix A) and head waves. 

Consider the situation depicted in Fig. 22, where the wavespeed in the half-

space is twice that in the dipping layer. As the point of reflection passes the 

edge of the dipping layer, the entire wave system is instantaneously generated 

as shown, and expands linearly with time. The transmitted wave reflects off the 

free surface and then off the interface. Because the point of reflection on the 
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interface is behind the diffracted cylindrical front in the halfspace, no re

refracted wave exists and the reflection is supercritical (total internal re

flection). Note however, that if the point of interface reflection were in 

front of the diffracted wave, a refracted wave would appear (partial reflection), 

thus leaking energy from the dipping layer into the halfspace. The waves due 

to multiple reflection (sub or supercritical) of the transmitted wave in the 

dipping layer, are called primary waves here. 

When a plane step reflects supercritically off an interface, as discussed 

in Appendix A, the wavefront singularity is converted from a simple step to a 

step plus a logarithm (singular at the front). This yields a system of head 

waves in the layer. In addition, as the diffracted cylindrical front in the half

space grazes the interface, it excites secondary head waves. Note that these 

secondary waves are intimately connected with the diffracted wave in the half

space, whereas the primary waves are not. 

These observations, in conjunction with the previous wedge analysis, 

suggest that a useful approximation for moderate impedance mismatch would be 

to neglect the diffracted waves in the layer and halfspace entirely, in favor 

of the primary waves. Such solutions should indicate the range of parameters 

for which anomalous surface behavior can be expected in a realistic dipping 

formation. 

Time Domain Analysis of the Primary Wave System 

From results in Appendix A (Case 1) the transmitted step in the dipping 

layer has amplitude T = l+R, where R is the interface reflection coefficient 

of the input wave from the halfspace. In the previous wedge analysis this 

transmitted wave experienced multiple internal reflections with a sign change 
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only. However, for moderate impedance mismatch the amplitude as well as the 

nature of the wavefront singularity changes at each reflection. This behavior 

is derived in Appendix A (Cases 2 and 3). The resulting surface velocity for 

an incident step can be written as 

v = I I-a (l-H(s-s )) 
n=l L n 2n-l 

+ b n 
(30) 

where a and b follow from (A-19, 20, 21). Note that the logarithm in (30) 
n n 

yields a precursor which travels ahead of the point of reflection. This lead-

ing disturbance is actually carried on head waves excited on the interface and 

therefore cannot extend ahead of the leading head wave, which reflects off the 

c surface at s = ~ (e.g. Fig. 22). 
H c 

Frequency Domain Analysis of the Primary Wave System 

Surface response to harmonic input is calculated in the same manner as 

before, Eqls. (17)-(25). To obtain the Fourier transform of the acceleration 

response, (30) is differentiated and substituted into (19), giving 

J 

L 
n=l [

a 0 (s-s2 1) + b
n ~dS n n- s-s 2n-l 

The range of integration extends from the leading transmitted wave reflection 

to the diffracted front at s = 1. Interchanging the order integration and sum-

mation and integrating the delta function by inspection gives 

1 

~o J [ H2s 2n_l b
n 
f e

irts 
a

R 
= Lane + ----

S-S2n_l n=l 
sH 

where the range of integration of the head wave is from sH c/'C. to 1. Re-
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writing the above principal value integral as 

1 00 
sH 

00 

f i~s =f -f -/ ( s~s2n_l ds ( )ds ( )ds )ds , 

sH -00 
_ 00 1 

the first integral on the right can be evaluated by residue theory giving 

foo ei~s ds 

s-s2n_l 
_00 

. i~s2n_l 
17Te 

while the second and third integrals can be shown, by the method of stationary 

phase, to decay like l/~. Because the resonance peaks are expected to appear 

in the high frequency range, these latter integrals can be safely neglected. 

Therefore the Fourier transform of the acceleration response due to primary 

waves is 

o 00 i~s2n_l 
a , = I (a +i7Tb ) e + 0 (11m . 

R primary waves n=l n n 
(31) 

Calculating the amplitude and phase spectra as before, the harmonic velocity 

response is 

v = A(~) sin(wt-P(~» • 

A velocity amplitude spectrum is shown in Fig. 23 for a 30 and 60 dipping layer. 

The incidence angles, 0, were chosen to nearly maximize response for the 

assumed material properties, i.e. all interface reflections were supercritical. 

Comparison with results for the wedge, Fig. 12, shows essentially the same 

spectral behavior. Note that the normalization used here is, as before, 

Vo = 2v
o

' hence the above amplitude spectra give amplification relative to 

motion on the halfspace, to the left of the dipping layer, Fig. 7. 
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In the wedge analysis the variation of amplification with incidence angle 

(more precisely, with V = c/sino) was quite smooth, Fig. 14. However, for the 
o 

dipping layer the dependence on incidence angle is highly discontinuous as ill us-

trated in Fig. 24. The mechanism is transition from subcritical to supercritical 

interface reflection. For example, referring to the case in Fig. 24, at normal 

incidence the initial transmission coefficient, T, is 1.65 but the transmitted 

wave reflects subcritically twice off the interface, thus the first primary wave 

to be supercritically reflected, i.e. trapped, has a coefficient of .53. This 

situation persists with a decrease in transmission coefficient until the inc i-

dence angle reaches something over 100 at which point the second subcritical 

reflection becomes supercritical. At a little over 36
0 

the remaining subcritical 

reflection transitions, thus all of the transmitted energy is trapped by the dip

ping layer for incidence angles beyond approximately 38
0

• A similar process oc-

curs for other dip angles and material properties, however, with shallow dip 

angles, on the order of 1
0 

or so, the dependence on incidence angle is quite ex-

treme for near-grazing incidence. Such a case is illustrated in Fig. 25 for a 

dip of 10. For near-normal incidence there are 45 free surface reflections, 

9 of which are due to subcritical interface reflection. The amplification 

of 3.6 at 0 = a occurs for ~ = 90, in agreement with simple one-dimensional 

theory for a uniform layer over a halfspace. As the incidence angle increases, 

the subcritical reflections gradually transition while the transmission coeffic-

ient decreases, causing a net decrease in amplification. The trend of I-D theory 

is indicated by the dashed curve. The first peak noticeable in Fig. 25 corres-

ponds to a transition from 4 to 3 subcritical reflections, the second from 3 to 

2, the third from 2 to 1, and the pronounced final peak from 1 to O. This last 

peak, with an amplification of 17, occurs at ~ = 125, corresponding to approxi-
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mately 20 wavelengths from the edge of the dipping layer for a fixed frequency 

input; the interference pattern on the surface is due to 36 sine waves, each 

with normalized amplitude of 1.26. 

The dependence of maximum amplification on the wavespeed ratio is indica-

ted in Fig. 26. The wavespeed ratios are meant to correspond approxi-

mately (in increasing order) to young bay sediments, alluvial deposits, and 

older sedimentary deposits over bedrock. The data points correspond to maxima 

found by sampling at 10
0 

increments in incidence angle, hence the scatter. None

theless, these results show that even for moderate ratios on the order of 2, ampli

fications of 6 to 7 can be expected. The curves seem to indicate an overall dif

ference between small dip behavior, for angles:;; 4°, and large dip behavior, 

=:: 6°. 

In the wedge analysis it was shown that surface rotational and relative 

motion amplification spectra were maximized near the peaks of the velocity ampli

tude spectra. The same results are found here for the primary wave system, e.g. 

amplifications of 20 or more over the rotational and relative motion encountered 

on the halfspace to the left of the dipping layer, Fig. 7. Plots corresponding 

to Figs. 18 and 21 will not be reproduced. 
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CONCLUSION 

Summary 

Results of the literature survey in Part I indicate that our understanding 

of effects due to laterally inhomogeneous geologic structures on free field 

response to earthquakes is qualitative and incomplete. Common structures like 

dipping transition layers and alluvial basins have been identified and investi

gated by means of analytical, numerical and model studies. Unfortunately the 

complexity of the problems in terms of geometry and input have precluded a good 

understanding of the mechanisms and phenomena involved. It was noted in this 

context that the simplest realistic geometry and input for a laterally inhomo

geneous halfspace model was the surface dipping layer with plane SH ",aves incident 

from below, because it lacked a characteristic length. No published analyses of 

this case were found and it was concluded that such should be performed, thus 

motivating Part II. II. complete discussion and conclusions of the survey are includ

ed at the end of Part I. 

In Part II,analysis of the dipping layer with plane SH inputs was performed 

in two stages. First, the layer and underlying halfspace were dec-oupled by assum

ing a high density mismatch between the two, thus allowing the layer to be ideal

ized as a wedge with upper face stress free and prescribed velocity on the lower 

face. In this way the general nature of the diffracted and plane wave system in 

the layer was determined without the complication of wave coupling across the 

interface. Second, on th~ basis of the wedge solution it was shown that diffrac

tion effects were negligible, whence the coupled dipping layer and halfspace were 

analyzed for a range of velocity ratios by including primary (non...:diffracted) 

wave contributions only. For both the wedge and dipping layer, surface response 

was first evaluated in the time domain for a plane step in SH particle velocity 
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propagating in the downdip direction at arbitrary incidence angles. From this, 

frequency domain response was found by convolution. 

Results of the time domain wedge analysis showed that on the surface, the 

incident step was converted to a series of pulses propagating outward from the 

edge. This surface response was due to mu1tiple reflections of plane waves be-

tween the wedge faces, with the incidence angle increasing by the wedge angle 

at each reflection. The number of surface pulses depended primarily on the 

wedge angle and to a lesser extent on the incidence angle (increasing as the 

angles decreased). The leading pulse had the highest phase velocity, which de-

creased for subsequent pulses, approaching the velocity of shear waves in the 

layer, c. A single diffracted wave, traveling outward at c, provided a transi-

tion between the plane wave solution, i.e. the pulses, and the long time solu-

tion at the edge, where the velocity was constant. 

The frequency domain wedge analysis yielded two constant amplitude sinusoidal 

wavetrains traveling outward from the edge for each time domain pulse, i.e. one 

(primary) wavetrain for each free surface reflection of the trapped plane wave. 

The phase velocity was different for each wavetrain, decreasing from some maxi-

mum and approaching c. The diffracted wave contributed a single (secondary) 

wavetrain with phase velocity, c, and amplitude decaying like 1/'; rw. The major 

feature of the frequency domain response was the interference pattern on the sur-

face due to constructive and destructive interference of the outgoing waves. This 

was expressed as a function of the nondimensionalized frequency, r2 = rW = 2TI~ 
- c A. ' 

interpreted here as a spatial coordinate (scaled distance from the edge) for fixed 

frequency input. For low frequency, i.e. low r2, close to the edge, interference 

was primarily destructive, with the response dominated by the diffracted wave. 
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However, for higher frequency, further from the edge, constructive interference 

of the numerous nondecaying primary waves produced standing waves and zones of 

resonance, where translational motion was on the order of 6-15 times the lower 

face input motion. The amplifications were highest for small wedge angles, e.g. 

~ 4
0

, with shallow input incidence, because such cases maximized the number of 

free surface reflections, hence the number of primary wavetrains. It was also 

found that the resonance zones produced amplifications of rotational motion on 

the order of 20-50 times the corresponding input, and amplified relative motion 

on the order of 10-20 times. For the smaller wedge angles the resonance zones 

typically started at values of Q greater than 35, corresponding to distances from 

the edge of approximately 5 wavelengths. 

The original problem of the dipping layer over a halfspace was analyzed ap

proximately by neglecting all secondary (diffracted) wave contributions. This 

approximation was based on the observation that resonance zones on the wedge sur

face occurred in the higher frequency range, where diffraction effects were neg

ligible due to the 1/11f decay. In contrast to the wedge analysis, the primary 

wave system in the layer was complicated by multiple subcritical (pa1tial) and 

supercritical (total) reflections at the interface, and head waves. The time domain 

analysis showed that the series of pulses found for the wedge was modified by 

changes in pulse amplitude and logarithmic singularities due to multiple partial 

and total interface reflections, respectively. The total reflections produced 

head wave precursors. 

Frequency domain analysis of the dipping layer showed essentially the same 

resonance zone behavior as for the wedge, with high amplication of translational, 

rotational and relative surface motion. The principal difference was for shallow 
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incidence angles, where the first few internal reflections were generally sub-

critical and leaked much of the incident energy back into the halfspace. As 

the incidence angle increased,the number of subcritical reflections decreased 

until at a certain angle all of the incident energy was trapped. This effect 

was particularly dramatic for small dip angles, e.g. 10
, where for incidence 

o beyond about 65 the resonance zone produced translational motion on the order 

of 17 times that predicted by modeling the 10 dipping layer as a uniform layer 

over a halfspace. 

Discussion 

The most striking feature of the surface effects due to a dipping layer 

is the marked enhancement of ground motion in either the time or frequency 

domain. The physical mechanism for this phenomenon is the down dipping inter-

face (with respect to the incident wave) which tends to increase the internal 

incidence angle of the initial transmitted wave so that it becomes trapped by 

total reflection at the interface. The trapped wave then undergoes multiple 

reflections between the free surface and interface with the incidence angle 

increasing by the dip angle at each reflection. Each free surface reflection 

contributes to the surface motion. In the time domain this mechanism converts 

an incident pulse into a series of surface pulses; while in the frequency domain 

an incident harmonic wave is converted to a series of harmonic waves which inter-

fere constructively on the surface yielding a system of standing waves and so-

called resonance zones. Note that such a mechanism is applicable to P and SV wave 

propagation, as well as to the SH case considered here. 

The time domain solution is best appreciated in the context of structural 

response. Recall that the frequency parameter, n = c 
rw can be viewed as a spa-
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tial or frequency coordinate. For harmonic input with w fixed, it was natural to 

take Q as a scaled spatial coordinate; however, for transient input it is appro-

priate to consider r fixed and associate w with the natural frequency of structur-

al response. Assume that the structure~ modeled as an undamped single degree of 

freedom oscillator, is coupled to a component of surface motion (either transla-

tional, rotational or relative), e.g. the translational component, w. Then the 

equation governing y = x - w, the relative displacement, is 

my + ky = -roW (32) 

where w is the transient surface acceleration input. Of interest here is the 

amount of energy imparted to the structure by the surface motion, hence only the 

long time response need be calculated. Solving (32) by means of, for example, 

Laplace transforms or the Duhamel superposition formula, (16), yields for large t 

y 
00 

Re_e- iwt J e iwt wdt 
o 

= A(Q) sin(wt - pen) - n/2) (33) 

where w = ~ is the natural frequency of the oscillator, and A and P are the 
m 

amplitude and phase of the Fourier transform of the transient acceleration history. 

Therefore the oscillator response spectrum and the dipping layer amplitude spec-

trum are the same, A(n); and it follows that resonance zones appear in the time 

as well as the frequency domain. For example, at a given distance, r, from the 

edge, the structures (characterized by w) most prone to shaking and damage are 

those for which A(rw) is maximized. Conversely, given a structure with natural 
c 

frequency, w, then it is most vulnerable at the distance which maximizes A(Q). 

In either case the motion can be amplified by as much as an order of magnitude, 
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if not more. 

Regarding the applicability of solutions derived here to modeling real 

seismic inputs, note that the dipping layer can be excited in the near or far 

seismic source field. For near-field excitation the time domain solution, for 

a plane SH step incident at arbitrary angle from below, appears to be a valid 

model (after convolution with the source time function). For far-field excita-

tion, however, both the time and frequency domain solutions are of questionable 

validity because surface waves, i.e. Love waves, typically dominate the input, 

rather than body waves. Recalling that Love waves are due to total reflection 

and constructive interference of plane waves in near surface layers, e.g. Fig. 27, 

it appears that plane wave solutions of the type derived here are in fact appli-

cable and could be used to model Love wave inputs. For example, in the case of 

harmonic Love waves propagating toward the layer as in Fig. 27, an approximate 

solution could be constructed by resolving the Love wave into its predominate 

multiply reflected harmonic wavetrains, computing the layer response to each and 

superposing the results. 

One final observation is that in the frequency domain, any resonance zone, 

with a peak at ~ say, occurs at a fixed distance from the edge for constant in
o 

put frequency. Consequently when the frequency changes, the resonance zone shifts 

its location so that ~ remains fixed. In particular, if a maximum in the stand
o 

ing wave pattern is located at r, and ~w is the frequency change, then 

from which 

~ 
o 

rw 
c 

(r + ~r)(w + ~w) 
c 

l ' ~r dr -r 
1m --
~~~w dw w 
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hence the speed at which the maximum travels is 

-c~ 
r = -r • -w 

W 

o • 
=~w (34) 

Assuming a 1 Hz input, for example, a maximum at ~ = 40 would travel at 
o 

r ~ -cw. Presumably w would be something less than unity so the speed of the 

traveling resonance zone would be a fraction of the wavespeed in the layer. 

This argument applies to a single harmonic input, and similarly for a super-

position of harmonic inputs at different incidence angles and frequencies, 

e.g. from the above Love wave approximation. In the case of a dispersed Love 

. 
wave transient, w would be obtained from the dispersion relation. As noted by 

Trifunac (1971), the presence of standing wave patterns could explain numerous 

observations of visible waves during earthquakes, Richter (1958). Resonance 

zones over a dipping layer, traveling by virtue of changing input frequency, is 

a possible mechanism for such visible wave phenomena. 

Conclusions 

Some obvious applications of the results found in this report are to local 

seismic zonation, critical facility siting, building rehabilitation and soil 

failure. In seismic zonation studies, sedimentary and alluvial deposits over 

baserock are usually modeled as horizontal layers, to first order, whereas in many 

cases the layering is inclined. The existence of resonance zones and high ampli-

fications Over an inclined interface suggests that in certain situations the lay-

er inclination must be included in assessing seismic response. Similarly, in 

critical facility siting, sites are typically modeled as stacks of horizontal layers 

with shear waves incident normally from below. If the site has inclined interfaces 

and waves are not vertically propagating, then as results for the dipping layer 
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show, this simple model can be grossly conservative. In terms of building 

rehabilitation to withstand the effects of earthquakes, clearly all substandard 

structures cannot be reinforced; however, on the basis of subsurface geology, 

e.g. dipping layers, sites could be ranked, and particularly vulnerable struc

tures identified. Regarding soil failure, resonance zones are certainly relevant 

to the liquifaction and landslide potential of inclined soil deposits over base

rock. 

Anomalous surface behavior due to a dipping layer has been obtained for 

the case of down dip propagation of incident plane waves. Intuitively, it might 

be expected that updip propagation and the resulting "beach" effect would yield 

stronger motion; however, updip incidence is actually deamplifying except when 

the impedance mismatch is very high. Although such results are not shown, the 

beach effect occurs only with an extreme mismatch, yielding results similar to 

and with some enhancement over downdip propagation. 

An interesting speculation regarding Love waves is that lateral inhomogene

ities, particularly down-dipping formations with suitably incident body waves, 

tend to promote the conversion of body waves to trapped surface waves, which 

presumably exhibit themselves as Love waves. This and other observations con

cerning Love waves need further investigation. An analytical basis would be the 

superposition of mUltiply reflected plane waves in a layer overlain by a dipping 

layer, illustrated in Fig. 27 and described in the above discussion. 

In conclusion, it appears that dipping layers and similar inclined forma

tions can have pronounced effects on surface motion during earthquakes. This is 

based on results of a linear analysis, modeling the geologic formations as elas

tic continuua. In order to confirm the applicability of these results to real 

70 



situations, correlation of actual damage or shaking during earthquakes with sub

surface conditions must be made. In addition, numerical model studies with non

ideal geometries and realistic nonlinear material properties should be performed 

to determine their effect. 
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APPENDIX A 

REFLECTION AND REFRACTION OF PLANE SH WAVES 

Consider reflection and refraction of a plane SH wave incident on a 

plane interface as shown in Fig. A-I. In the upper halfspace the mass den

sity, shear modulus and wavespeed are P. ll. c = V¥, respectively, and v is 
P 

the particle velocity. Corresponding quantities in the lower halfspace are 

barred, e.g., v. Under the transformation. p = x-Vt, to a system of coordi-

nates moving with the point of reflection at V = c/sino, the governing 2-D 

wave equations on particle velocity become 

V2 

(l-~) v + v = 0, c pp yy (A-I) 

V2 

(l-~) v + v = 0. c pp yy (A-2) 

These are of mixed type (hyperbolic-elliptic) depending on the ratios, vic 

and Vic. Compatibility and equilibrium across the material interface require 

that particle velocity and the time derivative of shear stress be continuous, 

hence at 

y 0: v = v, (A-3) 

llv = pv . (A-4) 
Y Y 

Solutions of the governing equations are readily found. In the upper 

halfspace vic = 1/sino is always greater than unity, hence (A-I) reduces to 

the one-dimensional wave equation with solution~ 

v(~,y) = G+(p+ay) + G_(p-ay), 

a == I(v/c) 2_1 = coto, 

(A-5) 

where p ± ay are characteristic coordinates and G+ are distinct functions. 

In the lower ha1fspace, when vic >1 (sub critical reflection), (A-2) also 

reduces to the wave equation with 
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p,~,c 
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V=c/sino 

Incident SH vlave 

x 

Figure A-I. Plane SH wave incident on a material interface 
(y=O) • 
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V(p,y) = G+(P+ay) + G_(p-ay), 

a = I(V/c)2-l = cote, 

(A-6) 

where 8 is the acute angle between the characteristic and the p axis (i.e., 

the angle of refraction). However, when vic < 1 (supercritical reflection), 

(A-2) reduces to Laplace's equation with solution, 

V(p,y) = ReG(p+iBy) = g(p,By), (A-7) 

where G is an analytic function of the complex variable, p+iSy, and Re desig-

nates the real part. 

In the following, transmission and/or reflection coefficients of use in 

this report are obtained for the cases of subcritical and supercritical ref lec-

tion. 

Case 1: Subcritical reflection of a plane step 

In this case Vic = c~c~ > 1 and the characteristics are depicted in Fig. A-2. 
Slnu 

An incident unit step in SH particle velocity is assumed on the p-ay=O character-

istic as 

G_(p-ay) = l-H(p-ay). (A-B) 

Because c < V no disturbance can travel ahead of the point of reflection (on the 

p+ay characteristic) hence G+ = 0 and the remaining unknowns are G+ and G_. Sub-

stituting the hyperbolic solutions, (A-5,6), into the interface conditions, 

(A-3,4), gives 

G+(p) + 1 - R(p) = G (p), 

lJ[aG~(p) + ao(p)] = ~ [-&G~(p)]. 

Solving for the unknowns and integrating yields 
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y 

------------------~~~~L-----------------_.p=x-Vt 

Figure A-2. Characteristics for the case of subcritical 
reflection. 

y 

__________________ -L __ ~--~----------------~p 

Elliptic behavior 
(no characteristics) 

Figure A-3. Characteristics for the case of supercritical 
reflection. 
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R[l-H(p+ay)] , 

G (p-ay) = T[l-H(p-ay)], 

with the reflection and transmission coefficients expressed as 

R = lla-ila 
lla+lla 

T = R + 1, 

coso-I 2 cos<5 = -=-=..:=....::--=;."..=-=-=-=coso+I 2cos8' 

where <5 follows from Snell's law, 

sin6 C 
sino = ~, 

and I is the impedance ratio, 

Case 2: Supercritical reflection of a plane step 

(A-9) 

(A-lO) 

(A-H) 

(A-12) 

Here vic = c~c~ < 1 and no characteristics exist in the lower halfspace, 
Slnu 

Fig. A-3. Again the incident wave is taken as (A-8). Substituting (A-S,7) into 

the interface conditions gives 

G+(p) + 1 - H(p) = g(p), 

ll[a G+' (p) + ao (p)] = itgy (p), 

and eliminating G+(p) by differentiation yields 

lla ReG' (p) + it13 ImG' (p) = - 2f,1ao (p) . 

The definition for the derivation of an analytic function, 

G'(p+iSy) = gp(p,y) - i ~y(P,y), 

(A-l3) 

(A-14) 

(A-IS) 

was used to obtain this form. The above expression implies that the analytic 

function, G , has a simple pole at the origin. Assuming the form, 

G' (p+iSy) = 
a+ib 
p+iSy' 

(A-16) 
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from which 

lim G! (p+iBy) 
y+o-

1 = (a+ib) (p+i7TO(P» 

and substituting the real and imaginary parts into (A-IS) yields the residue, 

A-17) 

To solve for the reflected wave, G+(p+c:y), which is of interest here, (A-16) 

is integrated (yielding (a+ib)Log(p+iBy»and the real part of its limit as 

y-+{)- substituted into (A-13), giving 

G+(p) = alnlpl + (7Tb-I)(I-H(p», 

whence 

G+ (p+ay) = a Injp+ay I + (nb-l) [l-H(P+CXY)] • (A-18) 

This result exhibits the well-known property of supercritical reflection, 

namely, enhancement of the singularity at the wavefront. Note also that be-

cause behavior in the lower halfspace is elliptic rather than hyperbolic no 

energy is propagated away in waves but instead is stored as recoverable elastic 

strain energy. 

Case 3: Supercritical reflection of a supercritically-reflected plane step 

Of particular utility in this report is the behavior of a supercritically-

reflected plane step as it reflects off a free surface and is again reflected 

supercritically off an interface. To this end the incident wave is taken as 

G_ (p-cxy) = cln Ip-cxy I + d[l-H(p-cxy)]. (A-19 ) 

As in the previous case, substituting wave solutions into the interface conrli ,~ -

yields 

G+(p) + clnlpl + d[l-H(p)] = g(p), 

11 [CXG~ (p) - c~ + dcxo (p)] = ~gy (p), 

78 



from which 

Assuming 

~aReG'(p) + ~8ImG'(p) 

G '(p+iSy) = 
e+if 
pHSY' 

and solving for the residue, 

= 2~a[~~dO(p)]. 
p 

Finally solving for the reflected wave gives 

G+ (p+ay) = (e~c) Inl p-tay I + (TIf-d) [l-H(p-tay)] • 
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APPENDIX B 

SELF-SIMILAR WEDGE SOLUTIONS 

IN THE HYPERBOLIC DOMAIN 

I h h b l ' d ' ( , f - ct 1) 1 l' f n t e yper 0 1C oma1n 1.e., or s = -- < a genera so ut10n 0 
r 

the equation governing particle velocity has been found as 

v = v+(a+) + v_(a_), 

-1 
a± == e ± cos s, 

(B-1) 

where the a± characteristics are straight lines tangent to the unit circle, 

s = 1. An a+ and a_ characteristic, related by a+ + a_ = 28, passes through 

each point of the domain. On the free surface boundary, conditions on the 

solution are 

e = 0: 
-1 -1 

ve = 0 = V~(cos s) + V~(cos s), (B-2) 

while on the interface between the dipping layer and halfspace, conditions 

are 

(B-3) 

The resulting system of wavefronts is readily constructed from knowledge of 

the characteristics. Fig. B-1 illustrates the wave system for a wedge angle 

of Y = 28
0 

with V = 3c. 
o 

On the e = y face, in a neighborhood of the applied jump in particle 

velocity (at s = % == So in Fig. B-1), from (B-3) 
o 

-1 
V (y-cos s) = H(s-c/V ), 

- 0 

where v+(a+) is zero by virtue of the quiescent initial conditions. This is 

continued into the interior on the a(O) characteristic as 

V_(a_) H(a_-a~O», (B-4) 

(0) -1 
a· - y-cos So 
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where the wave makes an acute angle, 00' 

. -1 
00 = s1n sO' (B-5) 

with the lower face. This wave reflects off the free surface at sl with 

acute angle, 01' 

sl = sin(y+oO)' 

. -1 
01 = S1n sl = y + 00' 

t
h (1) (0) h .. 

on e a+ = -a c aracter1st1c with a reflection coefficient of unity 

from (A-II) (which could alternately be derived from (B-2)). The second reflec

tion, off the lower face, occurs on the a(2) = 2y + a(O) characteristic 

at 

with 

-1 °2 = sin s2 = 2y + °0 , 

and a sign change (a reflection coefficient of -1 from (A-II» due to the high 

impedance mismatch. The wave terminates on the diffracted cylindrical front, 

s = ct = 1, at a critical angle denoted by 8 (8 = a(2) in Fig. B-1). 
r c c -

These results can be extended to arbitrary wedge angle by observing that 

the angle of incidence (or reflection) increases by y, the wedge angle, at each 

reflection. Consequently the nthinternal reflection has an incidence angle of 

(B-6) 

and this occurs at 

s = sino , 
n n 

(B-7) 

where the reflection is off the free surface when n is odd and off the interface 

when n is even. Noting that ° < ~/2, from (B-6) 
n 
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hence the total number of internal reflections, I, is given by the number-

theoretic function 

(B-8) 

where lnt ( ) gives tne integral part of the argument. The number of reflec-

tions off the free surface, J, is 

1/2 

J -I 
1nt(I/Z) + 1 

I even 
(B-9) 

I odd 

The last reflection,~ at s1' terminates on the diffracted front at e c where 

-1 =.\Y-COS s1 = (l+l)y + cO-n/Z 
ec -1 n 

cns sl = "2 - (ly+oO) 

I even 
(B-lO) 

I odd 

These formulas completely characterize the system of wavefronts. 

Summing the jumps across the fronts yields the overall response, in parti-

cular at the surface. For example, consider Fig. B-Za,b. Across the wave be-

tween So and sl (denoted by sOsl) there is a unit jump in particle velocity, v. 

This jump reflects in kind (a reflection coefficient of 1) off the free surface 

at sl' hence across the slsZ wave the velocity increases by unity again (yield

ing v = Z behind sOsl and slsZ). Upon reflection at Sz the sense of the velocity 

jump reverses (a reflection coefficient of -1) and the velocity decreases by ii';:; 

across the reflected wave. This wave can either terminate on s = 1 as in Fig. B-

Zaor reflect again off the free surface as in Fig. B-Zb. Note that on the dif-

fracted front, s = 1, particle velocity either increases or decreases by unity 

along the front as e passes the point of termination, e , depending on whether 
c 

the number of free surface reflections, J (Eq. (B-9», is even or odd, respec-

tively. 
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a. y=28° 

b. ° y=20 

Figure B-2. 

v=O 

v=l 

v=O 

Plane waves and velocity response for 
y=28° and y=20o (V le=3). 

° 
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APPENDIX C 

SELF-SIMILAR WEDGE SOLUTIONS 

IN THE ELLIPTIC DOMAIN 

It has been shown in the self-similar formulation of the wedge problem 

that the solution for particle velocity in the elliptic domain (i.e., for 

s = ct > 1) can be written as 
r 

v = Re V(a), (C-1) 

-1 a _ e + i cosh s, 

where V(a) is an analytic function of the complex variable, a, over a semi-

infinite strip in the a plane. In order to solve for V(a) it is convenient 

to map the semi-infinite strip onto a ha1fp1ane, where the solution is construc-

ted by means of analytic function theory. 

The succession of mappings from the physical domain, to the semi-infinite 

strip, to the halfplane are illustrated in Fig. C-l. The Schwarz-Christoffel 

transformation, 

1 1 
~=~in= 

TIa cos---y (C-2) 

= coS~e~OSh(~COSh-ls) - isin TI~Sinh(~osh-ls), 

was used to map the interior of the strip to the upper halfplane. 

Boundary conditions in the physical domain determine those on the strip 

and halfp1ane. Conditions on the wedge faces for s > I are 

e = 0: ve = 0 

e = y: v = 0 
S 

while on the diffracted cylindrical front 

s = 1: v = e 

(C-3) 

(C-4) 

(C-5) 

where e , the angle of termination, is given by (B-IO). The sign is positive 
c 
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s" 

-1 cosh s 

A' 

e y/2 
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u' C' S' ~ 

L" A" 
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A' 
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e 

s Plane 

u" e" B" 
~ 

Figure C-l. Succession of mappings from the physical domain 
to the a and s complex planes. 
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when the number of free surface reflections, J (see (B-9» is even, and nega-

tive when J is odd, as discussed at the end of Appendix B. In order to apply 

these conditions to the analytic function, V, its derivative is expressed as 

V' (0'.) = v -irsz=I v e s ' 
(C-6) 

whence (C-3,4,5) are converted to conditons on the real and imaginary parts 

of V'. Therefore, on the boundaries of the strip in the complex 0'. plane, 

conditions become 

A'U' : ve ° => Re V' == 0, (C-7) 

A'L' : v = ° => 1m V' 0, (C-8) s 

U'L' : J 
c) Re V' (-1)Jo(8-8 ). (C-9) v8 = (-1) 8 (8-8 => = 

c 

By virtue of the conformal transformation the above conditions apply 

directly to corresponding segments of the real axis in the complex ~ plane. 

The presence of the delta function at 8 requires that V' has a simple pole 
c 

at C". Also, at infinity, corresponding to the mapping of the bisector, B, 

it can be shown using (C-6) that 1m V' goes to a constant. A form for V'(O'.) 

in the ~ plane which exhibits the pole, the proper order at infinity and the 

boundary behavior can be written directly as 

V'(O'.(~» = K i/~(~+l) 
~-';c 

TI8 

(C-IO) 

where';c = 1/ cos y c is the location of C" and K is a real constant related 

to the residue at .;. K is determined by evaluating V'(O'.(~» on the real axis 
c 

as 

lim V' (0'.(1;;» = K i/.; (';+1) [.;_1.; - iTIO (';_';c)l , 
n+O+ c J 

(C-ll) 

and substituting the real part into (C-9), giving 
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Making use of the identity, 

cS(~-~ ) c 
----:-=_1__ cS (a -a ) 

- I ~~ 18=8 c 
c 

'IT 8 
. c 

Sl.n--

= Y ---,Y-=- cS (B-B
c

) , 
'IT 'ITS 

2 C 
COS -

Y 

and solving for K gives 

K = 

'ITa 
c 

tan--
(_l)J 1. Y 

Y ~- 'ITe 
l+cos-_c 

Y 

Of interest here is the free surface response for which s 

From (C-6) and (C-IO) 

v 
s 

1 1m V' (ex) 
..; 8 2 -1 

K yt (1';;+1) 
::; ..... ---

Substituting (C-12) and rearranging yields on the free surface 

'ITS 

v = (_l)J Si~ 

s Y n ,!l+COS'ITec 
Y 

i 'IT-I • _1_- l+cosh(:yoSh s) 
/ -::z-:1 7f e . 

vs -1 7f -1 c 
cosh(-co8h s)-cos--

y Y 

(C-12) 

7f -1 = l/cosh(-cosh s) Y . 

(C-l3) 

(C-14 ) 

This is the final result of the analytical procedure. Note that v vanishes 
s 

identically when S = 0, from which v is a constant, equal to unity. As e ~ Y 
c c 
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the solution is indeterminate, however L'Hospita1's rule yields 

lim v 
s e +y 

c 

== __ ~(--=1~) J..-:I2.:....:. 2'--__ _ 

y 17-1 _I 'IT-1 l' 1 +cosh (:yCOSh s) 

(C-1S) 

In terms of particle acceleration the solution for v can be interpreted as s 

follows. Since v is self-similar, tVt == sVs ' 
v c 

o hence acceleration is Wtt = --r- vs· 
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