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| Symbol | Units | Meaning |
| :---: | :---: | :---: |
| $A_{0}$ | $\left(f t^{2}\right)$ | horizontal cross-sectional area of earth dam |
| $A_{1}, A_{1}, A_{2}, A_{1}^{\prime}, A_{2}$ |  | constants determined from boundary conditions |
| $\mathrm{a}_{g}$ | $\left(\mathrm{ft} / \mathrm{sec}^{2}\right)$ | horizontal acceleration |
| $a_{m}{ }^{\prime a}{ }_{m}^{\prime}, a_{s}$ | (ft) | Fourier coefficients |
| $B, B_{1}, B_{2}, B_{1}^{\prime}, B_{2}^{\prime}$ |  | constants determined from boundary conditions |
| $\bar{B}$ | (psf) | bulk modulus of compressibility |
| b | $\left(\mathrm{lb} \cdot \mathrm{sec} / \mathrm{ft}^{4}\right)$ | parameter depending on soil permeability and fluid viscosity |
| $\mathrm{b}_{\mathrm{m}}$ |  | Fourier coefficient |
| $\mathrm{C}_{1}, \mathrm{C}_{2}, \mathrm{C}_{3}$ |  | parameters defining elastic properties |
| $C_{b}$ | ( $\mathrm{psf}^{-1}$ ) | bulk compressibility of soil skeleton |
| $\mathrm{C}_{\ell}$ | (psf ${ }^{-1}$ ) | fluid compressibility |
| $\mathrm{C}_{\mathrm{p}}$ | (psf ${ }^{-1}$ ) | pore compressibility |
| $\mathrm{C}_{5}$ | (psf ${ }^{-1}$ ) | compressibility of soil particles |
| $\mathrm{C}^{+}, \mathrm{C}^{-}$ |  | refer to characteristics equations |
| C |  | viscous damping coefficient |
| D |  | critical damping ratio |
| d |  | constant |
| E | (psf) | modulus of elasticity |


| Symbol | Units | Meaning |
| :---: | :---: | :---: |
| $E_{j}$ | (ft) | displacement amplitudes of incident shear wave |
| e | (2.71828...) | base of natural (Napierian) logarithms |
| $\mathrm{F}_{1}, \mathrm{~F}_{2}, \mathrm{~F}_{3}$ |  | parameters defining dynamic properties |
| ${ }^{\text {j }}$ j | (ft) | displacement amplitudes of reflected shear waves |
| F(z) | (ft) | amplitude function |
| f |  | constant |
| G | (psf) | shear modulus |
| $\mathrm{G}_{0}$ | (psf) | shear modulus at zero shearing strain amplitude |
| G* | (psf) | complex shear modulus |
| 9 | $\left(f t / s e c{ }^{2}\right)$ | acceleration of gravity |
| H | (ft) | thickness of soil deposit; height of an earth dam |
| $\mathrm{H}_{\mathrm{q}}{ }^{(1)} r_{\mathrm{H}}{ }^{(2)}$ |  | Hankel functions of order q |
| h | (ft) | amount of dam crest truncation |
| $h_{j}$ | (ft) | thickness of soil sublayers |
| i. |  | unit of complex number, equal to $\sqrt{-1}$ |
| $J_{q}$ |  | Bessel functions of the first kind, of order $q$ |
| j |  | integer used for indexing |
| K | $\left(f t^{2}\right)$ | intrinsic permeability |
| k | (ft/sec) | coefficient of permeability |
| $\ell$ |  | constant exponent (integer) |
| M | (psf) | constrained modulus of elasticity |


| Symbol | Units | Meaning |
| :---: | :---: | :---: |
| m |  | integer used for indexing |
| n |  | porosity |
| p | (psf) | porewater pressure |
| Q | (psf) | Biot's coupling coefficient |
| q |  | order of Bessel functions |
| R | (psf) | Biot's coupling coefficient |
| $\mathrm{R}_{0}$ |  | exponent in Ramber-Osgood relation |
| $r$ |  | ratio of wave velocities |
| s | (psf) | stress on fluid per unit area |
| $\mathrm{T}_{\mathrm{f}}$ | (sec) | forcing period |
| $\mathrm{T}_{\mathrm{n}}$ | (sec) | natural period |
| t | (sec) | time |
| U | (ft/sec) | vertical velocity of fluid filling pores |
| u | (ft) | horizontal soil particle displacement (for unsaturated soil) |
| V | (ft/sec) | ```horizontal soil particle velocity (for unsaturated soil) or vertical (for saturated)``` |
| V | (ft/sec) | velocities perpendicular to 4 faces of transfer element |
| $\mathrm{V}^{\prime}$ | (ft/sec) | velocities parallel to 4 faces of transfer element |
| v* | (ft/sec) | complex shear wave velocity |
| $\mathrm{v}_{\mathrm{C}}$ | (ft/sec) | characteristic wave velocity |


| Symbol | Units | Meaning |
| :---: | :---: | :---: |
| $\mathrm{v}_{\mathrm{d}^{\prime}} \cdot \mathrm{v}_{\mathrm{d}_{1}} \cdot \mathrm{v}_{\mathrm{d}_{2}}$ | (ft/sec) | p-wave transmission velocities in saturated soil |
| $\mathrm{v}_{\mathrm{L}}$ | (ft/sec) | pressure wave velocity through liquid part |
| $\mathrm{V}_{\mathrm{M}}$ | (ft/sec) | pressure wave velocity through soil skeleton |
| $\mathrm{v}_{\mathrm{p}}$ | (ft/sec) | pressure wave velocity in unsaturated soil |
| $\mathrm{v}_{\text {s }}$ | (ft/sec) | shear wave velocity in unsaturated soil |
| W | (ft) | amplitude of a given harmonic displacement |
| w | (ft) | vertical soil particle displacement (for saturated soil) |
| $\bar{W}$ | (ft) | vertical displacement of liquid particles (saturated soil) |
| X |  | complex parameter |
| x | (ft) | horizontal distance |
| $\mathrm{x}_{0}$ |  | ratio of wave velocities |
| $\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{1}^{\prime}, \mathrm{x}_{2}^{\prime}$ |  | roots of biquadratic equations |
| $Y_{q}$ |  | Bessel functions of the second kind, of order $q$ |
| z | (ft) | vertical distance |
| $\alpha$ |  | slope of earth dam sides |
| $\alpha_{j}$ |  | complex impedance ratios |
| $\beta^{\wedge}, \beta_{1}, \beta_{2}, \beta_{11}, \beta_{22}$ |  | ```auxiliary variables (satu- rated soil analysis)``` |
| $\gamma$ |  | shearing strain |
| $\gamma_{1}$ |  | particular shearing strain at stress reversal |


| Symbol | Units | Meaning |
| :---: | :---: | :---: |
| $\gamma_{E}$ | (0.577215...) | Euler's constant |
| $\gamma_{s}$ | $\left(1 b / f t^{3}\right)$ | unit weight of soil |
| $\Delta t$ | (sec) | time interval |
| $\Delta \mathrm{x}, \Delta \mathrm{z}, \Delta \mathrm{z}^{-}$ | (ft) | distance intervals |
| $\eta_{j}$ |  | phase angles |
| $\theta, \theta_{1}, \theta_{2}$ |  | multipliers in characteristics method |
| $\lambda$ | (psf) | Lame's constant |
| $\mu$ | $\left(1 \mathrm{~b} \cdot \mathrm{sec} / \mathrm{ft} \mathrm{t}^{2}\right)$ | soil viscosity |
| $\mu_{L}$ | ( $1 \mathrm{~b} \cdot \mathrm{sec} / \mathrm{ft}^{2}$ ) | dynamic viscosity of fluid filling pores |
| $v$ |  | Poisson ratio |
| $\xi$ |  | weighting factor |
| $\pi$ | (3.141592...) | constant |
| $p$ | (slugs/ft ${ }^{3}$ ) | mass density of soil |
| $\rho_{11}$ | (slugs/ft ${ }^{3}$ ) | mass of solid per unit volume of aggregate |
| $\rho_{22}$ | (slugs/ft ${ }^{3}$ ) | mass of liquid per unit volume of aggregate |
| $\rho_{12}$ | (slugs/ft ${ }^{3}$ ) | apparent mass per unit volume of aggregate |
| $\rho_{a}$ | (slugs/ft ${ }^{3}$ ) | apparent mass density |
| $\rho_{L}$ | (slugs/ft ${ }^{3}$ ) | mass density of liquid |
| $\rho_{S}$ | (slugs/ft ${ }^{3}$ ) | mass density of solid |
| $\sigma$ | (psf) | stress on the solid part per unit area |
| $\tau$ | (psf) | shearing stress |
| $\tau_{1}$ | (psf) | particular shearing stress at stress reversal |


| Symbol | Units | Meaning |
| :---: | :---: | :---: |
| ${ }^{\tau} \mathrm{Y}$ | (psf) | yield shearing stress |
| $\phi, \phi_{\mathrm{m}}$ |  | phase angles |
| $\phi_{0}$ |  | angle of internal friction |
| $\phi_{1}, \phi_{2}$ |  | auxiliary variables (saturated soil analysis) |
| $\psi_{1}, \psi_{2}, \psi_{3}, \psi_{4}$ |  | auxiliary variables (saturated soil analysis) |
| $\omega$ | ( $\mathrm{rad} / \mathrm{sec}$ ) | angular frequency |
| $\omega_{m}{ }^{\prime} \omega_{s}$ | ( $\mathrm{rad} / \mathrm{sec}$ ) | angular frequencies in Fourier analysis |
| $\omega_{n}$ | ( $\mathrm{rad} / \mathrm{sec}$ ) | fundamental frequency |

## INTRODUCTION

Analytical methods have been developed in recent years to evaluate the ground motions induced in soil deposits during earthquakes. A knowledge of these motions is essential to the understanding of the earthquake behavior of structures.

The characteristics method opens a new approach to the solution of problems of earthquake generated transient disturbances traveling through soil deposits. One of the first attempts to compute soil motions using the method of characteristics was made by Streeter, Wylie and Richart [71]*. The method has not been thoroughly exploited and tested as in the case of hydraulic transient problems [69]. Therefore, the research reported herein was not restricted to a narrow objective but a modest contribution was attempted to a wider range of problems often encountered in soil vibrations induced by earthquakes.

In this study the characteristics method is applied to problems involving the computation of bedrock motions from recorded ground surface motions, the propagation of shear waves through tapered cross sections (earth dams), the propagation of pressure waves through saturated soil deposits, and two dimensional simulations.

[^0]A review of methods for the one-dimensional shear wave propagation through horizontal layers of unsaturated soil is presented in Chapter II. The rather extensive review is broad in scope to provide an overall background of the subject and to facilitate the presentation of the subsequent investigations. The accuracy of results obtained by the method of characteristics compared to closed form solutions is briefly examined in Chapter III.

For the computation of bedrock motions from recorded ground surface motions the Base Motion Synthesis method based on the method of characteristics and on a centered implicit method is developed in Chapter IV. Shear waves traveling vertically through horizontal unsaturated soil deposits are considered. Assuming that the soil reacts as a linear viscoelastic material, the aforementioned method is compared with an analytical method developed by Schnabel et al [58]. The Base Motion Synthesis method is extended to situations where the soil reacts as a "strain-softening" material. Ramberg-Osgood type shearing stress-shearing strain curves are employed in this case to model the nonlinear behavior of the soil.

One-dimensional shear wave propagation through tapered cross-sections of earth dams with truncated crests is examined in Chapter V. A closed form solution is obtained involving Hankel functions with complex arguments in the case in which the earth dam material is unsaturated and linear viscoelastic. The characteristics method is
used to provide a solution to the same problem. The two methods compare favorably. An additional confirmation emanates from a comparison between the method of characteristics and the shear slice theory [63].

The vertical propagation of pressure waves through saturated horizontal elastic soii deposits is treated in Chapter VI. Biot's field equations [9] are reduced to onedimension. An analytical solution is obtained which accounts for wave reflections at the boundaries (free surface and bedrock). The method of characteristics is also used to solve the four partial differential equations involved, and to calculate pore pressures and stresses under seismic loading. Two-dimensional transmission of shear and pressure waves through unsatuxated viscoelastic layered systems is studied in Chapter VII. A latticework of one-dimensional elements is used to simulate two-dimensional earth structures, i.e. earth dams, earth embankments or valleys. Sixteen linear equations are solved simultaneously at each interior node of the latticework. Eight of these equations are the characteristics equations from the linear elements surrounding the node and they represent the relation between pressure or shear and the corresponding velocities. Investment in computer time for solving two-dimensional problems by the latticework method is small in contrast with other widely used two-dimensional analyses.

A number of examples are included in each Chapter to illustrate the applicability of the characteristics method
and to provide comparisons of the solutions obtained from the method of characteristics and from other methods of analysis.

## CHAPTER II

FEVIEW OF ONE-DIMENSIONAL SHEAR WAVE PROPAGATION METHODS THROUGH HORIZONTAL SOIL LAYERS

Ground motions near the surface of a horizontal unsaturated soil deposit may be attributed mainly to the vertical propagation of shear waves from an underlying rock formation. In such cases the soil deposit can be considered as a one-dimensional shear beam, since the ground motions induced by a seismic excitation at the base are only the result of shear deformations in the soil.

One of the first attempts to calculate the motion of a soil layer subjected to a base vibration was made by Jacobsen [40] in 1930. Jacobsen assumed that the soil behaves as a linear viscoelastic material, that the rigidity of the soil deposit is constant with depth and that the motion of the base of the layer is horizontal and simple harmonic. His objective was to find the amplification of the base motion in alluvial deposits. Kanai [43,44], Herrera and Rosenblueth [29], and others studied more thoroughly the same problem. The equation of motion used by those investigators to model the response of a soil deposit of finite depth to a horizontal seismic motion at its base is:

$$
\begin{equation*}
\rho \frac{\partial^{2} u}{\partial t^{2}}+c \frac{\partial u}{\partial t}-\frac{\partial}{\partial z}\left[G(z) \frac{\partial u}{\partial z}\right]=-\rho a_{g} \tag{1}
\end{equation*}
$$

in which $\rho=$ mass density of soil; $c=$ viscous damping coefficient; $u=r e l a t i v e ~ d i s p l a c e m e n t ~ a t ~ a ~ d e p t h ~ z ~ f r o m ~$
the surface of the deposit at time $t ; a_{g}=$ horizontal seismic acceleration at the base of the deposit; and $G(z)=$ shear modulus at a depth $z$. If $G(z)$ is constant with depth, Equation (1) reduces to a linear hyperbolic partial differential equation. If $a_{g}$ is taken as zero, $u$ in Equation (1) is the absolute displacement at a depth $z$.

Ambraseys [l] considered that the rigidity of a soil deposit increases linearly with depth, i.e., $G(z)=f z$, where $f$ is a constant. The amplification of the base motion and the natural period of the deposit were then found analytically.

Since experimental investigations [21,26] have shown that the modulus of a cohesionless soil varies with the confining pressure to powers of $1 / 3$ to $1 / 2$, Idriss and seed [35,36] used a shear modulus variation prescribed by $G(z)=f z^{d}$, where $f$ and $d$ are constants and $d=1 / 3$. Thus, Equation (1) becomes a second order hyperbolic partial differential equation, a closed-form solution of which was obtained by the method of separation of variables.

In order to analyze the response of a soil deposit having linearly elastic but irregularly varying soil properties, Idriss and Seed $[35,36]$ used a lumped mass analysis. The lumped mass solution was essentially a finite difference method for the solution of Equation (1).

A generalized viscoelastic solid is specified by the existence of a functional equation of state connecting stress, strain and time. A linear viscoelastic solid is
further restricted to the requirement that its mechanical properties conform to the Boltzmann superposition principle. The simplest examples of linear viscoelastic solids are: a Voigt solid (a spring connected in parallel with a dashpot); a Maxwell solid (a spring connected in series with a dashpot); and a Newtonian fluid.

In Equation (1), the dissipative force was assumed to be proportional to the velocity. However, internal friction depends also on frequency. In 1927, Sezawa [65] assumed that soil behaves as a Voigt solid for small vibration amplitudes. Adopting this assumption, Kanai [42] approximated a solution to the problem of vertical propagation of plane shear waves through a viscoelastic soil layer. The equation of motion for this distributed system is:

$$
\begin{equation*}
\rho \frac{\partial^{2} u}{\partial t^{2}}-G \frac{\partial^{2} u}{\partial z^{2}}-\mu \frac{\partial^{3} u}{\partial z^{2} \partial t}=0 \tag{2}
\end{equation*}
$$

where $\rho=$ soil mass density; $G=$ shear modulus, constant or function of depth $z ; \mu=$ soil viscosity; and $u=$ absolute displacement at a depth $z$ from the ground surface at time $t$.

Equation (2) was used by Schnabel, Lysmer and Seed [58] to compute the responses of a soil deposit for a desi.gn motion given anywhere in the system.

In the simple case where the base of a soil formation is subjected to a harmonic displacement of frequency $\omega$ and amplitude $W$, the solution to the wave equation (2) is:

$$
\begin{equation*}
u(z, t)=W e^{i \omega t} \frac{e^{i \omega z / v^{*}}+e^{-i \omega z / v^{*}}}{e^{i \omega H / v^{*}}+e^{-i \omega H / v^{*}}} \tag{3}
\end{equation*}
$$

then

$$
\begin{equation*}
V(z, t)=i \omega u(z, t) \tag{4}
\end{equation*}
$$

where $H=$ total thickness of soil deposit; $V=$ absolute particle velocity at depth $z$ at time $t$; and $v^{*}=$ complex shear wave velocity equal to

$$
\begin{equation*}
v^{*}=\sqrt{(G+i \mu \omega) / \rho}=\sqrt{G^{*} / \rho} \tag{5}
\end{equation*}
$$

where $G^{*}$ is the complex shear modulus.
The method of characteristics in the form of a graphical solution was first used by Westergaard [72] in 1933 to find horizontal shear in buildings idealized as shear beams. However, the method could be used only if the ground excitation was of a very simple form.

During the past decade, solutions of hyperbolic partial differential equations by the method of characteristics have been applied to a variety of hydraulic transient problems [69,67,68]. In 1973, Streeter, Wylie and Richart [71], applied the method of characteristics to wave propagation through soils. Shear waves induced by earthquake motions in linear viscoelastic and "strain-softening" materials were considered. Voigt's assumption that the stress components in a solid can be expressed as the sum of two terms, the first term being proportional to the strains and the second term being proportional to the rate of change of the strains, was adopted. Under this assumption
the dynamic stress-strain relationship for the soil considered to behave as a viscoelastic material was written:

$$
\begin{equation*}
\tau=G \frac{\partial u}{\partial z}+\mu \frac{\partial^{2} u}{\partial z \partial t} \tag{6}
\end{equation*}
$$

where $\tau=$ shearing stress; $\mu=$ soil viscosity; and $u=$ absolute horizontal displacement at a depth $z$ at time t. Under dynamic conditions the equation of motion was written as:

$$
\begin{equation*}
\rho \frac{\partial^{2} u}{\partial t^{2}}-\frac{\partial \tau}{\partial z}=0 \tag{7}
\end{equation*}
$$

It should be noted that if Equation (6) is differentiated with respect to $z$ and substituted into Equation (7), Equation (2) is developed. Since the particle velocity is $v=\partial u / \partial t$, Equation (7) was written as:

$$
\begin{equation*}
\rho \frac{\partial V}{\partial t}-\frac{\partial \tau}{\partial z}=0 \tag{8}
\end{equation*}
$$

Differentiating the equation of state (6) with respect to time and using the particle velocities instead of the particle displacements, Streeter, Wylie and Richart obtained the equation:

$$
\begin{equation*}
\frac{\partial \tau}{\partial t}-G \frac{\partial V}{\partial z}-\mu \frac{\partial^{2} V}{\partial z \partial t}=0 \tag{9}
\end{equation*}
$$

The third term of Equation (9) was approximated as:

$$
\begin{equation*}
\frac{\partial^{2} V}{\partial z \partial t}=\frac{\partial}{\partial t}\left(\frac{\partial V}{\partial z}\right)=\frac{1}{\Delta t}\left[\frac{\partial V}{\partial z}-\left(\frac{\partial V}{\partial z}\right)_{C}\right] \tag{10}
\end{equation*}
$$

where the subscript $C$ denotes the value determined at point C on the $z$-t diagram (Fig. 2). With this finite difference


Figure 1. One-dimensional soil element.


Figure 2. Characteristics in $z-t$ plane for six soil reaches.
approximation, Equation (9) becomes:

$$
\begin{equation*}
\frac{\partial \tau}{\partial t}-\left(G+\frac{\mu}{\Delta t}\right) \frac{\partial V}{\partial z}+\frac{\mu}{\Delta t}\left(\frac{\partial V}{\partial z}\right)_{C}=0 \tag{11}
\end{equation*}
$$

Equations (8) and (11) are two linear hyperbolic partial differential equations in terms of two dependent variables, shear stress and particle velocity, and two independent variables, depth along the soil layer and time. The method of characteristics is a mathematical technique used to transform these two partial differential equations into four ordinary differential equations which are then solved by a suitable finite-difference technique.

In reference [71], Equation (8) multiplied by an unknown multiplier $\theta$ was added to Equation (11) to obtain:
$\left[\frac{\partial \tau}{\partial t}+\theta \frac{\partial \tau}{\partial z}\right]-\rho \theta\left[\frac{\partial V}{\partial t}+\frac{1}{\rho \theta}\left(G+\frac{\mu}{\Delta t}\right) \frac{\partial V}{\partial z}\right]+\frac{\mu}{\Delta t}\left(\frac{\partial V}{\partial z}\right)_{C}=0$

From the definition of an Eulerian derivative, i.e., $\frac{d}{d t}=\frac{\partial}{\partial t}+\frac{d z}{d t} \frac{\partial}{\partial z}$, it is apparent that the bracketed terms in Equation (12) become total derivatives if

$$
\begin{equation*}
\frac{d z}{d t}=\theta=\frac{1}{\theta \rho}\left(G+\frac{\mu}{\Delta t}\right) \tag{13}
\end{equation*}
$$

from which

$$
\begin{equation*}
\theta= \pm \sqrt{\frac{G}{\rho}+\frac{\mu}{\rho \Delta t}}= \pm v_{s} \tag{14}
\end{equation*}
$$

in which $v_{s}$ is the apparent shear wave velocity in the soil, equal to the slope of the characteristic lines in the z-t
diagram of Figure 2. Equations (12) and (13) are designated as $C^{+}$when the plus sign is used for $\theta$ and $C^{-}$when the negative sign is used:

$$
\begin{align*}
& C^{+}\left\{\begin{array}{l}
\frac{d \tau}{d t}-\rho v_{s} \frac{d V}{d t}+\frac{\mu}{\Delta t}\left(\frac{\partial V}{\partial z}\right)_{C}=0 \\
\frac{d z}{d t}=v_{s}
\end{array}\right.  \tag{15}\\
& C^{-}\left\{\begin{array}{l}
\frac{d \tau}{d t}+\rho v_{s} \frac{d V}{d t}+\frac{\mu}{\Delta t}\left(\frac{\partial V}{\partial z}\right)_{C}=0 \\
\frac{d z}{d t}=-v_{s}
\end{array}\right. \tag{16}
\end{align*}
$$

The quantity $(\partial \mathrm{V} / \partial \mathrm{z})_{\mathrm{C}}$ was expressed in terms of central finite differences for the interior points of the z-t diagram. A forward and backward finite difference scheme was used at the boundaries. After specifying a convenient time interval $\Delta t$, to be kept constant throughout the calculations, Equations (15) and (17) in finitedifference form become:

$$
\begin{align*}
& C^{+}: \tau_{P}-\tau_{A}-\rho V_{S}\left(V_{P}-V_{A}\right)+\frac{\mu}{2 \Delta z}\left(V_{B}-V_{A}\right)=0  \tag{19}\\
& C^{-}:{ }^{\tau_{P}}-\tau_{B}+\rho V_{S}\left(V_{P}-V_{B}\right)+\frac{\mu}{2 \Delta z}\left(V_{B}-V_{A}\right)=0 \tag{20}
\end{align*}
$$

By solving Equations (19) and (20) the unknown quantities $\tau_{P}$ and $V_{P}$ can be found. The distance interval $\Delta z$ in Equations (19) and (20) is equal to:

$$
\begin{equation*}
\Delta z=\Delta t \sqrt{\frac{G}{\rho}+\frac{\mu}{\rho \Delta t}} \tag{21}
\end{equation*}
$$

In the simplest case, $\Delta z$ could be found to be a submultiple of the soil deposit's total thickness. However, in reference [71], more sophisticated cases, such as G changing in a prescribed way with depth, were treated by using interpolations.

At the ground surface the boundary condition is $\tau_{P}=0$. Then $V_{p}$ can be found from the $C^{-}$characteristic, as:

$$
\begin{equation*}
V_{P}=V_{B}+\frac{\tau_{B}}{\rho V_{S}}-\frac{\mu}{\Delta z}\left(V_{C}-V_{B}\right) \frac{1}{\rho V_{s}} \tag{22}
\end{equation*}
$$

At the base, the boundary condition consists of a known $V_{P}$ as a function of time from the seismic excitation under consideration. Then, $\tau_{p}$ can be found from the $c^{+}$ characteristic as:

$$
\begin{equation*}
\tau_{P}=\tau_{A}+\rho V_{S}\left(V_{P}-V_{A}\right)-\frac{\mu}{\Delta z}\left(V_{C}-V_{A}\right) \tag{23}
\end{equation*}
$$

The z-t diagram (Fig. 2) facilitates the understanding of the step by step solution. At time $t_{0}$ the shearing stresses $\tau$ and particle velocities $V$ are assumed to be known (initial conditions). If the earthquake starts at time $t_{0}$, since the soil deposit is horizontal, $t$ and $V$ are zero throughout (static conditions). These values permit calculation of $\tau$ and $V$ at points $P$ (one time step later) by using Equations (19), (20), (22) and (23). The same procedure is used for the next time step.

To this point all methods mentioned considered the soil to behave as a linear viscoelastic material which could be the case for small strains. However, shearing stress-shearing strain curves for most soils are nonlinear and Hardin and Drnevich [25] have experimentally demonstrated that this relationship may be approximated by a hyperbola.

Heierli [28] theoretically and experimentally studied the problem of one-dimensional pressure wave propagation in inelastic media such as soils. "Locking-up" dynamic stressstrain curves were determined experimentally for the material. The theory developed using a step-by-step procedure, closely resembles the method of characteristics.

Parmelee, et al. [52], and Seed and Idriss [61,35,36] used a lumped-mass solution to evaluate the seismic response of soil layers with shearing stress-strain characteristics approximated by a bilinear hysteretic model (Fig. A-1). The lumped masses were connected with a Voigt model attached in series to a dashpot, the latter to represent creep characteristics of the soil. The equations of motion were then solved using a step-by-step procedure [74].

Constantopoulos [15] modeled the soil as a series of lumped masses, springs and dashpots. The springs were defined by a nonlinear shearing stress-shearing strain relationship frequently adopted by structural engineers, known as the Ramberg-Osgood curve (Appendix 1). The solution was then carried out by direct numerical integration in the time domain.

Streeter, Wylie and Richart [71] used the RambergOsgood nonlinear stress-strain relationship in conjunction with the appropriate equations of state and motion. They used a distributed parameter model and they solved the problem of one-dimensional shear wave propagation by employing the method of characteristics with specified time intervals and interpolations.

THE ACCURACY OF THE METHOD OF CHARACTERISTICS

In order to examine the accuracy obtained by using the method of characteristics and the sensitivity of the method to varying time increments as well as to varying degrees of viscous damping, the author conducted a series of simple case studies, three of which are presented in the following:

A homogeneous dry elastic soil deposit having constant mass density $\rho=4.0$ slugs $/ f t^{3}$, constant shear modulus $G=$ $10^{6}$ psf and a thickness of 50 feet was subjected at its base to a horizontal harmonic excitation of the form $V=0.2 \sin 4 \pi t$ feet/second. The shear wave velocity was equal to $\sqrt{G / \rho}=$ $500 \mathrm{ft} / \mathrm{sec}$, therefore the natural period of the system was $T_{n}=4 \times 50 / 500=0.4 \mathrm{sec}$ and the forcing period was $T_{f}=$ $0.5 \mathrm{sec} . \quad$ Since $T_{n}<T_{f}$ and no viscous damping was present, the excitation and the response were in phase [57]. Equation (4) was used to find analytically the particle velocities at the surface and at mid-height of the layer (Fig.3). The shearing forces at any depth were obtained from Equation (6) after substituting $u$ from Equation (3). A time interval of 0.01 sec and reaches of length $\Delta z=5.0$ feet were used in the method of characteristics. The use of $\tau=0$ and $V=0$ throughout the soil layer as initial conditions for the method of characteristics would cause the generation of an initial transient which would not vanish since no dissipating mechanism is available ( $\mu=0$ ). By using as initial


Figure 3. Comparison of method of characteristics vs. analytical for a 50 ft elastic soil layer ( $\mu=0$ ).
conditions the shearing stresses and the particle velocities found from the analytical solution at time $t=0$, at equal distances of 5 feet throughout the soil layer, the method of characteristics immediately converged on the exact solution as shown in Figure 3.

A homogeneous dry viscoelastic soil deposit 141.4 feet thick resting on a horizontal rock base was next considered. The mass density $\rho=4$ slugs $/ \mathrm{ft}^{3}$, the shear modulus $\mathrm{G}=8 \mathrm{x}$ $10^{5} \mathrm{psf}$ and the viscosity $\mu=12000 \mathrm{lb} \cdot \sec / \mathrm{ft}^{2}$ were assumed constant throughout the soil layer. A horizontal sinusoidal velocity having an amplitude of $1.0 \mathrm{ft} / \mathrm{sec}$ and a frequency of $4 \pi \mathrm{rad} / \mathrm{sec}$ was exerted on the base rock. The shear wave velocity was $447.2 \mathrm{ft} / \mathrm{sec}$. Two time intervals were used. For $\Delta t=0.010 \mathrm{sec}$ the soil deposit was divided into 20 reaches with $\Delta z=7.07$ feet. For $\Delta t=0.025 \mathrm{sec}$ the soil deposit was divided into 10 reaches with $\Delta z=14.14$ feet. Shearing stresses and velocities both equal to zero were used as initial conditions to the method of characteristics. After 18 cycles, the initial transient vanished completely due to the presence of viscous damping. The particle velocities at the surface of the formation computed by the method of characteristics after 9.0 seconds were found to be in agreement with the velocities obtained from the analytical solution (Fig. 4). Slight differences of less than $1 \%$ when using $\Delta t=0.025 \mathrm{sec}$ were attributed to the coarser discretization used. Since discretization depends on both $\Delta t$ and $\Delta z$, the case with $\Delta t=0.010 \mathrm{sec}$ and $\Delta z=7.07 \mathrm{ft}$ was five


Figure 4. Velocity at surface of a 141.4 ft viscoelastic soil deposit, computed analytically and by method of characteristics (two dif. time incr.).
times more densely discretized than the case with $\Delta t=0.025$ $\sec$ and $\Delta z=14.14 \mathrm{ft}$. However, even such a difference in discretization did not influence the results obtained. In Figure 5 the shearing stresses computed at the rock base were plotted for comparison. The small differences observed between the closed form solution and the method of characteristics should be mainly attributed to the numerical approximations which accompany the latter. The differences between the two characteristics solutions were more pronounced due to numerical approximation errors in addition to discretization.

In order to demonstrate the influence of the viscosity term in the response of a soil layer to a periodic excitation, a soil layer 100 feet thick resting on horizontal bedrock was considered. The soil was assumed to have a mass density $\rho=4$ slugs/ft ${ }^{3}$ and a shear modulus $G=8 \times 10^{5} \mathrm{psf}$ constant throughout the depth of the deposit. The base rock developed a horizontal periodic excitation $V=0.2 \sin 4 \pi t$ in feet per second. The period of the forced vibration was $T_{f}=0.5 \mathrm{sec}$ and since the shear wave velocity was 447.2 $f t / s e c$ the natural period of the system was $T_{n}=0.894 \mathrm{sec}$. Since $T_{n}>T_{f}$, for the case of $\mu=0$, as it was expected the forcing function and the response were $180^{\circ}$ out of phase (Fig. 6). Increase of the viscosity to values of 20,000 $\mathrm{lb} \cdot \mathrm{sec} / \mathrm{ft}^{2}$ and $40,000 \mathrm{lb} \cdot \mathrm{sec} / \mathrm{ft}^{2}$ resulted in a decrease of the corresponding amplitudes of the particle velocities at the surface of the formation and to an additional change in


Figure 5. Shear at the base of a 141.4 ft viscoelastic soil deposit, computed analytically and by method of characteristics (two dif. time incr.).



Figure 6. Influence of viscosity on phase angle and amplitude amplification of the response of a 100 ft soill layer.
phase. The analytical solution and that obtained by the method of characteristics were in perfect agreement after 20 cycles (Fig. 6).

These examples were presented mainly to demonstrate that solutions obtained by the method of characteristics are only slightly influenced by the degree of discretization employed and that numerical approximation errors are negligible. In spite of the fact that the method of characteristlcs is a numerical method developed to solve transient problems, it can also successfully handle steady oscillatory problems when the viscous damping is enough to gradually dissipate the initial transient generated.

## Review of Literature

In the United States, most seismographs that recorded strong earthquake motions were located on alluvial soil deposits. Therefore, data on rock motions are very limited. Prior to the San Fernando earthquake of February 9, 1971, the only strong rock motion recordings on sedimentary rock were those of Helena, Montana, 1935; Taft, California, 1952; and Golden Gate Park, San Francisco, 1957 [31].

Assuming that upward shear wave propagation from the underlying rock is the main cause of horizontal ground motions during earthquakes [54], various procedures have been developed (Chapter II) to compute the response of a soil deposit to a known bedrock motion. Since ground surface records of earthquake motions are more numerous, it is of importance to use these records to determine the rock motions from which they were generated. This is desirable because the computed bedrock motions could be used to find ground responses of adjacent but different soil formations overlying the same bedrock.

Schnabel, Seed and Lysmer [59] developed a computational method to model shear wave transmission through layers of viscoelastic soil overlying bedrock. All displacements were assumed to be horizontal caused by shear waves propagating vertically through the soil. The damped wave
equation (Eq. 2) was used to model the system's response. A soil deposit was subdivided into $n$ layers each of thickness $h_{j}(j=1, \ldots n)$, with a local coordinate system $z$ for each layer. The soil properties at each layer were considered to be constant. The boundary conditions used at the ground surface were zero shearing stresses and a harmonic displacement with frequency $\omega$ and known amplitude $W$ of the form:

$$
\begin{equation*}
u_{1}(z=0, t)=W e^{i \omega t} \tag{24}
\end{equation*}
$$

The solution to the wave equation for a harmonic motion of frequency $\omega$, for the jth layer was:

$$
\begin{equation*}
u_{j}(z, t)=E_{j+1} e^{i \omega\left(z / v_{j}^{*}+t\right)}+F_{j+1} e^{-i \omega\left(z / v_{j}^{*}-t\right)} \tag{25}
\end{equation*}
$$

where $h_{j}>z>0$, and $v_{j}^{*}=\sqrt{\left(G_{j}+i \omega \mu_{j}\right) / \rho_{j}}=\sqrt{G_{j}^{K} / \rho_{j}}$ The first term of Equation (25) represents the incident wave traveling upwards and the second term the reflected wave traveling downwards (in the positive $z$ direction). The amplitudes $E_{j+1}$ and $F_{j+1}$ of these two waves were computed by a recursion formula developed from the condition that stresses and displacements should be continuous at all layer interfaces. These amplitudes are functions of the complex impedance ratio $\alpha_{j}$ :

$$
\begin{equation*}
E_{j+1}=0.5 E_{j}\left(1+\alpha_{j}\right) \exp \left(K_{j}\right)+0.5 F_{j}\left(1-\alpha_{j}\right) \exp \left(-K_{j}\right) \tag{26}
\end{equation*}
$$

$$
\begin{equation*}
F_{j+1}=0.5 E_{j}\left(1-\alpha_{j}\right) \exp \left(K_{j}\right)+0.5 F_{j}\left(1+\alpha_{j}\right) \exp \left(-K_{j}\right) \tag{27}
\end{equation*}
$$

where

$$
\begin{gather*}
k_{j}=i \omega h_{j} / v_{j}^{*}  \tag{28}\\
a_{j}=\rho_{j} v_{j}^{*} / \rho_{j+1} v_{j+1}^{*} \tag{29}
\end{gather*}
$$

and $\exp \left(K_{j}\right)$ is equal to the base of the natural logarithms $e$ raised to the $K_{j}$ power.

The above expressions developed by Schnabel, et al. [58,59] are valid only for steady state harmonic motions. If the surface of a soil deposit develops a harmonic displacement of the form of Equation (24), then the rock motion $u_{n+1}\left(z=h_{n}, t\right)$ which caused this displacement may be computed from Equation (25).

Schnabel, Lysmer and Seed [58] extended the theory to transient motions through the use of Fourier transformation by employing the Fast Fourier Transform algorithm developed by Cooley and Tukey [16] (Appendix 2). In the case of transient motions the assumption was made that the complex shear modulus is independent of frequency and equal to:

$$
\begin{equation*}
G^{*}=G(1+2 i D) \tag{30}
\end{equation*}
$$

where $D$ is the critical damping ratio assumed constant for any value of $\omega$. Generally, $D$ and $\omega$ are related through the expression [57]:

$$
\begin{equation*}
D=\omega \mu /(2 G) \tag{31}
\end{equation*}
$$

The above analytical method is used later in this chapter to compare with the method of characteristics in a case study.

## Base Motion Synthesis. Viscoelastic Soil.

The methods reviewed in Chapter II, to calculate the ground surface motion of a soil deposit for a known bedrock motion are methods of analysis (feed-back process). The method of characteristics is used in the following to solve the reverse problem, i.e., to compute the bedrock motion which caused a known transient motion at the ground surface. This method resembles the valve stroking concept as used in hydraulic transients [66] and may be characterized as a method of synthesis (feed-forward process). It is termed herein, "Base Motion Synthesis" method.

Propagation of shear waves vertically through horizontal layers of dry soil is treated as a one-dimensional problem described by the partial differential equations of state and motion (Equations 6 and 7). By using the method of characteristics, Equations (6) and (7) are transformed into four ordinary differential equations (Equations 15, 16, 17 and 18). After a time interval $\Delta t$ is selected, the soil deposit is divided into reaches of length:

$$
\begin{equation*}
\Delta z_{j}=\Delta t \sqrt{\frac{G_{j}}{\rho_{j}}+\frac{\mu_{j}}{\rho_{j} \Delta t}} \tag{32}
\end{equation*}
$$

The soil properties $G, \rho, \mu$, although they can be considered to change with depth in a prescribed manner, are assumed to be constant within each reach ( $j$ ) and their values at mid-thickness of the reach are used.

Referring to the $z-t$ diagram in Figure 7, shearing stresses and velocities are zero at all the nodes of the diagram to the left of line $F A$. At the surface points $A, C$, $B$ and $E$, shear is zero and velocity is known. By using the method of Base Motion Synthesis, the shearing stresses and particle velocities at the base ( $\overline{\mathrm{FG}}$ ) that produced the surface motion are sought. In terms of forward and backward finite differences, the compatibility equations which are valid along the $\mathrm{C}^{+}$and $\mathrm{C}^{-}$characteristic lines (Equations 15 and 17 ) reduce to:

$$
\begin{array}{ll}
C^{+}: & \tau_{P}-\tau_{A}-\rho v_{S}\left(V_{P}-V_{A}\right)+\frac{\mu}{\Delta z}\left(V_{D}-V_{A}\right)=0 \\
C^{-}: & \tau_{B}-\tau_{P}+\rho v_{S}\left(V_{B}-V_{P}\right)+\frac{\mu}{\Delta z}\left(V_{P}-V_{C}\right)=0 \tag{34}
\end{array}
$$

The distance intervals $\Delta z$ are given by Equation (32) and $v_{s}$ is equal to $\Delta z / \Delta t$. The simultaneous solution of Equations (33) and (34) is facilitated if all the known quantities of each of these two equations are gathered together and called $C P$ (for the $C^{+}$) and $C M$ (for the $\mathrm{C}^{-}$):

$$
\begin{align*}
& C P=\tau_{A}-\rho v_{S} \cdot V_{A}-\frac{\mu}{\Delta z}\left(V_{D}-v_{A}\right)  \tag{35}\\
& C M=\tau_{B}+\rho v_{S} v_{B}-\frac{\mu}{\Lambda z} v_{C} \tag{36}
\end{align*}
$$



Figure 7. Layer designation and z-t diagram.

Then, the unknown shearing stress and particle velocity at point $P$ are obtained as:

$$
\begin{align*}
& v_{P}=\frac{C M-C P}{2 \rho v_{s}-\mu / \Delta z}  \tag{37}\\
& \tau_{P}=C P+\rho v_{S} \frac{C M-C P}{2 \rho v_{s}-\mu / \Delta z} \tag{38}
\end{align*}
$$

Considering that an "action" at the bedrock causes a "reaction" at the surface of a soil deposit, the Base Motion Synthesis method can generate the "action" if the "reaction" is known. This ability of the method becomes evident by studying the z-t diagram in Figure 7. Shearing stress and velocity at $P$ are influenced by conditions existing one time step later at a distance $\Delta z$ away from $P$ (point B), because the incident shear wave travels the distance $\Delta \mathbf{z}_{1}$ in time $\Delta t$. Following the $C^{-}$characteristics from point $E$ downwards, it is observed that "reaction" conditions at E $(z=0, t=7 \Delta t)$ are related to "action" conditions at $G(z=H$, $t=3 \Delta t)$.

A step-by-step procedure greatly facilitates the computations. Based on known conditions at the surface, Equations (37) and (38) yield the shearing stresses and particle velocities at a depth $z=\Delta z_{1}$ in the time domain. Based on known conditions at depth $z=\Delta z_{1}$, Equations (37) and (38) yield the shearing stresses and particle velocities at a depth $z=\Delta z_{1}+\Delta z_{2}$ in the time domain. The same procedure is repeated until the bedrock is reached. Thus, the method also provides the user with intermediate results, calculating
shearing stresses and particle velocities at all reach interfaces.

Example An unsaturated soil deposit 218.82 feet thick was selected for study. The soil deposit consists of four layers: 36.38 feet of fill with $\rho=3.73$ slugs $/ \mathrm{ft}^{3}, \mathrm{G}=$ $1.375 \times 10^{6}$ psf, $\mu=30,0001 \mathrm{~b} \cdot \mathrm{sec} / \mathrm{Et}^{2} ; 46.34$ feet of soft clay with $\rho=3.26$ slugs $/ \mathrm{ft}^{3}, \mathrm{G}=0.5 \times 10^{6}$ psf, $\mu=10,000$ Ib. sec/ft ${ }^{2}$; 64.0 feet of medium clay with $\rho=3.42$ slugs $/ \mathrm{ft}^{3}$. $G=10^{6} \mathrm{psf}, \mu=20,000 \mathrm{lb} \cdot \mathrm{sec} / \mathrm{Et}^{2}$; and 72.1 feet of sand and gravel with $\rho=4.04$ slugs $/ \mathrm{ft}^{3}, G=6 \times 10^{6}$ psf, $\mu=$ $120,000 \mathrm{lb} \cdot \mathrm{sec} / \mathrm{ft}^{2}$ resting on a horizontal rock base (Figure 8). The first 8 seconds of the North-South component of the 1940 El Centro earthquake accelerogram (Figuxe 9) were considered to be the hypothetical reaction of the ground surface. Two methods were used to find the bedrock excitation, the analytical method [58] reviewed previously, and the Base Motion Synthesis method. The analytical method uses as input the displacement record of the North-South component of the 1940 El Centro earthquake obtained by twice integrating numerically the earthquake accelerogram [8]. The Base Motion Synthesis method uses as input the velocity record of the North-South component of the 1940 El Centro earthquake obtained by integrating numerically the earthquake accelerogram.

A value of $D=0.01$ was used in the analytical method. This assumption of a constant ratio $\mu \omega / G$, tends to underdamp the higher frequency harmonics of the Fourier transform and


Figure 8. Profile of soil deposit.


Figure 9. Accelerogram of El Centro earthquake, 1940, North-South component.
overdamp the lower frequency harmonics. A time interval of 0.05 seconds was used in the Base Motion Synthesis method. A computer program written in FORTRAN IV Language, presented in Appendix 5, performed all the necessary computations for the Base Motion Synthesis method. For this specific example, the computer time required by the Base Motion Synthesis method was approximately half the time required by the analytical method. The base rock displacements and velocities calculated by both methods are plotted in Figures 10 and 11 for comparison. Small differences observed are mainly due to the fact that the analytical method does not use the whole range of frequencies of the Fourier transform in the evaluation of the complex shear modulus $\mathrm{G}^{*}$.

An additional confirmation of the Base Motion Synthesis method is obtained by the method of characteristics (method of analysis) reviewed in Chapter II. The base rock velocity resulting from the Base Motion Synthesis method was used as input to the method of analysis. The velocity response at the surface of the soil deposit computed by using the method of analysis was found to be substantially the same as that used as input to the Base Motion Synthesis method (Figure 11).

In Figure 12, the shearing stress at the base rock computed by the Base Motion Synthesis method is plotted versus time.


Figure 10. Displacement applied at surface (El Centro, 1940, $\mathrm{N}-\mathrm{S}$ ) and computed base rock displacement.


Figure ll. Velocity appied at surface (EI Centro, 1940, $\mathrm{N}-\mathrm{S}$ ) and computed velocity at base rock.


Figure 12. Computed shearing stress at base rock by base motion synthesis method.

Base Motion Synthesis. Inelastic Soil.
The inelastic or "strain-softening" behavior of soil may be modeled by shearing stress-shearing strain curves of the Ramberg-Osgood type (Appendix 1). The method of characteristics in conjunction with a Ramberg-Osgood hysteretic model was used by Streeter, Wylie and Richart [7I] to solve problems of one-dimensional shear wave transmission through horizontal layers of dry soil. A seismic disturbance was applied to the base rock and the response of the soil layer overlying the bedrock was computed. This forward type of solution is a method of analysis. In the following development, the Base Motion Synthesis method is modified so inelastic soil behavior can be modeled. Thus, the solution is obtained to the reverse problem which is to find the seismic disturbance at the base rock that caused a known response at the surface of the overlying soil layer. The method of characteristics in conjunction with a centered implicit method are used in this development.

The damping effect of a Ramberg-Osgood hysteresis model is more pronounced than that obtained by a viscoelastic hysteresis loop. Therefore, since the presentation gains also in simplicity, the viscous term is omitted from the governing differential equations. However, viscous damping can also be considered if necessary.

Under dynamic conditions the equation of motion is:

$$
\begin{equation*}
\frac{\partial \tau}{\partial z}-\rho \frac{\partial V}{\partial t}=0 \tag{39}
\end{equation*}
$$

where $\tau$ is the shearing stress and $V$ is the particle velocity at a depth $z ; \rho$ is the mass density of the soil. The dynamic stress-strain relationship is:

$$
\begin{equation*}
d \tau=G d \gamma \tag{40}
\end{equation*}
$$

in which $\gamma$ is the shearing strain equal to $\partial u / \partial z, G$ is the shear modulus and $u$ is displacement at a depth z. From Equation (40) the following differential equation may be derived:

$$
\begin{equation*}
\frac{\partial \tau}{\partial t}-G \frac{\partial V}{\partial z}=0 \tag{41}
\end{equation*}
$$

In Equation (41) the tangent shear modulus $G$, for static and low frequency deformations is given by

$$
\begin{equation*}
\mathrm{G}=\mathrm{d} \tau / \mathrm{d} \gamma \tag{42}
\end{equation*}
$$

Multiplying Equation (39) by an unknown multiplier $\theta$, and adding to it Equation (41) gives:

$$
\begin{equation*}
\left(\theta \frac{\partial \tau}{\partial z}+\frac{\partial \tau}{\partial t}\right)-\theta \rho\left(G \frac{1}{\theta \rho} \frac{\partial V}{\partial z}+\frac{\partial V}{\partial t}\right)=0 \tag{43}
\end{equation*}
$$

The terms in parenthesis become total derivatives if:

$$
\begin{equation*}
\frac{d z}{d t}=\theta=\frac{1}{\theta \rho} G \tag{44}
\end{equation*}
$$

from which

$$
\begin{equation*}
\theta= \pm \sqrt{G / \rho}= \pm v_{s} \tag{45}
\end{equation*}
$$

where $\mathrm{v}_{\mathrm{s}}$ is the shear wave velocity in the soil. Two pairs of total differential equations emanate from Equation (43), designated $C^{+}$when the plus sign is used for $\theta$ and $C^{-}$when the negative sign is used:

$$
\begin{align*}
& C^{+}\left\{\begin{array}{l}
\frac{d \tau}{d t}-\rho v_{s} \frac{d V}{d t}=0 \\
\frac{d z}{d t}=v_{s}
\end{array}\right.  \tag{46}\\
& C^{-}\left\{\begin{array}{l}
\frac{d \tau}{d t}+\rho v_{s} \frac{d V}{d t}=0 \\
\frac{d z}{d t}=-v_{s}
\end{array}\right.
\end{align*}
$$

To solve numerically Equations (46) to (49), a convenient time interval $\Delta t$ is selected to be kept constant throughout the calculations and the soil layer is divided into distance intervals equal to

$$
\begin{equation*}
(\Delta z)_{j}=\Delta t \sqrt{\left(G_{0}\right)_{j} / \rho_{j}} \tag{50}
\end{equation*}
$$

where $G_{0}$ is the shear modulus for $\gamma=0$, usually changing as the square or cubic root of depth. However, the value of $G_{0}$ calculated at mid-thickness of a layer ( $j$ ) is used as constant throughout that layer.

A shearing stress-shearing strain curve of the RambergOsgood type requires that $G \leqslant G_{0}$ in each layer (the equal sign holds at the turning points of the curves). This means that ( $\overline{\mathrm{CF}}$ ) in Figure 13 is always less than the corresponding $(\Delta z)_{j}$, i.e. $v_{s} \cdot \Delta t \leqslant(\Delta z)_{j}$ at all times, a necessary condition for the method of characteristics to be stable.


Figure 13. Part of the z-t diagram for a layer of inelastic soil. Method of base motion synthesis.

In Figure 13, the part of the $z-t$ diagram corresponding to a layer ( $j$ ) is drawn. Assuming that $t_{j}$ is the time required for the shear wave to reach the bottom of layer (j) from the base rock, conditions to the left of line ( $\overline{\mathrm{AS}}$ ) are static. Also, conditions (i.e. shearing stresses and particle velocities) at points $A, C, B$, and $F$ are known from the overlying layer $(\Delta z)_{j-1}$. The objective is to find the conditions at points $D, E$ and $K$ of the $z-t$ diagram. The procedure is then repeated for the underlying layer $(\Delta z)_{j+1}$ until the base rock is reached.

Equations (46) and (48) can be expressed in a finite difference form:

$$
\begin{array}{ll}
C^{+}: & \tau_{P}-\tau_{A}-\rho v_{S}\left(V_{P}-V_{A}\right)=0 \\
C^{-}: & \tau_{B}-\tau_{P}+\rho v_{S}\left(V_{B}-V_{P}\right)=0 \tag{52}
\end{array}
$$

where $v_{s}=\sqrt{G / P}$ is the shear wave velocity for the layer under consideration. Equations (51) and (52) solved simultaneously yield the values of $\tau$ and $V$ at point $P$ :

$$
\begin{align*}
& \tau_{P}=\frac{\tau_{A}+\tau_{B}}{2}+\frac{V_{B}-V_{A}}{2} \rho v_{s}  \tag{53}\\
& v_{P}=\frac{V_{A}+V_{B}}{2}+\frac{\tau_{B}-\tau_{A}}{2 \rho v_{S}} \tag{54}
\end{align*}
$$

At time $t_{j}+\Delta t$, the shear modulus $G$ is still equal to $G_{0}$, therefore points $P$ and $D$ coincide and Equations (53) and (54) are sufficient to find $\tau_{D}$ and $V_{D}$. $A$ time interval
later $G<G_{0}$ and $(\overline{C P})<(\Delta z)_{j}$. In this case, shear and velocity at point $E$ can be found by employing a generalized centered implicit method [67].

The terms in Equations (39) and (41) in finite difference notation become:

$$
\begin{align*}
& \frac{\partial V}{\partial z}=\frac{\xi\left(V_{E}-V_{P}\right)+(1-\xi)\left(V_{D}-V_{R}\right)}{(\Delta z)}{ }_{j}-V_{S} \Delta t  \tag{55}\\
& \frac{\partial \tau}{\partial z}=\frac{\xi\left(\tau_{E}-\tau_{P}\right)+(1-\xi)\left(\tau_{D}-\tau_{R}\right)}{(\Delta z)} j_{j}^{-V_{S} \Delta t}  \tag{56}\\
& \frac{\partial V}{\partial t}=\frac{V_{P}+V_{E}-V_{R}-V_{D}}{2 \Delta t}  \tag{57}\\
& \frac{\partial \tau}{\partial t}=\frac{\tau_{P}+\tau_{E}-\tau_{R}-\tau_{D}}{2 \Delta t} \tag{58}
\end{align*}
$$

where $\xi$ is a weighting factor. The quantities $V_{R}$ and $\tau_{R}$ are found by linear interpolation between the known values of $V_{A}, \tau_{A}$ and $V_{D}, \tau_{D}$, as follows:

$$
\begin{align*}
& \tau_{R}=\tau_{A}+\frac{v_{S} \Delta t}{(\Delta z)_{j}}\left(\tau_{D}-\tau_{A}\right)  \tag{59}\\
& v_{R}=V_{A}+\frac{v_{S} \Delta t}{(\Delta z)_{j}}\left(v_{D}-v_{A}\right) \tag{60}
\end{align*}
$$

Equations (55) to (58) are substituted back into Equations (39) and (41) which become:

$$
\begin{align*}
& \frac{\xi\left(\tau_{E} E^{-\tau_{P}}\right)+(1-\xi)\left(\tau_{D}-\tau_{R}\right)}{(\Delta z)_{j}-V_{S} \Delta t}-\rho \frac{V_{P}+V_{E}-V_{R}-V_{D}}{2 \Delta t}=0  \tag{6I}\\
& \frac{\tau_{P}+\tau_{E}-\tau_{R}-\tau_{D}}{2 \Delta t}-G \frac{\xi\left(V_{E}-V_{P}\right)+(I-\xi)\left(V_{D}-V_{R}\right)}{(\Delta z)}=0 \tag{62}
\end{align*}
$$

The quantities $\tau_{P}$ and $V_{P}$ are known from Equations (53) and (54), $\tau_{R}$ and $V_{R}$ are known from Equations (59) and (60) and $\tau_{D}$ and $V_{D}$ are known from the previous time step. Therefore, Equations (61) and (62) are solved simultaneously to find the only unknowns $\tau_{E}$ and $V_{E}$. In this case only one centered implicit cell (DRPE) was used. However, if $v_{s} \cdot \Delta t$ becomes small compared with $(\Delta z)_{j}$, more implicit cells should be used improving considerably the results obtained.

The implicit scheme has neutral stability if the weighting factor $\xi=0.50$ and it is unconditionally stable for $0.5<\xi \leq 1.0$. The stability of the implicit method does not depend on the ratio ( $\overline{\mathrm{PE}}) / \Delta t$ as do the explicit and characteristic methods. Under certain conditions however, the implicit method has been observed to exhibit instabilies [6,46]. In the present analysis instabilities did not occur and improved results were obtained by using a weighting factor $\xi$ of 0.9 or even 1.0 .

The Base Motion Synthesis method as modified above for the case of inelastic soil behavior, is still based on
a feed-forward process since conditions at time $t+\Delta t$ and depth $z$ (i.e. point $B$ ) influence conditions at time $t$ and depth $z+(\Delta z)_{j}$ (i.e. point $P$ and subsequently point $E$, in Figure 13).

The same procedure is repeated for each time step. A new value of $G$ is obtained from the proper Ramberg-Osgood curve (loading or unloading) based on the average value of the shearing stress over the layer one time interval earlier. The computational scheme moves forward in the time domain for each layer starting from the top layer and proceeding to the base rock. A solution by the Base Motion Synthesis method is thus made feasible.

Example. An unsaturated sand deposit 70.4 feet thick rests on horizontal bedrock. The sand has a unit weight $\gamma_{s}=100$ lb/ft ${ }^{3}$. The static shear modulus, $G_{0}$, is determined at the mid-point of each layer at a depth $z$ from the expression:

$$
\begin{equation*}
G_{0}=50000 \sqrt{\gamma_{s} z} \quad\left(\mathrm{lb} / \mathrm{ft}^{2}\right) \tag{63}
\end{equation*}
$$

The time interval selected is $\Delta t=0.01$ seconds. According to Equation (50) the soil deposit is subdivided into eight layers with thicknesses of $5.0,6.8,7.9,8.8$, 9.6, 10.2, 10.8, and 11.3 feet (Figure 14). Soil viscosity is assumed to be zero. The yield shearing stress, $\tau_{y}$, is determined from the expression [57]:

$$
\begin{equation*}
\tau_{y}=0.8 \gamma_{s} z \tan \phi_{0} \tag{64}
\end{equation*}
$$



Figure 14. Soil layer with shear modulus proportional to square foot of depth.
where $\phi_{0}$ is the angle of internal friction assumed equal to $30^{\circ}$. To describe the stress-strain relationship for the sand, an exponent $R_{0}=5$ is used in the Ramberg-Osgood Equations (Appendix 1).

Streeter, Wylie and Richart [71] applied a simulated seismic disturbance at the base of the deposit described above. Horizontal particle velocities at the base were calculated from a random acceleration function suggested by Bogdanoff, Goldberg and Bernard [12]:

$$
\begin{equation*}
a_{g}=t e^{-0.333 t} \sum_{j=1}^{10} \cos \left(\omega_{j} t+n_{j}\right) \tag{65}
\end{equation*}
$$

where the frequencies $\omega_{j}$ and the phase angles $\eta_{j}$ suggested by Parmelee et al. [53] were used. In reference [71], the velocity at the ground surface was computed from the velocity applied at the base of the deposit by using the method of characteristics (method of analysis).

The Base Motion Synthesis method used as input the ground surface velocity found from the method of analysis (Figure 15). The computed base rock velocities are in agreement with the velocities calculated from expression (65) that were originally used as input to the method of analysis (Figure 16).

The normalized Ramberg-Osgood stress-strain diagram computed at a depth of 8.4 feet by the method of analysis and the Base Motion Synthesis method is plotted in Figure 17. The sequential alphabetic characters at the turning points of the Ramberg-Osgood curves correspond to the time


Figure 15. Seismic surface velocity.


Figure 16. Simulated seismic velocity at base rock.


Figure 17. Ramberg-Osgood stress-strain diagram computed at a depth of 8.4 ft.
indicated by the same letters on Figure 15. The differences observed in Figure 17 are attributed mainly to the approximations introduced by the implicit scheme in the Base Motion Synthesis method. The larger differences occurred at the turning points of the Ramberg-Osgood curves (i.e. at point $d$ in Figure 17 where unloading stops and loading starts), the reason being the abrupt change in the value of $G$ from its minimum to its maximum value $G_{0}$ during one time interval. The computations for the Base Motion Synthesis method were carried out by using the computer program appearing in Appendix 6. The computing time for compilation, execution and printout for this example was 57 seconds on the IBM $360 / 67$ computer, while the solution by the method of analysis required 31 seconds of computing time.

## CHAPTER V

ONE-DIMENSIONAL SHEAR WAVE PROPAGATION THROUGH EARTH DAMS

## Review of Literature

Mononobe, Takata, and Matumura [48] in 1936, presented one of the first dynamic response analyses of earth dams. Their theoretical development was based on the following simplifying assumptions: the earth dam material was homogeneous and viscoelastic having uniform density and shear modulus; the earth dam cross section was wedge-shaped and the foundation was rigid; the dam was infinitely long and its base width was greater than its height so that bending deformations could be considered negligible compared with deformations due to shear; the water stored in the earth dam was not considered in the analysis; and shear stresses ovej any horizontal plane were assumed to be uniformly discributed.

Hatanaka [27] in 1955 studied the case of a triangular elastic cross section in a rectangular canyon and computed the horizontal response over the length and the height of the dam. Ambraseys $[3,4,5]$ studied extensively the dynamic reaction of dams to earthquakes. In 1960, he investigated the shear response of a two dimensional symmetric wedge of finite length which had a truncated crest. The wedge was considered to be linearly elastic, bounded at its base and its two vertical sides by rigid planes. Internal or Coulomb friction was modeled by a viscous damping term proportional
to the particle velocities. The shear modulus was assumed to be constant since Ambraseys previous work showed that an error of less than $10 \%$ occurred in computing natural frequencies when the variable shear modulus was replaced with its mean value.

In 1966, Seed and Martin [63] summarized all the previous work done on the elastic response analysis of earth dams in what they called the one-dimensional shear slice theory. The derived differential equation of motion was solved analytically for a random horizontal base motion. Viscous damping forces were considered to be proportional to the particle velocities. Making use of the orthogonal properties of mode shapes and the principle of mode superposition, the general solution of the equation of motion was obtained as a summation of an infinite number of terms involving Duhammel (or Convolution) integrals. The dissipation mechanism was represented in the solution by the fraction of critical damping for each mode. Results obtained by the above analysis were of similar form with measurements of the response of the Cachuma Dam in California during a small earthquake in 1957 [4] and with measurements of the response of the 100 foot high Sannokai Dam in Japan to several small earthquakes [51].

During 1966 and 1967 Clough and Chopra [14] and Chopra [13] applied the finite element method in an attempt to develop an improved analysis to the problem of shear wave propagation through earth dams. The dam material was
considered to be isotropic and linear viscoelastic. The influence of stored water was ignored. The analysis was two dimensional. For the same dam height differences in geometry of the cross section lead to differences in the natural modes, a result not obtainable from the shear slice theory. During the last few years numerous appiications of the finite element method appeared in the literature; a more detailed review is presented in Chapter VII, since the present chapter is dealing with the one-dimensional dam analysis.

## Analytical Method

The basic assumption of the one-dimensional shear slice theory, that shearing stress is uniformly distributed over any horizontal plane is maintained through the following development. The earth dam material is assumed to be viscoelastic. The dam cross sections considered are wedgeshaped with bank slopes 1 vertical to $\alpha / 2$ horizontal having truncated crests.

For the one-dimensional shear wave transmission through an earth dam under dynamic conditions, the equation of motion for a thin horizontal slice at depth $z$ below the crest 0 (Figure 18), is:

$$
\begin{equation*}
-\tau A_{0}+\left[\tau A_{0}+\frac{\partial\left(\tau A_{0}\right)}{\partial z} d z\right]=\rho d z\left[A_{0}+\frac{\partial A_{0}}{\partial z} \frac{d z}{2}\right] \frac{\partial^{2} u}{\partial t^{2}} \tag{66}
\end{equation*}
$$

where $A_{0}=\alpha z$ is the area of the horizontal plane per unit length; $\tau=$ shearing stress uniformiy distributed over the


Figure 18. One-dimensional shear slice.
horizontal plane of area $A_{0} ; \rho=$ mass density of the soil; $u=a b s o l u t e$ horizontal displacement of the slice. Omitting second order differentials and considering that $A_{0}=\alpha z$ and $\partial A_{0} / \partial z=\alpha$, Equation (66) reduces to:

$$
\begin{equation*}
\frac{\partial \tau}{\partial z}+\frac{\tau}{z}-\rho \frac{\partial^{2} u}{\partial t^{2}}=0 \tag{67}
\end{equation*}
$$

It should be noted that the slope $\alpha$ of the dam sides has cancelled out and does not appear in Equation (67). The effect of the tapered cross section is depicted by the term $(\tau / z)$ for any degree of taper. For $\alpha \rightarrow 0$ this term vanishes and Equation (67) reduces to the equation of motion for the shear wave propagation through a one-dimensional shear beam. Values of $\alpha$ often encountered in practice are $1.5<\alpha<3 . \quad$ Such differences in the geometry of a dam cross section clearly affect the dam's response. Therefore, the advantage of using a two-dimensional analysis becomes apparent. However, the one-dimensional approach is a simple and inexpensive method to examine the reaction of dams to earthquakes. Results obtained by this approach are usually satisfactory along the dam's axis of symmetry.

The equation of state relating shear stress and stain for a viscoelastic material, with the viscous damping term proportional to the rate of change of strain, is:

$$
\begin{equation*}
\tau=G \frac{\partial u}{\partial z}+\mu \frac{\partial^{2} u}{\partial z \partial t} \tag{68}
\end{equation*}
$$

where $G=$ shear modulus or modulus of rigidity; $\partial u / \partial z$ is the strain; and $\mu=$ soil viscosity.

If Equation (68) is differentiated with respect to $z$ and Equation (67) is substituted, the equation presented by Mononobe et al. [48] is obtained:

$$
\begin{equation*}
\rho \frac{\partial^{2} u}{\partial t^{2}}-\frac{\partial}{\partial z}\left(G \frac{\partial u}{\partial z}+\mu \frac{\partial^{2} u}{\partial z \partial t}\right)-\frac{1}{z}\left(G \frac{\partial u}{\partial z}+\mu \frac{\partial^{2} u}{\partial z \partial t}\right)=0 \tag{69}
\end{equation*}
$$

Using the mean values of $\mu$ and $G$ for the whole height of the dam and neglecting their possible variation with depth, Equation (69) reduces to:

$$
\begin{equation*}
\rho \frac{\partial^{2} u}{\partial t^{2}}-G\left(\frac{\partial^{2} u}{\partial z^{2}}+\frac{1}{z} \frac{\partial u}{\partial z}\right)-\mu\left(\frac{\partial^{3} u}{\partial z^{2} \partial t}+\frac{1}{z} \frac{\partial^{2} u}{\partial z \partial t}\right)=0 \tag{70}
\end{equation*}
$$

The motion produced by a harmonic excitation applied at the base of a dam must also be harmonic with the same period as the excitation. Therefore, a steady state solution of Equation (70) is assumed in the form:

$$
\begin{equation*}
u(z, t)=F(z) e^{i \omega t} \tag{71}
\end{equation*}
$$

where $w=$ circular frequency of the imposed excitation; $F=a$ function of $z$ to be found.

Substitution of Equation (71) into Equation (70) results to the equation:

$$
\begin{equation*}
\frac{d^{2} F}{d z^{2}}+\frac{1}{z} \frac{d F}{d z}+\left(\frac{\omega}{v^{*}}\right)^{2} F=0 \tag{72}
\end{equation*}
$$

where

$$
\begin{equation*}
v^{*}=\sqrt{\frac{G}{\rho}+i \frac{\mu \omega}{\rho}} \tag{73}
\end{equation*}
$$

The quantity $\mathrm{v}^{*}$ is called herein complex velocity of shear wave propagation. If $\mu=0$, then the soil is elastic,
$v^{*}=\sqrt{G / \rho}$ is the real shear wave velocity and Equation (72) reduces to an ordinary Bessel equation [30].

A general solution of Equation (72) in terms of
Hankel functions, is:

$$
\begin{equation*}
F(z)=A H_{0}^{(1)}\left(\omega \mathrm{z} / \mathrm{V}^{*}\right)+\mathrm{Br}_{0}^{(2)}\left(\omega \mathrm{z} / \mathrm{V}^{*}\right) \tag{74}
\end{equation*}
$$

where $A$ and $B$ are constants to be determined from the boundary conditions. The Hankel functions of order $q$ are:

$$
\begin{align*}
& H_{q}^{(1)}\left(\omega z / v^{*}\right)=J_{q}\left(\omega z / v^{*}\right)+i Y_{q}\left(\omega z / v^{*}\right)  \tag{75}\\
& {\underset{q}{q}}_{(2)}^{(2)}\left(\omega z / v^{*}\right)=J_{q}\left(\omega z / v^{*}\right)-i Y_{q}\left(\omega z / v^{*}\right) \tag{76}
\end{align*}
$$

where $J_{q}$ are Bessel functions of the first kind of order $q$, and $Y_{q}$ are Bessel functions of the second kind of order $q$. If the viscous term is not zero, it is evident that the arguments of the Hankel and Bessel functions are complex numbers. In this case, a special technique to evaluate these functions is presented in Appendix 3. A computer subprogram was written and used (Appendix 7) since existing tables $[49,50]$ require cumbersome interpolations.

The solution of Equation (70) becomes

$$
\begin{equation*}
u(z, t)=e^{i \omega t}\left[A H_{0}^{(1)}\left(\omega z / v^{*}\right)+B H_{0}^{(2)}\left(\omega z / v^{*}\right)\right] \tag{77}
\end{equation*}
$$

At the truncated crest, where $z=h$, the shearing stress $\tau$ should be zero. By substituting Equation (77)
into Equation (68) and considering that $\tau=0$, the following expression is obtained:

$$
\begin{equation*}
\frac{\omega}{v^{*}} e^{i \omega t}(G+i \mu \omega)\left[A H_{1}^{(1)}\left(\omega h / v^{*}\right)+B H_{1}^{(2)}\left(\omega h / v^{*}\right)\right]=0 \tag{78}
\end{equation*}
$$

from which

$$
\begin{equation*}
B=-A H_{1}^{(1)}\left(\omega h / v^{*}\right) / H_{1}^{(2)}\left(\omega h / v^{*}\right) \tag{79}
\end{equation*}
$$

At the base of the dam, where $z=H$, a harmonic excitation acts having a single amplitude $W$ and a frequency $\omega$, in the form:

$$
\begin{equation*}
u(H, t)=W \cos \omega t=\operatorname{Re}\left(W e^{i \omega t}\right) \tag{80}
\end{equation*}
$$

where Re stands for "real part of." The letters Re are dropped in the following but it is understood that only the real parts of all complex expressions represent their numerical values. Equation (77) for $z=H$ yields the value of $A$ when $B$ is substituted from Equation (79):

$$
\begin{equation*}
A=W /\left[H_{0}^{(1)}\left(\omega H / V^{*}\right)-H_{0}^{(2)}\left(\omega H / V^{*}\right) H_{1}^{(1)}\left(\omega h / v^{*}\right) / H_{1}^{(2)}\left(\omega h / v^{*}\right)\right] \tag{81}
\end{equation*}
$$

The solution of the equation of motion (70) becomes:

$$
\begin{equation*}
u(z, t)=W e^{i \omega t}\left(\frac{H_{0}^{(1)}\left(\omega z / V^{*}\right)-H_{0}^{(2)}\left(\omega z / V^{*}\right) H_{1}^{(1)}\left(\omega h / V^{*}\right) / H_{1}^{(2)}\left(\omega h / V^{*}\right)}{H_{0}^{(2)}\left(\omega H / V^{*}\right)-H_{0}^{(2)}\left(\omega H / V^{*}\right) H_{1}^{(1)}\left(\omega h / V^{*}\right) / H_{1}^{(2)}\left(\omega h / V^{*}\right)}\right) \tag{82}
\end{equation*}
$$

This solution is valid only for $h \neq 0$, since if $h=0$, then $Y_{1}(0) \rightarrow-\infty$. Fortunately the case of a truncated crest is the rule and not the exception.

The horizontal velocity of displacement of a thin slice of the dam is:

$$
\begin{equation*}
V(z, t)=\partial u / \partial t=i \omega u(z, t) \tag{83}
\end{equation*}
$$

The shearing stress uniformly distributed over a horizontal cross section at depth $z$ can be found from the equation of state substituting u from Equation (82):
$\tau(z, t)=\omega \rho v^{* W e} e^{i \omega t}\left(\frac{H_{1}^{(1)}\left(\omega z / V^{*}\right)-H_{1}^{(2)}\left(\omega z / V^{*}\right) H_{1}^{(1)}\left(\omega h / V^{*}\right) / H_{1}^{(2)}\left(\omega h / V^{*}\right)}{H_{0}^{(1)}\left(\omega H / V^{*}\right)-H_{0}^{(2)}\left(\omega H / V^{*}\right) H_{1}^{(1)}\left(\omega h / V^{*}\right) / H_{1}^{(2)}\left(\omega h / V^{*}\right)}\right)(8$

The above formulas apply only to steady oscillatory motions. If $n$ equidistant displacement values are obtained from a digitized seismogram, the transient motion of the dam base can be analyzed to a series of harmonics by applying Fourier techniques and a least squares criterion (Appendix 2). This procedure allows the user to select a number of harmonics less than the number of equidistant tabulated data points but sufficient to accurately represent the transient motion. The frequencies obtained from the harmonic analysis can be maintained without the need of introducing the critical damping ratio into Equation (73). Each one of the harmonic components of the Fourier transform generates a solution of the form of Equation (82). The superposition of these solutions by an Inverse Fourier Transform provides the transient response of the dam to
the applied excitation. A computer program written in FORTRAN IV Language to perform all the above calculations is presented in Appendix 7.

## Natural Frequencies of Truncated Dams

Considering the undamped vibration of a wedge-shaped dam of height $H$, the natural frequencies of oscillation of the dam are obtained from the zero values of the frequency equation $J_{0}(\omega H \sqrt{\rho / G})=0$. Thus, for the first mode of vibration the fundamental frequency is:

$$
\begin{equation*}
\omega_{\mathrm{n}}=\frac{2.4}{\mathrm{H}} \sqrt{\frac{\mathrm{G}}{\rho}} \tag{85}
\end{equation*}
$$

The degree of truncation $h$ of the crest of a wedgeshaped dam as well as the amount of damping influence its natural frequency. The bracketed term in Equation (82) is the amplification factor of the response. A plot of the modulus of the amplification factor for different frequencies versus these frequencies (Figure 19), for a given degree of damping, reveals the response characteristics of the system. Two dams with $H=100 \mathrm{ft}, \mathrm{h}=25 \mathrm{ft}$, and $H=150 \mathrm{ft}, \mathrm{h}=25 \mathrm{ft}$ were studied. The mass density of the dam material was assumed to be $\rho=3.1$ slugs $/ f^{3}$ and the shear modulus $G=650000$ psf. Two values of viscosity were considered: $\mu=0$ and $\mu=6250 \mathrm{lb} \cdot \mathrm{sec} / \mathrm{ft}^{2}$. The natural frequency of the 75 ft high truncated dam for both viscosity values was about the same, equal to $\omega_{n}=12.22 \mathrm{rad} / \mathrm{sec}$. For higher damping, it would be expected that the corresponding


Figure 19. Response curves for two viscously damped truncated dams.
frequency would be less than $12.22 \mathrm{rad} / \mathrm{sec}$. The undamped natural frequency of the whole 100 ft high wedge from Equation (85) is $10.99 \mathrm{rad} / \mathrm{sec}$. The natural frequency of the 125 ft high truncated dam for both viscosity values was found to be $\omega_{n}=7.70 \mathrm{rad} / \mathrm{sec}$. The undamped natural frequency of the corresponding 150 ft high wedge is $\omega_{n}=7.33$ rad/sec.

Response curves of the type of Figure 19 are very useful in studying resonance effects in dams.

## Characteristics Method

The same basic partial differential equations governing the propagation of shear waves through tapered cross sections are used in the following analysis, namely the equation of motion (Eq. 67) and the equation of state (Eq. 68). If Equation (68) is differentiated with respect to time, it can be written in terms of the horizontal particle velocities $V$ :

$$
\begin{equation*}
\frac{\partial \tau}{\partial t}-G \frac{\partial V}{\partial z}-\mu \frac{\partial^{2} V}{\partial z \partial t}=0 \tag{86}
\end{equation*}
$$

The equation of motion (Eq.67) can also be written in terms of the horizontal particle velocities $V$ :

$$
\begin{equation*}
\frac{\partial \tau}{\partial z}+\frac{\tau}{z}-\rho \frac{\partial V}{\partial t}=0 \tag{87}
\end{equation*}
$$

The third term of Equation (86) containing the viscosity $\mu$ may be represented by a finite difference approximation as:

$$
\begin{equation*}
\mu \frac{\partial^{2} V}{\partial z \partial t}=\mu \frac{1}{\Delta t}\left[\frac{\partial V}{\partial z}-\left(\frac{\partial V}{\partial z}\right)_{C}\right] \tag{88}
\end{equation*}
$$

where $\Delta t$ is a selected time interval and the subscript $C$ refers to the value determined at point $C$ on the $z-t$ diagran of Figure 20. Combination of Equations (86) and (88) gives:

$$
\begin{equation*}
\frac{\partial \tau}{\partial t}-\left(G+\frac{\mu}{\Delta t}\right) \frac{\partial V}{\partial z}+\mu\left(\frac{\partial V}{\partial z}\right)_{C}=0 \tag{89}
\end{equation*}
$$

Equations (87) and (89) can be transformed into four ordinary differential equations by the method of characteristics. Equation (87) is multiplied by an unknown multiplier $\theta$ and is added to Equation (89) to give:

$$
\begin{equation*}
\left[\theta \frac{\partial \tau}{\partial z}+\frac{\partial \tau}{\partial t}\right]-\theta \rho\left[\frac{1}{\theta \rho}\left(G+\frac{\mu}{\Delta t}\right) \frac{\partial V}{\partial z}+\frac{\partial V}{\partial t}\right]+\theta \frac{\tau}{z}+\frac{\mu}{\Delta t}\left(\frac{\partial V}{\partial z}\right)_{C}=0 \tag{90}
\end{equation*}
$$

The bracketed terms in Equation (90) become total derivatives if:

$$
\begin{equation*}
\frac{d z}{d t}=\theta=\frac{1}{\theta \rho}\left(G+\frac{\mu}{\Delta t}\right) \tag{91}
\end{equation*}
$$

Equation (91) solved for $\theta$ gives:

$$
\begin{equation*}
\theta= \pm \sqrt{\frac{G}{\rho}+\frac{\mu}{\rho \Delta t}}= \pm v_{s} \tag{92}
\end{equation*}
$$

where $v_{s}$ is the apparent shear wave velocity in $f t / s e c$. Two pairs of ordinary differential equations originate from Equation (90), one pair with the positive value of $\theta$ $\left(C^{+}\right)$and the other pair with the negative value of $\theta\left(\mathrm{C}^{-}\right)$:


Figure 20. z-t diagram. Method of characteristics.

$$
\begin{align*}
& c^{+}\left\{\begin{array}{l}
\frac{d \tau}{d t}-\rho v_{s} \frac{d V}{d t}+v_{s} \frac{\tau}{z}+\frac{\mu}{\Delta t}\left(\frac{\partial V}{\partial z}\right)_{C}=0 \\
\frac{d z}{d t}=v_{s}
\end{array}\right.  \tag{93}\\
& c^{-}\left\{\begin{array}{l}
\frac{d \tau}{d t}+\rho v_{s} \frac{d V}{d t}-v_{s} \frac{\tau}{z}+\frac{\mu}{\Delta t}\left(\frac{\partial V}{\partial z}\right)_{C}=0 \\
\frac{d z}{d t}=-v_{s}
\end{array}\right.
\end{align*}
$$

In a central finite difference form using a second order approximation, Equations (93) and (95) reduce to:

$$
\begin{align*}
& C^{+}: \tau_{P}-\tau_{A}-\rho v_{S}\left(V_{P}-V_{A}\right)+v_{S} \Delta t \frac{\tau_{P}+\tau_{A}}{z_{P}+z_{A}}+\mu \frac{V_{B}-V_{A}}{2 \Delta z}=0  \tag{97}\\
& C^{-}: \tau_{P}-\tau_{B}+\rho v_{S}\left(V_{P}-V_{B}\right)-v_{S} \Delta t \frac{\tau_{P}+\tau_{B}}{z_{P}+z_{B}}+\mu \frac{V_{B}-V_{A}}{2 \Delta z}=0 \tag{98}
\end{align*}
$$

where the subscripts $A, B$, and $P$ refer to values at the corresponding points of the $z-t$ diagram (Figure 20). Equations (97) and (98) apply in both cases of a wedgeshaped cross section and of a cross section with truncated top.

In cases where the dam crest is of finite width ( $h \not 7^{:} 0$ ), a better approximation of the third term of Equations (93) and (95) emanated from Professor Wylie's suggestion that only $\tau$ should be approximated. This term
if integrated becomes:

$$
\begin{align*}
& \int \frac{\tau}{z} v_{S} d t=\int \frac{\tau}{z} d z=\frac{\tau_{P}+\tau}{2} A  \tag{99}\\
& \ln \frac{z_{P}}{z_{A}} \quad\left(\text { for } C^{+}\right)  \tag{100}\\
&=\frac{\tau_{P}+\tau}{2} \ln \frac{z_{B}}{z_{P}} \quad\left(\text { for } C^{-}\right)
\end{align*}
$$

By using this approximation, Equations (97) and (98) may be rewritten as:

$$
\begin{align*}
& C^{+}: \quad \tau_{P}-\tau_{A}-\rho v_{S}\left(V_{P}-V_{A}\right)+\frac{\tau_{P}+\tau_{A}}{2} \ln \frac{z_{P}}{z_{A}}+\mu \frac{V_{B}-V_{A}}{2 \Delta z}=0  \tag{101}\\
& C^{-}: \quad \tau_{P}-\tau_{B}+\rho V_{S}\left(V_{P}-V_{B}\right)-\frac{\tau_{P}+\tau_{B}}{2} \ln \frac{z_{B}}{z_{P}}+\mu \frac{V_{B}-V_{A}}{2 \Delta z}=0 \tag{102}
\end{align*}
$$

All quantities with subscripts $A$ and $B$ refer to the previous time increment and are known. Also:

$$
\begin{equation*}
z_{p}=z_{A}+\Delta z=z_{B}-\Delta z \tag{103}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta z=\Delta t \sqrt{\frac{G}{\rho}+\frac{\mu}{\rho \Delta t}} \tag{104}
\end{equation*}
$$

The method is not restricted to constant values of $G$, $\rho$ or $\mu$. For example, in case the shear modulus is considered to be a function of depth, the distance intervals computed from Equation (104) will not be equal. However, G should be considered constant within each layer having the value calculated at mid-thickness of the layer.

To determine the unknowns $\tau_{P}$ and $V_{P}$, Equations (101) and (102) are solved conveniently by grouping all known quantities for each of these two equations and calling them $C P$ and $C M$ :

$$
\begin{align*}
& C P=\tau_{A}-\frac{\tau_{A}}{2} \ln \frac{z_{P}}{z_{A}}-\mu \frac{V_{B}-V_{A}}{2 \Delta z}-\rho V_{S} V_{A}  \tag{105}\\
& C M=\tau_{B}+\frac{\tau_{B}}{2} \ln \frac{z_{B}}{z_{P}}-\mu \frac{V_{B}-V_{A}}{2 \Delta z}+\rho V_{S} V_{B} \tag{106}
\end{align*}
$$

Equations (101) and (102) then yield:

$$
\begin{align*}
& \tau_{P}=(C P+C M) /\left(2+\ln \frac{z_{P}}{\sqrt{z_{A} z_{B}}}\right)  \tag{107}\\
& V_{P}=\left[\tau_{P}\left(1+0.5 \ln \frac{z_{P}}{z_{A}}\right)-C P\right] / \rho v_{S} \tag{108}
\end{align*}
$$

At the crest where $z_{p}=h$, the boundary condition is expressed as $\tau_{P}=0$. The $C^{-}$characteristic equation becomes:

$$
\begin{equation*}
-\tau_{B}+\rho v_{s}\left(V_{P}-v_{B}\right)-\frac{\tau_{B}}{2} \ln \frac{z_{B}}{h}+\mu \frac{v_{B}-V_{C}}{\Delta z}=0 \tag{109}
\end{equation*}
$$

The particle velocity $V_{p}$ at the crest of the dam is readily available from Equation (109). At the base of the dam where $\mathrm{z}_{\mathrm{P}}=\mathrm{H}$, the boundary condition is that $\mathrm{V}_{\mathrm{P}}$ is known as a function of time for the seismic motion under consideration . The $\mathrm{C}^{+}$characteristic equation becomes:

$$
\begin{equation*}
\tau_{P}-\tau_{A}-\rho v_{S}\left(V_{P}-V_{A}\right)+\frac{\tau_{A}+\tau_{P}}{2} \ln \frac{H}{z_{A}}+\mu \frac{V_{C}-V_{A}}{\Delta z}=0 \tag{110}
\end{equation*}
$$

The shearing stress $\tau_{p}$ at the base of the dam is obtained by solving Equation (110). The next step is to compute $\tau_{P}$ and $V_{P}$ for all layer interfaces for the next time interval and repeat the procedure stepwise in the time domain. A computer program in FORTRAN IV Language which performs the necessary step-by-step calculations is presented in Appendix 8.

## Case Studies

Four tapered dam cross sections were selected for study. Cross Section III is a whole wedge. The other three cross sections present a truncated crest (Figure 21). Examples 2 and 3 are of a rather academic nature since soil properties were selected in such a way as to facilitate a comparative analysis, and a study of the influence of an earth dam height on its frequency responses. However, it should be noted that the methodology developed previously is applicable for any selected realistic data.

Example 1. The analytical method and the method of characteristics were compared in the case of harmonic vibrations. Cross Section $I$ was used having $h=5$ feet, and $H=50$ feet. The average value of the density of the earth material was assumed to be $\rho=4.0$ siugs $/ f t^{3}$ and the average shear modulus $G=10^{6}$ psf. The base developed a horizontal sinusoidal velocity of the form $V=0.2$ sin $4 \pi t$ in feet per second. The dam material was considered to be elastic ( $\mu=0$ ). A time interval of $\Delta t=0.01$ seconds was used in the method of


Figure 21. Tapered dam cross-sections.
characteristics which resulted in a distance interval $\Delta z=5$ feet (9 reaches) and a shear wave velocity $v_{s}=500 \mathrm{ft} / \mathrm{sec}$. Applying the method of characteristics, the generation of an initial transient should be avoided since there is no damping mechanism to dissipate it. For this purpose, the values of shearing stresses and velocities calculated by the analytical method at time $t=0$ were adopted as initial conditions for the method of characteristics. The two methods were in perfect agreement for all subsequent time steps in calculating the particle velocities at the dam crest (Figure 22).

The same example was examined considering the dam material to be viscoelastic. Viscosity $\mu=20000 \mathrm{lb} \cdot \mathrm{sec} / \mathrm{ft}^{2}$, soil mass density $\rho=4$ slugs $/ \mathrm{ft}^{3}$, and shear modulus $G=800000$ psf were assumed constant throughout the dam. A time interval of $\Delta t=0.01 \mathrm{sec}$ was used in the method of characteristics. The distance interval was found to be 5 feet and the apparent wave velocity was $500 \mathrm{ft} / \mathrm{sec}$. For the same excitation at the dam base, initial conditions for the method of characteristics were considered the static shear stresses and velocities at time $t=0$, all equal to zero. The initial transient generated, dissipated after 18 cycles. The particle velocities at the dam crest computed by the analytical method and the method of characteristics appear in Figure 23 at the beginning of the 19th cycle. The agreement between the two methods was satisfactory.


Figure 22. Velocity response at crest of dam I. Elastic material. Analytical method vs. characteristics.


Figure 23. Velocity response at crest of dam I. Viscoelastic material. Analytical method vs. characteristics.

Example 2. A 75 feet high dam with truncated crest (Cross Section II, Figure 21) was considered resting on a horizontal rock base subjected to the $569^{\circ} \mathrm{E}$ component of the Taft, 1952, earthquake. The first 12 seconds of the accelerogram appear in Figure 24. Shear modulus $G=650000$ psf, viscosity $\mu=6250 \mathrm{lb} \cdot \mathrm{sec} / \mathrm{ft}^{2}$ and soil mass density $\rho=3.1$ slugs $/ \mathrm{ft}^{3}$ were considered constant throughout the dam. A time increment of 0.05 sec was used in the method of characteristics. The apparent wave velocity was $500 \mathrm{ft} / \mathrm{sec}$ and the dam was divided into three reaches, each 25 feet thick. The dism placement and velocity responses at the crest of the dam are plotted in Figures 25 and 26 . The shearing stresses developed at the base of the dam appear in Figure 27a. The analytical method was also used to solve the above problem. Displacements at the base of the dam were obtained every 0.05 sec by twice integrating numerically the accelerogram of Figure 24. The result is presented in the lower graph of Figure 25. This displacement diagram was analyzed into 24 harmonics by using Fourier transform in conjunction with a least squares criterion (Appendix 2). The amplification factor at the dam crest for each harmonic was computed from Equation (82) and an Inverse Fourier Transform reconstituted the transient response which is plotted in the upper graph of Figure 25. The comparison with the displacements obtained by the method of characteristics was considered unsatisfactory. The reason that smoother results were obtained by the analytical method was that the


Figure 24. Accelerogram of Taft earthquake, 1952, $569^{\circ}$ E component.


Figure 25. Displacement response of truncated and wedge shaped dams to Taft $\$ 69^{\circ}$ E earthquake.


Figure 26. Velocity responses of truncated and wedge shaped dams to Taft $\$ 69^{\circ} \mathrm{E}$ earthquake.


Figure 27a. Shearing stress at the base of a 100 ft high wedge shaped dam. Taft $\$ 69^{\circ} \mathrm{E}$ earthquake.


Figure 27b. Shearing stress at the base of a 75 ft high truncated dam. Taft $\mathrm{S} 69^{\circ} \mathrm{E}$ earthquake.

24 harmonics did not model frequencies less than 0.625 sec . Therefore, the problem was solved again by analyzing the base motion into 48 harmonics. The response at the crest found from the analytical solution was substantially the same as that found from the method of characteristics (Figure 25). In both cases, the base rock displacement record which was analyzed into 24 or 48 harmonics, was extended to 15 seconds with the displacements dropping gradually to zero. This resulted in better Fourier transforms especially for the time intervals from 0.0 to 1.0 sec and from 11.0 to 12.0 sec .

A dam of Cross Section III (Figure 21) was selected to study the influence of a truncated crest on the responses of a dam to a seismic disturbance. This cross section is similar to the Cross Section II previously used, the difference being that Cross Section II is truncated. The same soil properties were retained. The response of the dam at elevation $E, 75$ feet above the base (at the same elevation with the crest of Cross Section II), to the $S 69^{\circ}$ E component of the Taft 1952 earthquake was found using the method of characteristics. Displacements and velocities at E are presented in the middle plot of Figures 25 and 26. Shear stress at the base of the dam is plotted in Figure 27b. It is observed that all values obtained are larger than the corresponding values at the crest of the dam with Cross Section II. The two cross sections have different natural
frequencies but it seems that concentration of stresses and a stronger reflection pattern at the crest $D$ of the Cross Section III accounts for part of the differences.

Example 3. A 125 feet high dam with truncated crest (Cross Section IV, Figure 21) was selected to demonstrate resonance effects. The dam material was assumed to have $\rho=3.1$ slug/ft ${ }^{3}, G=650000$ psf, $\mu=6250 \mathrm{lb} \cdot \mathrm{sec} / \mathrm{ft}^{2}$ and the time increment used was $\Delta t=0.05 \mathrm{sec}$ (then $\Delta z=25 \mathrm{ft}$ and $\left.v_{s}=500 \mathrm{ft} / \mathrm{sec}\right)$. The dam rested on a horizontal rock base subjected to the $S 69^{\circ} \mathrm{E}$ component of the Taft earthquake, 1952. The response spectrum of this earthquake reveals a predominant frequency of about $7.4 \mathrm{rad} / \mathrm{sec}$. The natural frequency of the structure from Figure 19 was found to be $7.7 \mathrm{rad} / \mathrm{sec}$. The displacements and velocities at the crest and the shearing stresses at the base of the dam, computed by the method of characteristics, are presented in Figures 28 and 29. The excessive magnification of these responses is in accordance with the closeness of the natural periods of the excitation and the structure.

Example 4. A 100 feet high wedge-shaped dam (Cross Section III, Figure 21) has a constant shear modulus $G=4 \times 10^{6}$ psf and a density of $130 \mathrm{lb} / \mathrm{ft}^{3}$. The base of the dam is subjected to the North-South component of the 1940 El Centro earthquake accelerogram. Two methods were used to obtain


> Figure 28. Particle velocities computed at crest of a 125 ft high dam (cross section IV) subjected at its base to Taft $969^{\circ} \mathrm{E}$ earthquake.


Figure 29. Computed responses of a 125 ft high dam (cross section IV) to Taft $\$ 69^{\circ}$ E earthquake.


Figure 30. Response of a dam (cross section III) to El Centro, 1940, N-S earthquake. Comparison between Seed and Martin's solution and method of characteristics.
the response accelerations at midheight and at the crest of the dam: the method of characteristics and seed and Martin's analytical solution [63].

A time increment $\Delta t=0.01$ sec was used in the method of characteristics. Soil viscosity was assumed to have a constant value $\mu=71250 \mathrm{lb} \cdot \mathrm{sec} / \mathrm{ft} \mathrm{t}^{2}$. Six reaches were used, each of thickness $\Delta z=16.67 \mathrm{ft}$. The apparent wave velocity was found to be $v_{s}=1667.71 \mathrm{ft} / \mathrm{sec}$.

A time increment $\Delta t=0.02$ sec was used in seed and Martin's solution. A damping factor of 0.2 was assumed, constant for each mode. Equation (6) of reference [63] was used and the responses for the first six modes of vibration were superimposed.

The results obtained by both methods are plotted in Figure 30, and are of a very similar form despite the differences. Since the damping mechanisms used by the two methods were different and the first six modes were only considered in the analytical solution, quantitatively the results obtained by the two methods were in unexpectedly good agreement.

## CHAPTER VI

# ONE-DIMENSIONAL PRESSURE WAVE PROPAGATION THROUGH SATURATED SOIL DEPOSITS 

## Review of Literature

In evaluating the response of saturated soil deposits under seismic loading, a method for the determination of pore pressures and intergranular stresses is necessary. Due to lack of such a method early attempts were made [14,33] to model the saturated soil by an equivalent solid with the same total properties.

Another approach to the problem of wave propagation through saturated porous media was to assume that the porous material consisted of a homogeneous and elastic frame with the pores filled with liquid. Zwikker and Kosten [75] studied the propagation of one-dimensional pressure waves through porous materials with the pores filled with air. They mainly used the concept of impedance to examine problems of sound absorption.

Biot [9] presented in 1956 the most complete treatment of the problem. The three-dimensional propagation of shear and pressure waves in an infinite fluid saturated porous solid with elastic properties was analyzed. The fluid was considered to be viscous, compressible and free to flow through the pores. Stress-strain relationships were developed for the material in terms of the elastic constants of the fluid and the solid frame and two additional constants relating to the coupling between the fluid and solid constituents. These relationships were introduced to the
equation of motion whose solution as developed holds only for cases of harmonic vibrations of a medium of infinite extent. Ishihara $[38,39]$ using the continuity equation and some specific test conditions succeeded to relate Biot's coupling coefficients to the compressibilities of the individual constituent materials. Ishihara's results made Biot's approach more realistic.

In 1960, Deresiewicz [17] treated the problem of the one-dimensional propagation of elastic waves in a semiinfinite non-dissipative liquid-filled porous solid. A general solution of Biot's differential equations was deduced. These field equations govern the relationship between the displacements in the solid and the displacements in the liquid. An approach used to solve similar equations of linear thermoelasticity was employed, namely the resolution of each of the solid and liquid displacements into a lamellar and a solenoidal part (Helmholtz resolution). However. the solution obtained did not find any practical application.

Biot [10,11] incorporated internal dissipation to his theory considering the solid frame to be viscoelastic. The theory of deformation in a porous viscoelastic medium was developed on the basis of the thermodynamics of irreversible processes. Biot stated that "the equations governing the mechanics of porous media are formally the same for an elastic or viscoelastic system, provided that the elastic coefficients are replaced by the corresponding operators." Thus, the effects of viscous damping were included into the
elastic constants and the coupling coefficients by introducing two relaxation constants. According to this approach, the solid was considered elastic for rapid deformations while it was considered viscous for slow deformations (type of Maxwell solid). However, a theoretical or experimental procedure to define these new constants was not presented and still none is available, seriously restricting the application of this theory.

Ghaboussi and Wilson $[22,23]$ in 1971 developed a numerical method for the dynamic analysis of a saturated porous solid. The field equations of Biot's theory [9] were used to systematically develop a Gurtin-type variational formulation of the problem. The response of a half-space to a step loading applied to the free surface was examined. The system consisted of a sequence of one-dimensional elements along the vertical axis. Wave reflections at the base rock were not considered since the fixed boundary was located at such a distance from the surface that it was not reached from the motion during the time of interest.

It becomes apparent that solution techniques have lagged behind the development of the theory for nearly a decade. Experimental work to evaluate the effects of void ratio, degree of saturation, grain characteristics, and confining pressure on the shear and pressure wave velocities in granular materials was carried out by Hardin and Richart [26].

## Analytical Method

Assuming a conservative physical system statistically isotropic, comprised of an elastic solid skeleton and of compressible liquid free to flow through the pores. Biot [9] derived stress-strain relations containing four distinct elastic constants. These relations in the vertical z-direction reduce to:

$$
\begin{align*}
& \sigma=(2 G+\lambda) \frac{\partial w}{\partial z}+Q \frac{\partial \bar{w}}{\partial z}  \tag{111}\\
& s=-n p=Q \frac{\partial w}{\partial z}+R \frac{\partial \bar{w}}{\partial z} \tag{112}
\end{align*}
$$

where $\sigma=$ stress at the $z$-direction on the solid part of a unit area, positive when tension; $s=$ stress on the fluid part per unit area, negative when pressure; $p=$ porewater pressure; $n=$ effective porosity; $G$ and $\lambda=$ Lame's constants, G being the modulus of rigidity; $Q$ and $R=$ coupling coefficients relating to the coupling between the fluid and solid constituents; $w=$ vertical displacement of solid particles at a depth $z$ from the ground surface; $\bar{w}=$ vertical displacement of liquid particles defined in such a way that the product of this displacement by the cross-sectional fluid area represents the volume flow.

If the total volume of the aggregate is held constant, $R$ is a measure of the pressure required to push a certain additional volume of fluid into the aggregate. The constant $Q$ is a coupling coefficient between the volume change of the solid and that of the fluid. Ishihara [38] by using the
equation of continuity and an expression for the internal energy of the system plus some rather theoretical specific states of stress (unjacketed compression test, jacketed test), arrived at the same equations of state as Biot (Equations 111 and l12). However, in the process of doing so, Ishihara obtained expressions for the coupling coefficients relating them to the compressibilities of each of the system's substances:

$$
\begin{equation*}
Q=\frac{-n\left[(n-1) c_{p}+C_{s}\right]}{C_{b}\left(C_{\ell}-C_{s}\right)+C_{p} C_{s}} \tag{113}
\end{equation*}
$$

and also

$$
\begin{align*}
& R=\frac{n C_{b}}{C_{b}\left(C_{\ell}-C_{s}\right)+C_{p} C_{s}}  \tag{114}\\
& \lambda=\frac{(n-1)^{2} C_{p}+(n-1) C_{s}+C_{\ell}}{C_{b}\left(C_{\ell}-C_{s}\right)+C_{p} C_{s}}-\frac{2}{3} G \tag{115}
\end{align*}
$$

where $C_{S}=$ compressibility of the soil particles; $C_{p}=$ pore compressibility; $C_{\ell}=$ fluid compressibility, and $C_{b}=$ $n C_{p}+C_{s}=$ bulk compressibility of the soil skeleton. Biot derived the dynamic equations of equilibrium using Lagrange's equation. The concept of generalized coordinates was employed according to which the position of every particle is completely determined when the values of the independent variables (or generalized coordinates) $w$ and w are known. Biot's dynamic equations of equilibrium in the vertical z-direction neglecting the effect of gravity forces are:

$$
\begin{align*}
& \frac{\partial^{2}}{\partial t^{2}}\left(\rho_{11} w+\rho_{12} \bar{w}\right)+b \frac{\partial}{\partial t}(w-\bar{w})=\frac{\partial \sigma}{\partial z}  \tag{116}\\
& \frac{\partial^{2}}{\partial t^{2}}\left(\rho_{12} w+\rho_{22} \bar{w}\right)-b \frac{\partial}{\partial t}(w-\bar{w})=\frac{\partial s}{\partial z} \tag{117}
\end{align*}
$$

where

$$
\begin{align*}
& \rho_{11}=(1-n) \rho_{S}+\rho_{a}  \tag{118}\\
& \rho_{22}=n \rho_{L}+\rho_{a}  \tag{I19}\\
& \rho_{12}=-\rho_{a}  \tag{120}\\
& b=\frac{\mu_{L} n^{2}}{K} \tag{121}
\end{align*}
$$

In the above relations $\rho_{11}$ and $\rho_{22}=$ mass of solid and liquid per unit volume of aggregate, respectively; $\rho_{S}$ and $\rho_{L}=$ mass densities of the solid and liquid respectively; $\rho_{\mathrm{a}}=$ apparent mass density due to the fluid, considered to be zero at low frequencies by Ishihara; $\mu_{L}=$ dynamic viscosity of the fluid in $1 \mathrm{~b} \cdot \mathrm{sec} / \mathrm{ft}^{2}$; and $\mathrm{K}=$ intrinsic permeability, a characteristic of the medium alone, in $f t^{2}$.

The author, working with Eulerian coordinates, assuming Darcy's friction as the dissipation mechanism, dexived the equations of motion for the solid and the fluid constituents respectively including the effect of gravity forces (Appendix 4). These equations prove to be identical with Biot's equations of equilibrium (116) and (117) if the gravity effect was neglected.

Because of the assumption of statistical isotropy of the material, Biot concluded that the rotational or shear waves are uncoupled from the dilatational or pressure waves
and obey independent equations of propagation. This is correct, since elastic materials do not undergo changes in volume when subjected to shear. The presence of fluid in the pores little affects the propagation of shear waves. Therefore, the subsequent analysis is concentrated on the pressure waves.

By substituting the equations of state (111) and
into the equations of equilibrium (116) and (117), Biot [9] obtained the following two differential equations (reduced here to the $z$-direction):

$$
\begin{gather*}
\frac{\partial^{2}}{\partial z^{2}}[(\lambda+2 G) w+Q \bar{w}]=\frac{\partial^{2}}{\partial t^{2}}\left(\rho_{11} w+\rho_{12} \bar{w}\right)+b \frac{\partial(w-\bar{w})}{\partial t}  \tag{122}\\
\frac{\partial^{2}}{\partial t^{2}}[Q w+R \bar{w}]=\frac{\partial^{2}}{\partial t^{2}}\left(\rho_{12} w+\rho_{22} \bar{w}\right)-b \frac{\partial(w-\bar{w})}{\partial t} \tag{123}
\end{gather*}
$$

The bulk mass density is $\rho=\rho_{11}+2 \rho_{12}+\rho_{22}$ and the bulk modulus of compressibility is $\bar{B}=M+R+2 Q$ where $M=$ $\lambda+2 G$ is the constrained modulus of elasticity. It is convenient to introduce the following non-dimensional parameters:

$$
C_{1}=M / \bar{B}, \quad C_{2}=R / \bar{B}, \quad C_{3}=Q / \bar{B}
$$

and

$$
F_{1}=\rho_{11} / \rho, \quad F_{2}=\rho_{22} / \rho, \quad F_{3}=\rho_{12} / \rho
$$

where $C_{1}+C_{2}+2 C_{3}=1$ and $F_{1}+F_{2}+2 F_{3}=1$, i.e. there are only four independent parameters. The parameters $C_{j}$ define the elastic properties of the material and the parameters $F_{j}$ its dynamic properties.

Substitution back into Equations (122) and (123) yields:

$$
\begin{align*}
& C_{1} \frac{\partial^{2} w}{\partial z^{2}}+C_{3} \frac{\partial^{2} \bar{w}}{\partial z^{2}}=\frac{1}{V_{C}^{2}}\left(F_{1} \frac{\partial^{2} w}{\partial t^{2}}+F_{3} \frac{\partial^{2} \bar{W}}{\partial t^{2}}\right)+\frac{b}{\rho v_{C}^{2}} \frac{\partial(w-\bar{W})}{\partial t}  \tag{124}\\
& C_{3} \frac{\partial^{2} w}{\partial z^{2}}+C_{2} \frac{\partial^{2} \bar{w}}{\partial z^{2}}=\frac{1}{V_{C}^{2}}\left(F_{3} \frac{\partial^{2} W}{\partial t^{2}}+F_{2} \frac{\partial^{2} \bar{w}}{\partial t^{2}}\right)-\frac{b}{\rho v_{C}^{2}} \frac{\partial(w-\bar{w})}{\partial t} \tag{125}
\end{align*}
$$

where $v_{c}=\sqrt{\bar{B} / \rho}$ is a characteristic wave velocity depending on the bulk properties of the material. In Equations (124) and (125) the elastic properties and the densities of the aggregate constituents were considered to be constant with depth. Therefore, the only unknown quantities are the displacements w and $\overline{\mathrm{w}}$.

Biot and Ishihara studied the propagation of elastic waves through a saturated medium of infinite extent. If horizontal bedrock is underlying a saturated soil deposit and if a free surface exists where stresses should be zero, a more general solution is needed. Such a solution is presented in the following and accounts for wave reflections at the boundaries. Normal incidence is assumed, so incident waves are reflected back as themselves not accompanied by waves of other types.

Assuming that the harmonic excitation applied at the bedrock has a circular frequency $\omega$, steady state solutions to Equations (124) and (125) may be written as:

$$
\begin{align*}
& w(z, t)=A \exp \left(i \omega t+i \omega z / v_{d}\right)  \tag{126}\\
& \bar{w}(z, t)=B \exp \left(i \omega t+i \omega z / v_{d}\right) \tag{127}
\end{align*}
$$

where $A$ and $B$ are constants to be found from the boundary conditions; and $\mathrm{v}_{\mathrm{d}}$ is the dilational wave velocity. Calling $\mathrm{x}_{0}=\mathrm{v}_{\mathrm{c}} / \mathrm{v}_{\mathrm{d}}$ and

$$
\begin{equation*}
x=\frac{i b}{\rho \omega}=\frac{i \mu n^{2}}{\rho K \omega} \tag{128}
\end{equation*}
$$

and substituting Equations (126) and (127) into Equations (124) and (125), two compatibility relationships are obtained:

$$
\begin{align*}
& \left(F_{3}-x_{0}^{2} C_{1}-X\right) A=\left(x_{0}^{2} C_{3}-F_{3}-X\right) B  \tag{129}\\
& \left(F_{3}-x_{0}^{2} C_{3}+X\right) A=\left(x_{0}^{2} C_{2}-F_{2}+X\right) B \tag{130}
\end{align*}
$$

Division of these two equations by parts gives:

$$
\begin{equation*}
\frac{F_{3}-x_{0}^{2} C_{1}-x}{F_{3}-x_{0}^{2} C_{3}+X}=\frac{x_{0}^{2} C_{3}-F_{3}-x}{x_{0}^{2} C_{2}-F_{2}+X} \tag{131}
\end{equation*}
$$

or
$\left(C_{1} C_{2}-C_{3}^{2}\right) x_{0}^{4}-\left(C_{2} F_{1}+C_{1} F_{2}-2 C_{3} F_{3}\right) x_{0}^{2}+\left(F_{1} F_{2}-F_{3}^{2}\right)+X\left(x_{0}^{2}-1\right)=0$

Four roots $x_{1}^{\prime},-x_{1}^{\prime}, x_{2}^{\prime}$, and $-x_{2}^{\prime}$ are obtained from the solution of the biquadratic equation:

$$
\begin{equation*}
\left(C_{1} C_{2}-C_{3}^{2}\right) x_{0}^{4}-\left(C_{2} F_{1}+C_{1} F_{2}-2 C_{3} F_{3}\right) x_{0}^{2}+\left(F_{1} F_{2}-F_{3}^{2}\right)=0 \tag{133}
\end{equation*}
$$

Then, Equation (132) can be written as:

$$
\begin{equation*}
\left(x_{0}^{2}-x_{1}^{-2}\right)\left(x_{0}^{2}-x_{2}^{-2}\right)+\frac{x\left(x_{0}^{2}-1\right)}{\left(C_{1} C_{2}-C_{3}^{2}\right)}=0 \tag{134}
\end{equation*}
$$

From Equation (134) four complex roots $\mathrm{x}_{1},-\mathrm{x}_{1}, \mathrm{x}_{2}$ and $-x_{2}$ are obtained. Since $x_{0}=v_{c} / v_{d}$, four complex values of the pressure wave velocity $v_{d}$ emerge:

$$
\left.\begin{array}{ll}
\mathrm{v}_{\mathrm{d}_{1}}=\mathrm{v}_{\mathrm{c}} / \mathrm{x}_{1} & \mathrm{v}_{\mathrm{d}_{2}}=\mathrm{v}_{\mathrm{c}} / \mathrm{x}_{2}  \tag{135}\\
\mathrm{v}_{\mathrm{d}_{3}}=\mathrm{v}_{\mathrm{c}} /\left(-\mathrm{x}_{1}\right)=-\mathrm{v}_{\mathrm{d}_{1}}, & \mathrm{v}_{\mathrm{d}_{4}}=\mathrm{v}_{\mathrm{c}} /\left(-\mathrm{x}_{2}\right)=-\mathrm{v}_{\mathrm{d}_{2}}
\end{array}\right\}
$$

Three factors $\beta^{\prime}, \beta_{1}, \beta_{2}$ are introduced for convenience, as follows:
$\beta^{-}=i \omega t, \quad \beta_{1}=i \omega z / v_{\bar{\alpha}_{i}}, \quad \beta_{2}=i \omega z / v_{\alpha_{2}}$
Equations (124) and (125) are linear partial difserential equations and superposition of solutions of the form of Equations (126) and (127) results in the following general solutions:
$w=A_{1} \exp \left(\beta^{\prime}+\beta_{1}\right)+A_{1}^{\prime} \exp \left(\beta^{\prime}-\beta_{1}\right)+A_{2} \exp \left(\beta^{\prime}+\beta_{2}\right)+A_{2}^{\prime} \exp \left(\beta^{\prime}-\beta_{2}\right)$
$\overline{\mathrm{w}}=\mathrm{B}_{1} \exp \left(\beta^{\prime}+\beta_{1}\right)+\mathrm{B}_{1} \exp \left(\beta^{-}-\beta_{1}\right)+B_{2} \exp \left(\beta^{\prime}+\beta_{2}\right)+B_{2}^{\prime} \exp \left(\beta^{-}-\beta_{2}\right)$
where $A_{1}, A_{1}^{\prime}, A_{2}, A_{2}^{\prime}, B_{1}, B_{1}^{\prime}, B_{2}$, and $B_{2}$ are coefficients to be evaluated from the boundary conditions.

From Equations (137) and (138) it is observed that there are two pressure waves propagating through the saturated medium with wave velocities $\mathrm{V}_{\mathrm{d}_{1}}$ and $\mathrm{V}_{\mathrm{d}_{2}}$. The first two terms of Equations (137) and (138) represent the incident and reflected waves traveling with a velocity $\mathrm{v}_{\mathrm{d}_{1}}$ through the medium. The other two remaining terms represent the incident and reflected waves of phase velocity $v_{d_{2}}$. Many investigators refer to the two pressure waves as the fluid wave and the frame wave although there is coupled motion of the fluid and the frame in both waves. Therefore, both waves travel through both the solid skeleton and the liquid except in cases of a very weak coupling.

$$
\begin{equation*}
\mathrm{U}=\partial \bar{w} / \partial t=i \omega \bar{w} \tag{152}
\end{equation*}
$$

The stresses $\sigma$ and $s$ acting on the solid and liquid parts respectively are:

$$
\begin{align*}
\sigma=i \omega \exp \left(\beta^{\wedge}\right)\left\{\left[\exp \left(\beta_{1}\right)-\right.\right. & \left.\exp \left(-\beta_{1}\right)\right] \frac{M A_{1}+Q B_{1}}{v_{d_{1}}}+ \\
& {\left.\left[\exp \left(\beta_{2}\right)-\exp \left(-\beta_{2}\right)\right] \frac{M A_{2}+Q B_{2}}{v_{d_{2}}}\right\} }  \tag{153}\\
s=i \omega \exp \left(\beta^{\prime}\right)\left\{\left[\exp \left(\beta_{1}\right)-\right.\right. & \left.\exp \left(-\beta_{1}\right)\right] \frac{Q A_{1}+\mathrm{RB}_{1}}{v_{d_{1}}}+ \\
& {\left.\left[\exp \left(\beta_{2}\right)-\exp \left(-\beta_{2}\right)\right] \frac{Q A_{2}+R B_{2}}{v_{d_{2}}}\right\} } \tag{154}
\end{align*}
$$

The stresses computed from Equations (153) and (154) are dynamic, i.e. are changes of stress from the initial static conditions. The analysis presented above is also valid for the case of no dissipation with the fluid dynamic viscosity considered zero, which however is not a realistic situation. In this case $X=0, x_{1}=x_{1}^{\prime}, X_{2}=x_{2}^{\prime}$ and $x_{1}, x_{2}$, $\mathrm{v}_{\mathrm{d}_{1}}$ and $\mathrm{v}_{\mathrm{d}_{2}}$ are not complex but real.

The analysis presented above only applies to harmonic motions. If $n$ equidistant displacement values are available from a digitized seismogram for the transient motion of the bedrock, a Fourier transform with a least squares criterion (Appendix 2) could be used to analyze the transient motion in a selected number of harmonics. Superposition of the solutions obtained for each harmonic provides the transient response of the system to the seismic action considered. A computer program to perform all necessary calculations is presented in Appendix 9.

## Characteristics Method

The particle velocities of the solid and liquid constituents of a saturated soil deposit are denoted by $V=\partial w / \partial t$ and $U=\partial \bar{w} / \partial t$ respectively. Biot's equations of equilibrium in the $z$-direction (Equations 116 and 117) may be written as:

$$
\begin{align*}
& \frac{\partial \sigma}{\partial z}-\rho_{11} \frac{\partial V}{\partial t}-b(V-U)=0  \tag{155}\\
& \frac{\partial S}{\partial z}-\rho_{22} \frac{\partial U}{\partial t}+b(V-U)=0 \tag{156}
\end{align*}
$$

The apparent mass was omitted from Equations (155) and (156) since the particles are of small size and the relative velocities are also small. If Biot's equations of state (111) and (112) are differentiated with respect to time, they may be written in terms of the particle velocities $V$ and $U$ as:

$$
\begin{align*}
& \frac{\partial \sigma}{\partial t}-M \frac{\partial V}{\partial z}-Q \frac{\partial U}{\partial z}=0  \tag{157}\\
& \frac{\partial s}{\partial t}-Q \frac{\partial V}{\partial z}-R \frac{\partial U}{\partial z}=0 \tag{158}
\end{align*}
$$

where $M=\lambda+2 G$ is the constrained modulus of elasticity.
In case the soil is dry, the parameters $s, \rho_{22}, U_{n}$ $\mu_{L}, b, Q$, and $R$ become zero. Equations (155), (156), (157), and (158) degenerate to two equations for the one-dimensional propagation of pressure waves through elastic unsaturated soil:

$$
\begin{align*}
& \frac{\partial \sigma}{\partial z}-\rho_{11} \frac{\partial V}{\partial t}=0  \tag{159}\\
& \frac{\partial \sigma}{\partial t}-M \frac{\partial V}{\partial z}=0 \tag{160}
\end{align*}
$$

Equations (159) and (160) present a striking similarity to Equations (39) and (41) which model one-dimensional shear wave propagation. The normal stress $\sigma$ and the constrained modulus $M$ are used instead of the shear stress $\tau$ and the shear modulus G. Therefore, by solving Equations (155) to (158), both cases of one-dimensional propagation of pressure waves through saturated or unsaturated elastic porous media can be studied.

Equations (155) and (156) and therefore Equation (159) do not include the effect of gravity forces. Thus, solutions obtained by using these equations are purely dynamic. However, since the equations are linear, superposition of static stresses would provide the real stress response of the system, if desired.

Equations (155) and (157) are transformed into four ordinary differential equations by the method of characteristics. Equation (155) is multiplied by an unknown multiplier $\theta_{1}$ and is added to Equation (157) to give:

$$
\begin{equation*}
\left[\theta_{1} \frac{\partial \sigma}{\partial z}+\frac{\partial \sigma}{\partial t}\right]-\theta_{1} \rho_{11}\left[\frac{M}{\theta_{1} \rho_{11}} \frac{\partial V}{\partial z}+\frac{\partial V}{\partial t}\right]-b \theta_{1}(V-U)-Q \frac{\partial U}{\partial z}=0 \tag{161}
\end{equation*}
$$

The bracketed terms become total derivatives if:

$$
\begin{equation*}
\frac{d z}{d t}=\theta_{1}=\frac{M}{\theta_{1 \rho 11}} \tag{162}
\end{equation*}
$$

From the solution of Equation (162), the pressure wave velocity $\mathrm{v}_{\mathrm{M}}$ through the soil skeleton is obtained:

$$
\begin{equation*}
\theta_{1}= \pm \sqrt{M / \rho_{11}}= \pm v_{M} \tag{163}
\end{equation*}
$$

The four ordinary differential equations then are:
$C_{M}^{+}\left\{\begin{array}{l}\frac{d \sigma}{d t}-V_{M} \rho_{11} \frac{d V}{d t}-b v_{M}(V-U)-Q\left(\frac{\partial U}{\partial z} C_{C}=0\right. \\ \frac{d z}{d t}=V_{M}\end{array}\right.$
$C_{M}^{-}\left\{\begin{array}{l}\frac{d \sigma}{d t}+v_{M} \rho_{11} \frac{d V}{d t}+b v_{M}(V-U)-Q\left(\frac{\partial U}{\partial z}\right)_{C}=0 \\ \frac{d z}{d t}=-v_{M}\end{array}\right.$
The subscript $C$ indicates the value determined at point $C$ of the $z-t$ diagram in Figure 31 . Using the same approach, Equation (156) is multiplied by an unknown multiplier $\theta_{2}$ and is added to Equation (158) to give: $\left[\theta_{2} \frac{\partial s}{\partial z}+\frac{\partial s}{\partial t}\right]-\theta_{2} \rho_{22}\left[\frac{R}{\theta_{2} \rho_{22}} \frac{\partial U}{\partial z}+\frac{\partial U}{\partial t}\right]+\theta_{2} b(V-U)-Q \frac{\partial V}{\partial z}=0$

The bracketed terms become total derivarives if:

$$
\begin{equation*}
\frac{d z}{d t}=\theta_{2}=\frac{R}{\theta_{2} \rho_{22}} \tag{169}
\end{equation*}
$$

From the solution of Equation (169), the pressure wave velocity $\mathrm{v}_{\mathrm{L}}$ through the liquid part is:

$$
\begin{equation*}
\theta_{2}= \pm \sqrt{R / \rho_{22}}= \pm v_{I} \tag{170}
\end{equation*}
$$

Equations (156) and (158) are transformed into the following four ordinary differential equations:

$$
\begin{align*}
& C_{L}^{+}\left\{\begin{array}{l}
\frac{d s}{d t}-v_{L} \rho_{22} \frac{d U}{d t}+b v_{L}(V-U)-Q\left(\frac{\partial V}{\partial z}\right)_{C}=0 \\
\frac{d z}{d t}=v_{L}
\end{array}\right.  \tag{171}\\
& C_{L}^{-}\left\{\begin{array}{l}
\frac{d s}{d t}+v_{L} \rho_{22} \frac{d U}{d t}-b v_{L}(V-U)-Q\left(\frac{\partial V}{\partial z}\right)_{C}=0 \\
\frac{d z}{d t}=-v_{L}
\end{array}\right.
\end{align*}
$$



Figure 31. z-t diagram. Saturated porous media. Method of characteristics.

In Figure 31 the time ( $t$ ) - distance ( $z$ ) grid for the finite difference approximation is shown. Since $\mathrm{V}_{\mathrm{M}}$ is always smaller than $V_{L}$, the saturated soil layer is partitioned into distance intervals equal to $\Delta z=v_{L} \Delta t$ where $\Delta t$ is a selected time interval to be kept constant throughout the calculations. Then $v_{M} \Delta t=\Delta z^{\prime}<\Delta z$ at all times, a condition necessary to satisfy stability criteria of the method of characteristics.

For the interior points of the z-t diagram (Figure 31), the central finite difference form of Equations (164), (166), (171), and (173) using a second order approximation is:

$$
\begin{align*}
& C_{M}^{+}: \quad \sigma_{P}-\sigma_{R}-\rho_{11} V_{M}\left(V_{P}-V_{R}\right)-b v_{M} \frac{\Delta t}{2}\left(V_{P}+V_{R}-U_{P}-U_{R}\right)-Q \Delta t \frac{U_{S}-U_{R}}{2 \Delta Z^{\prime}}=0  \tag{175}\\
& C_{M}^{-}: \quad \sigma_{P}-\sigma_{S}+\rho_{11} V_{M}\left(V_{P}-V_{S}\right)+b v_{M} \frac{\Delta t}{2}\left(V_{P}+V_{S}-U_{P}-U_{S}\right)-Q \Delta t \frac{U_{S}-U_{R}}{2 \Delta Z^{\prime}}=0  \tag{176}\\
& C_{L}^{+}: \quad S_{P}-s_{A}-\rho_{22} V_{L}\left(U_{P}-U_{A}\right)+b v_{L} \frac{\Delta t}{2}\left(V_{P}+V_{A}-U_{P}-U_{A}\right)-Q \Delta t \frac{V_{B}-V_{A}}{2 \Delta z}=0  \tag{177}\\
& C_{L}^{-}: \quad S_{P}-S_{B}+\rho_{22} V_{L}\left(U_{P}-U_{B}\right)-b v_{L} \frac{\Delta t}{2}\left(V_{P}+V_{B}-U_{P}-U_{B}\right)-Q \Delta t \frac{V_{B}-V_{A}}{2 \Delta z}=0 \tag{178}
\end{align*}
$$

All quantities with subscripts $A, B, C, R$ and $S$ refer to the previous time step (z-t diagram, Figure 31). Using specified time intervals $\Delta t$, the conditions at points $R$ and $S$ can be evaluated by linear interpolations as follows:

The four unknowns $\sigma_{P}, s_{P}, V_{P}$, and $U_{P}$ are obtained from the solution of Equations (175) to (178) and (179). All known quantities in each of Equations (175) to (178) are grouped together for convenience:

$$
\begin{align*}
& C P 1=\sigma_{R}-\rho_{11} V_{M} V_{R}+b v_{M} \frac{\Delta t}{2}\left(V_{R}-U_{R}\right)+Q \Delta t \frac{U_{S}-U_{R}}{2 \Delta z}  \tag{180}\\
& C M 1=\sigma_{S}+\rho_{11} V_{M} V_{S}-b v_{M} \frac{\Delta t}{2}\left(V_{S}-U_{S}\right)+Q \Delta t \frac{U_{S}-U_{R}}{2 \Delta z}  \tag{181}\\
& C P 2=s_{A}-\rho_{22} V_{L} U_{A}-b v_{L} \frac{\Delta t}{2}\left(V_{A}-U_{A}\right)+Q \Delta t \frac{V_{B}-V_{A}}{2 \Delta z}  \tag{182}\\
& C M 2=s_{B}+\rho_{22 V_{L}} V_{B}+b v_{L} \frac{\Delta t}{2}\left(V_{B}-U_{B}\right)+Q \Delta t \frac{V_{B}-V_{A}}{2 \Delta z} \tag{183}
\end{align*}
$$

The solution of Equations (175) to (178) written in terms of the above quantities is:

$$
\begin{align*}
& \sigma_{\mathrm{P}}=(\mathrm{CP} 1+\mathrm{CM} 1) / 2  \tag{185}\\
& \mathrm{~s}_{\mathrm{P}}=(\mathrm{CP} 2+\mathrm{CM} 2) / 2  \tag{186}\\
& \mathrm{U}_{\mathrm{P}}=\frac{\psi_{1}(\mathrm{CP} 1-\mathrm{CM} 1)+\psi_{4}(\mathrm{CP} 2-\mathrm{CM} 2)}{2\left(\psi_{1} \psi_{2}-\psi_{3} \psi_{4}\right)}  \tag{187}\\
& \mathrm{V}_{\mathrm{P}}=\frac{\psi_{3}(\mathrm{CP} 1-\mathrm{CM} 1)+\psi_{2}(\mathrm{CP} 2-\mathrm{CM} 2)}{2\left(\psi_{1} \psi_{2}-\psi_{3} \psi_{4}\right)} \tag{188}
\end{align*}
$$

At the surface $(z=0)$, the boundary conditions are expressed by $\sigma_{P}=0$ and $s_{P}=0$. The $C_{M}^{-}$and $C_{L}^{-}$characteristics Equations (176) and (178) are solved to find the particle velocities $V_{p}$ and $U_{p}$ at the surface. Equations (176) and (178) can be written as:

$$
\begin{align*}
& \psi_{4} \mathrm{~V}_{\mathrm{P}}-\dot{\psi}_{2} \mathrm{U}_{\mathrm{P}}=\sigma_{\mathrm{S}}+\rho_{11} \mathrm{~V}_{\mathrm{M}} \mathrm{~V}_{\mathrm{S}}-\psi_{2}\left(\mathrm{~V}_{\mathrm{S}}-\mathrm{U}_{\mathrm{S}}\right)+Q \Delta t \frac{\mathrm{U}_{\mathrm{S}}-\mathrm{U}_{\mathrm{C}}}{\Delta \mathrm{Z}}=\mathrm{CCMI}  \tag{189}\\
& \psi_{3} \mathrm{U}_{\mathrm{P}}-\psi_{1} \mathrm{~V}_{\mathrm{P}}=\mathrm{S}_{\mathrm{B}}+\rho_{22} \mathrm{~V}_{\mathrm{L}} \mathrm{U}_{\mathrm{B}}+\psi_{1}\left(\mathrm{~V}_{\mathrm{B}}-\mathrm{U}_{\mathrm{B}}\right)+Q \Delta \mathrm{t} \frac{\mathrm{~V}_{\mathrm{B}}-\mathrm{V}_{\mathrm{C}}}{\Delta \mathrm{Z}}=\mathrm{CCM} 2 \tag{190}
\end{align*}
$$

The solutions are: $\quad U_{P}=\frac{\psi_{1} \cdot \text { CCMI }+\psi_{4} \cdot \text { CCM } 2}{\psi_{3} \psi_{4}-\psi_{1} \psi_{2}}$

$$
\begin{equation*}
V_{P}=\left(C C M I+\psi_{2} \cdot U_{P}\right) / \psi_{4} \tag{192}
\end{equation*}
$$

At the bedrock $(z=H)$ the particle velocities $V_{p}$ and $U_{P}$ are equal and known as a function of time for the seismic motion considered. The $\mathrm{C}_{\mathrm{M}}^{+}$and $\mathrm{C}_{\mathrm{L}}^{+}$Equations (175) and (177) are solved to find $\sigma_{p}$ and $s_{p}$ at the bedrock:

$$
\begin{align*}
& \sigma_{P}=\psi_{4} V_{P}-\psi_{2} U_{P}+\sigma_{R}-\rho_{11} V_{M} V_{R}+\psi_{2}\left(V_{R}-U_{R}\right)+Q \Delta t \frac{U_{C}-U_{R}}{\Delta Z}  \tag{193}\\
& s_{P}=\psi_{3} U_{P}-\psi_{1} V_{P}+s_{A}-\rho_{2}{ }_{2} V_{L} U_{A}-\psi_{1}\left(V_{A}-U_{A}\right)+Q \Delta t \frac{V_{C}-V_{A}}{\Delta Z} \tag{194}
\end{align*}
$$

It should be noted that using the method of characteristics, the guantities $M, Q, R, \rho_{11}, \rho_{22}$ and $b$ can vary with depth; they should be considered constant only within each reach of thickness $\Delta z$. The method, as developed herein is applicable to cases where there are more than one saturated or unsaturated soil layer present in the soil formation. This method is not restricted to harmonic vibration cases. Appendix 10 includes a program written in FORTRAN IV Language which performs all necessary calculations.

## Case Studies

Example 1 A saturated sand layer 200 feet thick rests on a horizontal rock base subjected to a harmonic excitation of the form $V(H, t)=U(H, t)=0.2 \sin 4 \pi t$ or $w(H, t)=\bar{w}(H, t)=$ -0.016 cos4 tt. Specific mass densities are assumed to be $\rho_{S}=5.11, \rho_{L}=1.94, \rho_{a}=0.5, \rho=4.0$ in slugs $/ \mathrm{ft}^{3}$. Elastic constants are $G=4 \times 10^{6}, \lambda=37.5 \times 10^{6}, \mathrm{R}=20 \times 10^{6}$, $Q=10 \times 10^{6}$ in psf. Two cases are examined, with and without dissipation.

The influence of porosity $n$ is studied in the case of no dissipation, which however is not a realistic situation. The pressure wave velocities were found to be $v_{d_{1}}=2820$ $\mathrm{ft} / \mathrm{sec}, \mathrm{v}_{\mathrm{d}_{2}}=5100 \mathrm{ft} / \mathrm{sec}$ for $\mathrm{n}=0.35$ and $\mathrm{v}_{\mathrm{d}_{1}}=2668 \mathrm{ft} / \mathrm{sec}$, $\mathrm{v}_{\mathrm{d}_{2}}=4958 \mathrm{ft} / \mathrm{sec}$ for $\mathrm{n}=0.45$. The water and solid particle velocities at the surface of the deposit were computed from the analytical method and are presented in Figure 32. The difference between solid and fluid velocity ampitudes (relative velocity) decreases for increasing $n$, since increased porosity reduces the resistance to the flow of the fluid through the pores. No difference in phase is obsered since dissipation is absent.

Disipation is next introduced by assuming that water viscosity is $\mu_{L}=1.8 \times 10^{-5} \mathrm{lb} \cdot \sec / \mathrm{ft}^{2}$ and intrinsic permeability is $K=14.4 \times 10^{-9} \mathrm{ft}^{2}$. Porosity is assumed to be equal to 0.35 . The damped pressure wave velocities were computed as $\mathrm{v}_{\mathrm{d}_{1}}=677 \mathrm{ft} / \mathrm{sec}$ and $\mathrm{v}_{\mathrm{d}_{2}}=4624 \mathrm{ft} / \mathrm{sec}$. The water and solid particle velocities at the surface of the


Figure 32. Water and soil particle velocities at surface of a 200 ft thick saturated soil deposit, for different values of porosity. No dissipation ( $\mu_{\mathrm{L}}=0$ ).


Figure 33. Water and soil particle velocities at surface of a 200 ft thick saturated soil deposit, $\mu_{\mathrm{L}}=1.8 \times 10^{-5} \mathrm{Ib}-\mathrm{sec} / \mathrm{ft}^{2}$.
saturated soil deposit were computed by using the analytical method and are presented in Figure 33. The solid and water particle velocities have about the same amplitudes, with the amplitude of the latter being larger. However, because of the phase difference due to the presence of dissipation, relative velocities are of considerable magnitude. From several other similar examples, it was observed that an increase in permeability decreases the phase difference, i.e. for very large permeability values the solid and fluid constituents tend to move together.

Example 2 A 200 feet thick saturated sand layer is resting on horizontal bedrock which develops a sinusoidal velocity of the form $V(H, t)=U(H, t)=0.2 \sin 4 \pi t(f t / s e c)$. Porosity is assumed equal to $n=0.30$. Specific mass densities are assumed: $\rho_{S}=5.13, \rho_{L}=1.94, \rho_{a}=0.0$, and $\rho=4.173$ slugs $/ \mathrm{ft}^{3}$. Elastic constants are $\mathrm{G}=6 \times 10^{6}, \lambda=56 \times 10^{6}$, $\mathrm{R}=27 \times 10^{6}$ and $\mathrm{Q}=11 \times 10^{6}$ in psf. Two cases are examined, with and without dissipation and the results obtained by the analytical method and the method of characteristics are compared.

For zero dissipation, the sand layer was divided into five 40 -feet thick reaches with the time interval selected for the method of characteristics being $\Delta t=0.00587$ seconds. The pressure wave velocities computed are $\mathrm{v}_{\mathrm{L}}=6811 \mathrm{ft} / \mathrm{sec}$ and $v_{M}=4351 \mathrm{ft} / \mathrm{sec}$. The dynamic pressure $\sigma$ on the soil skeleton computed 80 feet below the surface by the analytical method is plotted in Figure 34. To avoid the generation of


Figure 34. Dynamic pressure on soil skeleton computed 80 ft below surface of a 200 ft thick saturated soil deposit. No dissipation ( $\mu_{\mathrm{L}}=0$ ).
an initial transient, conditions found at time zero throughout the layer by the analytical method were used as initial conditions for the method of characteristics. Linear interpolations and fifth order Lagrange interpolations were used in conjunction with the method of characteristics. The dynamic pressure on the soil skeleton computed by the method of characteristics for both interpolation schemes is in agreement with the analytical solution as shown in Figure 34.

Dissipation is next introduced by assuming that the water viscosity is $\mu_{L}=1.8 \times 10^{-5} \mathrm{lb} \cdot \mathrm{sec} / \mathrm{ft}^{2}$ and intrinsic permeability is $K=15 \times 10^{-9} \mathrm{ft}^{2}$. For a time increment $\Delta t$ $=0.00587 \mathrm{sec}$ the saturated soil layer was divided into five 40-feet thick reaches. For a time increment $\Delta t=0.00293$ sec the soil layer was divided into ten 20 -feet thick reaches. The dynamic pressure on the soil skeleton 80 feet below the surface computed by the method of characteristics using linear interpolations was substantially the same for the two time increments selected. Fifth order Lagrangian interpolations did not improve the results obtained by using linear interpolations. The initial transient generated because of the use of initial conditions zero throughout the layer, vanished after 2.3 seconds due to the presence of the dissipation. The dynamic pressure on the soil skeleton 80 feet below the surface computed by the analytical method is plotted in Figure 35. Linear interpolations and numerical approximations in the method of characteristics accounted for the differences in the results (maximum 5\%). The effect of


Fi.gure 35. Dynamic pressure on soil skeleton computed at 80 ft below surface of a 200 ft thick saturated soil deposit. Dissipation $\mu_{\mathrm{I}}=$ $1.8 \times 10^{-5} \mathrm{lb}-\mathrm{sec} / \mathrm{ft}^{2}$.
dissipation on the peak magnitudes of $\sigma$ can be observed by comparing Figures 34 and 35 . In the presence of dissipation the amplitude is considerably reduced.

Example 3 A transient problem involving a real earthquake motion is solved by the method of characteristics. The first 7.5 seconds of the vertical component of the 1952 Taft earthquake (Figure 36) act at the base rock of a saturated sand deposit 1953 feet thick. Water viscosity is $\mu_{L}=1.8 \times 10^{-5}$ $1 \mathrm{~b} \cdot \mathrm{sec} / \mathrm{ft} \mathrm{t}^{2}$, intrinsic permeability is $\mathrm{K}=15 \mathrm{x} 10^{-9} \mathrm{ft}^{2}$, porosity is $n=0.35$, mass densities are $\rho_{S}=5.11, \rho_{L}=1.94$, $\rho_{a}=0.0, \rho=4.0$ slugs $/ f^{3}$ and elastic constants are $R=$ $20 \times 10^{6}, Q=10 \times 10^{6}, \lambda=37.5 \times 10^{6}, G=4 \times 10^{6} \mathrm{psf}$. The pressure wave velocities computed are $\mathrm{v}_{\mathrm{L}}=5427 \mathrm{ft} / \mathrm{sec}$ and $v_{M}=3701 \mathrm{ft} / \mathrm{sec}$. A time increment $\Delta t=0.015 \mathrm{sec}$ is assumed constant throughout the computations. The layer is partitioned into 24 distance intervals of 81.4 feet. Linear interpolations were used.

The dynamic stress on the soil skeleton $\sigma$ and the pore water pressure p, 81.4 feet below the ground surface, calculated by the method of characteristics are plotted in Figure 37. It can be observed that increase in pore water pressure results to a decrease in stress on the soil
skeleton. The soil and water particle velocities computed 81.4 feet below the ground surface are plotted in Figure 38. These two velocities are of about the same magnitude but are slightly out of phase.

The method of characteristics provides the means to evaluating the transient pore water pressure in a saturated


Figure 36. Taft earthquake accelerogram vertical component, 1952.


[^1]

Figure 38. Water and soll particle velocities applied at base and computed 83 . It ft below the surface of a l95う feet thick saturabed sril. deposit.
soil deposit. If pore water pressure builds up to the point that the effective stress becomes zero, the sand completely loses its strength and liquefies. Since Biot's equations hold for an elastic soil skeleton, it is obvious that only instantaneous liquefaction can be modeled. Permanent deformations and plastic rebound of the soil skeleton due to readjustment of soil grains should be incorporated to solve successfully the problem of liquefaction. At low pressure ranges, soil still reacts as a "strain-softening" material and a "locking-up" model for the soil is not necessary. Future investigations on the subject should try to incorporate a Ramberg-Osgood type of stress-strain curves in the analysis. Thus, the constrained modulus for the soil at a particular instant will be represented by the slope of the tangent to the corresponding stress-strain curve. The variation of the coupling coefficients $R$ and $Q$ under dynamic conditions of loading and unloading should also be studied. Such a model would definitely provide a more realistic solution to the problem of potential liquefaction under dynamic conditions.

## CHAPTER VII

# TWO-DIMENSIONAL PROPAGATION OF SHEAR AND PRESSURE WAVES THROUGH SOII, 

## Review of Literature

The Finite Element method is a mathematical discretization technique (basic variation of the Ritz method) where the governing differential equations are replaced by a related system of simultaneous algebraic equations. The material properties of the prototype are retained in the individual elements so that varying material properties and geometric configurations may readily be handled. Since the advent of high speed computers, this method has been widely used. The initial application of the Finite Element method to the solution of linear elasto-dynamic soil problems in two dimensions is due to Clough and Chopra [14]. They studied the response of earth fill dams to earthquakes.

Idriss and Seed [34] in 1967 studied the response of earth banks to earthquakes. The earth banks were idealized by a number of triangular elements and the Finite Element method was used. The problem was complicated by the necessity of extending the finite element mesh a sufficient distance from the area of the slope in order to obtain an accurate response picture [60]. In 1969, Dibaj and Penzien [20] used the Finite Element method and a step-by-step integration method to study the nonlinear response of two-dimensional earth structures to earthquakes.

The nonlinear problem was reduced to a number of successive linear problems. Relative differences between linear and nonlinear solutions were discussed.

Dezfulian and Seed [18] applied the method of Finite Elements to linear-viscoelastic soil deposits underlain by sloping rock boundaries. The analysis incorporated strain compatible values of moduli and damping factors. This method was applied to analyze the response of the valley passing through the Palos Grandes area during the Caracas earthquake of July 29, 1967 [73,62,64]. The actual elastic continuum was idealized as an assemblage of triangular elements interconnected at a finite number of nodal points. In these analyses, the rock motions were treated as a time dependent phenomenon with the same motions developed at all points in the rock at a given time. Spacial variations in rock motions, due to wave propagation effects, were studied by Dezfulian and Seed [19]. The interaction between soil and embedded foundations during earthquakes was studied by Isenberg and Adham [37] in the case of an embedded nuclear reactor building. A finite element solution was obtained considering a two-dimensional, dynamic, elastic continuum representation of the soil, embedded foundation, walls, and containment and support structures.

Results obtained by the Finite Element method near the edges of valleys or at the toes of earth dams tend to be erratic [18,62]. The reasons behind these inaccuracies are: that stresses are small near these regions compared
with the stresses in the earth structure itself; and that triangular finite elements adjacent to these regions are stiffer, thus restricting deformations. The computer time required to obtain solutions by the Finite Element method is rather excessive. Realizing the need for a more economical method, Streeter, Wylie and Richart [71] replaced the visco-elastic continuum with a latticework of onedimensional linear elements as used in hydraulics [70]. The linear elements of the latticework transmitted shear and pressure waves to the interior nodes of the latticework where an imaginary nodal transfer element received and transmitted all shear and pressure waves. The nodal element was considered to be rigid, weightless and free to move horizontally and vertically but not to rotate. The rigidity of the nodal element was responsible for the lack of coupling between shear and pressure waves. A force balance was written in the $x$ and $z$ directions and two equations (the $\mathrm{C}^{+}$and $\mathrm{C}^{-}$characteristics equations) were used from each linear element correlating pressure or shear with the corresponding velocity. For the interior nodes, there were 5 equations in 5 unknowns for each of the $x$ and $z$ directions. Soil deposits with uniform properties were considered. Cases with a shear wave velocity being half of the pressure wave velocity were examined (i.e., $\nu=1 / 3$ for $\mu=0$ ). This method is termed in the following "l0-Latticework method," the number referring to the number of equations at each internal node.

## Latticework Method

To create a coupling between shear and pressure waves, Professor Streeter's suggestion that the nodal transfer elements of a latticework (Figure 39) should be deformable was adopted. Sixteen simultaneous linear equations were obtained for each interior nodal transfer element. Two equations represent the force balance in the $x$ and $z$ direction. A pair of equations $\left(C^{+}\right.$and $C^{-}$ characteristics) from each surrounding linear element relate pressure and shear to the corresponding velocities. Two equations model the deformation of the transfer element in the x and z directions including the Poisson ratio effects. The last four equations relate the velocities of the four faces of the transfer element to the velocities of the element itself in the $x$ and $z$ directions. This method is termed herein "l6-Latticework method," the number referring to the equations used, and it is explicit in the solution of the equations involved at each node, which explains the low computer cost associated with the method.

A nodal transfer element and the sixteen unknown quantities (shearing stresses, pressures and velocities) are shown in Figure 40. Each of the unknowns has a two capital alphabetic character subscript. The first character refers to the face of the nodal element (up, down, left, right) and the second refers to the corresponding position on the $x-t$ or $z-t$ diagram (Figures 41 and 42).


Figure 39. Two-dimensional latticework with linear and nodal elements.


Figure 40. Transfer element and the eight unknowns for each of the two coordinates.


Figure 41. Characteristics in $x-t$ piane for horizontal one-dimensional elements.


Figure 42. Characteristics in z-t plane for vertical one-dimensional elements.

The force balance in the $x$ and $z$ direction yields:

$$
\begin{align*}
& \left(\sigma_{L P}-\sigma_{R P}\right) \Delta Z+\left(\tau_{U P}-\tau_{D P}\right) \Delta X=0  \tag{195}\\
& \left(\sigma_{D P}-\sigma_{U P}\right) \Delta X+\left(\tau_{R P}-\tau_{L P}\right) \Delta Z=0 \tag{196}
\end{align*}
$$

where $\Delta X$ and $\Delta Z$ are the dimensions of the nodal transfer element which is considered to be weightless, deformable and free to move in the $x$ and $z$ directions but not to rotate. Therefore, the relations between the vertical and parallel velocities of the four faces of the transfer element are:

$$
\begin{align*}
& \mathrm{V}_{\mathrm{DP}}^{\prime}=\mathrm{V}_{\mathrm{UP}}^{\prime}=\left(\mathrm{V}_{\mathrm{RP}}+\mathrm{V}_{\mathrm{LP}}\right) / 2  \tag{197}\\
& \mathrm{~V}_{\mathrm{LP}}^{\prime}=\mathrm{V}_{\mathrm{RP}}^{\prime}=\left(\mathrm{V}_{\mathrm{UP}}+\mathrm{V}_{\mathrm{DP}}\right) / 2 \tag{198}
\end{align*}
$$

Since there are stresses in both principal directions $x$ and $z$ of the transfer element, the strain in either direction will depend not only upon the stress in that direction but also upon the stress in the orthogonal direction because of the Poisson ratio effect. Differentiation of the total strains with respect to time yields:

$$
\begin{align*}
& \frac{d V_{x}}{d x}=-\frac{1}{E} \frac{d \sigma_{x}}{d t}+\frac{\nu}{E} \frac{d \sigma_{z}}{d t}  \tag{199}\\
& \frac{d V_{z}}{d z}=-\frac{1}{E} \frac{d \sigma_{z}}{d t}+\frac{\nu}{E} \frac{d \sigma_{x}}{d t} \tag{200}
\end{align*}
$$

where $v$ is the Poisson ratio and $E$ is the modulus of
elasticity. Subscripts indicate the two principal directions $x$ and $z$. Equations (199) and (200) in finite difference form become:

$$
\begin{align*}
& \frac{V_{\mathrm{RP}}-\mathrm{V}_{\mathrm{LP}}}{\Delta \mathrm{X}}=-\frac{\sigma_{\mathrm{RP}}+\sigma_{\mathrm{LP}}-\sigma_{\mathrm{RA}}-\sigma_{\mathrm{LA}}}{2 \mathrm{E} \Delta \mathrm{t}}+\frac{\nu}{\mathrm{E}} \frac{\sigma_{\mathrm{UP}}+\sigma_{\mathrm{DP}}-\sigma_{\mathrm{UB}}-\sigma_{\mathrm{DB}}}{2 \Delta t}  \tag{201}\\
& \frac{\mathrm{~V}_{\mathrm{UP}}-\mathrm{V}_{\mathrm{DP}}}{\Delta \mathrm{Z}}=-\frac{\sigma_{\mathrm{UP}}+\sigma_{\mathrm{DP}}-\sigma_{\mathrm{UB}}-\sigma_{\mathrm{DB}}}{2 \mathrm{E} \Delta t}+\frac{\nu}{E} \frac{\sigma_{\mathrm{PR}}+\sigma_{\mathrm{LP}}-\sigma_{\mathrm{RA}}-\sigma_{\mathrm{LA}}}{2 \Delta t} \tag{202}
\end{align*}
$$

where $\Delta X$ and $\Delta Z$ are the transfer element"s dimensions which may be considered equal. However, they subsequently cancel out and they do not appear in the final solution.

Assuming that the soil material is linear viscoelastic, the partial differential euqations governing the propagation of shear waves through the vertical onedimensional linear elements of the latticework are:

$$
\begin{align*}
& \frac{\partial \tau}{\partial z}-\rho \frac{\partial V}{\partial t}=0  \tag{203}\\
& \frac{\partial \tau}{\partial t}-G \frac{\partial V}{\partial z}-\mu \frac{\partial^{2} V}{\partial z \partial t}=0 \tag{204}
\end{align*}
$$

The same equations hold for the horizontal onedimensional linear elements if x is substituted for z . The partial differential equations governing the propagation of pressure waves through the vertical one-dimensional linear elements of the latticework are:

$$
\begin{align*}
& \frac{\partial \sigma}{\partial z}-\rho g-\rho \frac{\partial V}{\partial t}=0  \tag{205}\\
& \frac{\partial \sigma}{\partial t}-M \frac{\partial V}{\partial z}-\mu \frac{\partial^{2} V}{\partial z \partial t}=0 \tag{206}
\end{align*}
$$

where $M$ is the constrained modulus and the term $\rho g$ introduces the effect of gravity. The same equations hold for the vertical one-dimensional linear elements if x is substituted for $z$ and if the gravity term $\rho g$ is omitted. If dynamic stress conditions are sought the gravity term $\rho g$ should be also omitted from Equation (205). In this case, total stresses are obtained from the superposition of dynamic and static stresses.

The method of characteristics is employed to solve Equations (203), (204), and (205), (206) as well as the corresponding equations in the $x$ direction. A common time step $\Delta t$ is selected. After transforming the partial differential equations to ordinary differential equations by the usual procedure, the apparent shear and pressure wave velocities are obtained:

$$
\begin{align*}
v_{s} & =\sqrt{\frac{G}{\rho}+\frac{\mu}{\rho \Delta t}}  \tag{207}\\
\text { and } \quad v_{p} & =\sqrt{\frac{M}{\rho}+\frac{\mu}{\rho \Delta t}} \tag{208}
\end{align*}
$$

The lengths of the vertical and horizontal onedimensional linear elements are assumed to be:

$$
\begin{equation*}
\Delta \mathrm{x}=\Delta \mathrm{z}=2 \mathrm{v}_{\mathrm{s}} \Delta \mathrm{t} \tag{209}
\end{equation*}
$$

The one-dimensional linear elements are therefore partitioned into two reaches for the case of shear wave propagation. For pressure waves the condition required to
satisfy stability criteria of the method of characteristics is:

$$
\begin{equation*}
\Delta x \geq v_{p} \Delta t>\Delta x / 2 \tag{209a}
\end{equation*}
$$

and should be always satisfied. If $\mu=0$, condition (209a) holds for any $\nu \leq 1 / 3$. For values of $\mu>0$, higher values of $v$ satisfy condition (209a). Usual Poisson ratio ranges are: for sandy soils $0.25 \geq v \geq 0.35$; for clay with some sand and silt $0.30 \geq v \geq 0.40$; and for clays $0.35 \geq v \geq 0.45$. Therefore, condition (209a) holds for all practical purposes. Linear interpolations are required in this case. Figures 41 and 42 show the $x-t$ and $z-t$ diagrams for the two horizontal and the vertical linear elements surrounding a transfer element.

The finite difference expressions of the ordinary differential equations emanating from the method of characteristics for the case of shear waves are:

Hor. $\begin{cases}C_{S}^{+}: & { }^{\tau}{ }_{L P}-\tau_{N}-\rho V_{S}\left(V_{L P}^{\prime}-V_{N}\right)+\frac{2 \mu}{\Delta x}\left(V_{L A}^{\prime}-V_{N}\right)=0 \\ C_{S}^{-}: & { }^{\tau}{ }_{R P}-\tau_{M}+\rho V_{S}\left(V_{R P}^{\prime}-V_{M}\right)+\frac{2 \mu}{\Delta x}\left(V_{M}-V_{R A}^{\prime}\right)=0\end{cases}$
$\operatorname{vert.} \begin{cases}C_{S}^{+}: & { }^{\tau}{ }_{D P}-\tau_{J}-\rho V_{S}\left(V_{D P}^{\prime}-V_{J}\right)+\frac{2 \mu}{\Delta x}\left(V_{D B}^{-}-V_{J}\right)=0 \\ C_{S}^{-}: & { }^{\tau}{ }_{U P}{ }^{-\tau} I^{+}+\rho V_{S}\left(V_{U P}^{-}-V_{I}\right)+\frac{2 \mu}{\Delta x}\left(V_{I}-V_{U B}^{\prime}\right)=0\end{cases}$
where $v_{s}$ is the apparent shear wave velocity. The first character of the two capital alphabetic character subscripts
refers to the face of the transfer element and the second to the corresponding position on the $x-t$ or $z-t$ diagram. Single alphabetic character subscripts refer to positions on the $x-t$ and $z-t$ diagram.

The finite difference expressions of the ordinary differential equations emanating from the method of characteristics for the case of pressure waves are:

Hor. $\begin{cases}C_{p}^{+}: & \sigma_{L P}-\sigma_{R}+\rho V_{p}\left(V_{L P}-V_{R}\right)-\frac{\mu}{\Delta x}\left(V_{L A}-V_{R}\right)=0 \\ C_{p}^{-}: & \sigma_{R P}-\sigma_{S}-\rho V_{p}\left(V_{R P}-V_{S}\right)-\frac{\mu}{\Delta x}\left(V_{S}-V_{R A}\right)=0\end{cases}$

Vert. $\begin{cases}C_{p}^{+}: & \sigma_{D P^{-}}-\sigma_{R^{\prime}}+\rho v_{p}\left(V_{D P^{\prime}}-V_{R^{\prime}}\right)-\frac{\mu}{\Delta x}\left(V_{D B^{\prime}}-V_{R^{\prime}}\right)+\rho g v_{p} \Delta t=0 \\ C_{p}^{-}: & \sigma_{U P^{-}}-\sigma_{S^{\prime}}-\rho v_{p}\left(V_{U P^{\prime}}-V_{S^{\prime}}\right)-\frac{\mu}{\Delta x}\left(V_{S^{\prime}}-V_{U B}\right)-\rho g v_{p} \Delta t=0\end{cases}$

By calling $r=v_{p} / 2 v_{s}$, the necessary linear interpolations are written as:

$$
\begin{align*}
& \sigma_{\mathrm{R}}=\sigma_{\mathrm{LA}}-r\left(\sigma_{\mathrm{LA}}-\sigma_{\mathrm{RC}}\right) \\
& \mathrm{V}_{\mathrm{R}}=\mathrm{V}_{\mathrm{LA}}-r\left(\mathrm{~V}_{\mathrm{LA}}-\mathrm{V}_{\mathrm{RC}}\right) \\
& \sigma_{\mathrm{S}}=\sigma_{\mathrm{RA}}-r\left(\sigma_{\mathrm{RA}}-\sigma_{\mathrm{RD}}\right) \\
& \mathrm{V}_{\mathrm{S}}=\mathrm{V}_{\mathrm{RA}}-r\left(\mathrm{~V}_{\mathrm{RA}}-\mathrm{V}_{\mathrm{RD}}\right) \\
& \sigma_{\mathrm{R}^{\prime}}=\sigma_{\mathrm{DB}}-r\left(\sigma_{\mathrm{DB}}-\sigma_{\mathrm{UF}}\right)  \tag{218}\\
& \mathrm{V}_{\mathrm{R}^{\prime}}=\mathrm{V}_{\mathrm{DB}}-r\left(\mathrm{~V}_{\mathrm{DB}}-\mathrm{V}_{\mathrm{UF}}\right) \\
& \sigma_{\mathrm{S}^{\prime}}=\sigma_{\mathrm{UB}}-r\left(\sigma_{\mathrm{UB}}-\sigma_{\mathrm{DE}}\right) \\
& \mathrm{V}_{\mathrm{S}^{\prime}}=\mathrm{V}_{\mathrm{UB}}-\mathrm{r}\left(\mathrm{~V}_{\mathrm{UB}}-\mathrm{V}_{\mathrm{DE}}\right)
\end{align*}
$$

The 16 unknowns that appear in Figure 40 are obtained from the solution of the linear simultaneous Equations (195) to (198), (201), (202), (210) to (217) together with Equation (218). To present the solution, it becomes necessary for purposes of clarity to group known quantities under different headings:

$$
\begin{align*}
& \mathrm{CO}=\rho\left(\mathrm{v}_{\mathrm{s}}+\mathrm{v}_{\mathrm{p}}\right) \\
& C 1=\mu / \Delta x \\
& C 2=2 \mu / \Delta x \\
& C C=\rho g v_{p} \Delta t \\
& \mathrm{CM}=\rho \mathrm{v}_{\mathrm{S}}-2 \mu / \Delta \mathrm{x} \\
& C C M=\rho v_{p}-\mu /\left(v_{p} \Delta t\right) \\
& \mathrm{Fl}=\sigma_{\mathrm{S}}-\mathrm{CCM} \cdot \mathrm{~V}_{\mathrm{S}}-\mathrm{Cl} \cdot \mathrm{~V}_{\mathrm{RA}} \\
& \mathrm{~F} 2=\sigma_{\mathrm{R}}+\mathrm{CCM} \cdot \mathrm{~V}_{\mathrm{R}}+\mathrm{Cl} \cdot \mathrm{~V}_{\mathrm{LA}}  \tag{219}\\
& \mathrm{~F} 3=\sigma_{\mathrm{R}^{\prime}}+\mathrm{CCM} \cdot \mathrm{~V}_{\mathrm{R}^{\prime}}+\mathrm{Cl} \cdot \mathrm{~V}_{\mathrm{DB}}-\mathrm{CC} \\
& \mathrm{~F} 4=\sigma_{\mathrm{S}^{\prime}}-\mathrm{CCM} \cdot \mathrm{~V}_{\mathrm{S}^{\prime}}-\mathrm{Cl} \cdot \mathrm{~V}_{\mathrm{UB}}+\mathrm{CC} \\
& \mathrm{~F} 5=\tau_{\mathrm{N}} \mathrm{CM}^{-\mathrm{CM} \cdot \mathrm{~V}_{\mathrm{N}}-\mathrm{C} 2 \cdot \mathrm{~V}_{\mathrm{LA}}} \\
& \mathrm{~F} 6={ }^{\mathrm{T}}{ }_{\mathrm{M}}+\mathrm{CM} \cdot \mathrm{~V}_{\mathrm{M}}+\mathrm{C} 2 \cdot \mathrm{~V}_{\mathrm{RA}}^{\prime} \\
& \mathrm{F} 7=\tau_{\mathrm{J}}-\mathrm{CM} \cdot \mathrm{~V}_{\mathrm{J}}-\mathrm{C} 2 \cdot \mathrm{~V}_{\mathrm{DB}}^{\prime} \\
& \mathrm{F} 8=\tau_{\mathrm{I}}+\mathrm{CM} \cdot \mathrm{~V}_{\mathrm{I}}+\mathrm{C} 2 \cdot \mathrm{~V}_{\mathrm{UB}}^{\prime} \\
& \mathrm{Bl}=(\mathrm{F} 2+\mathrm{F} 8-\mathrm{F} 1-\mathrm{F} 7) / \mathrm{C} 0 \\
& \mathrm{~B} 2=(\mathrm{F} 3-\mathrm{F} 4+\mathrm{F} 6-\mathrm{F} 5) / \mathrm{C} 0
\end{align*}
$$

$$
\begin{aligned}
& \mathrm{G} 1=2+\rho v_{\mathrm{p}} /(\mathrm{E} \cdot \Delta \mathrm{t}) \\
& \mathrm{G} 2=\nu \cdot \rho v_{\mathrm{p}} /(\mathrm{E} \cdot \Delta \mathrm{t}) \\
& \mathrm{G} 3=\frac{1}{\mathrm{E} \cdot \Delta \mathrm{t}}\left[\nu\left(\mathrm{FI}+\mathrm{F} 2-\sigma_{\mathrm{RA}}-\sigma_{\mathrm{LA}}\right)-\mathrm{F} 3-\mathrm{F} 4+\sigma_{\mathrm{UB}}+\sigma_{\mathrm{DB}}\right] \\
& \mathrm{G} 4=\frac{1}{\mathrm{E} \cdot \Delta \mathrm{t}}\left[v\left(\mathrm{~F} 3+\mathrm{F} 4-\sigma_{\mathrm{UB}}-\sigma_{\mathrm{DB}}\right)-\mathrm{F} 1-\mathrm{F} 2+\sigma_{\mathrm{RA}}+\sigma_{\mathrm{LA}}\right] \\
& \mathrm{Al}=(\mathrm{G} 2 \cdot \mathrm{G} 3+\mathrm{GI} \cdot \mathrm{G} 4) /\left(\mathrm{G} 2^{2}-\mathrm{Gl}{ }^{2}\right) \\
& \mathrm{A} 2=(\mathrm{G} 2 \cdot \mathrm{G} 4+\mathrm{GI} \cdot \mathrm{G} 3) /\left(\mathrm{G} 2^{2}-\mathrm{GI}{ }^{2}\right)
\end{aligned}
$$

The velocites perpendicular to the faces of the transfer element are:

$$
\begin{align*}
& V_{\mathrm{LP}}=(\mathrm{A} 1+\mathrm{B} 1) / 2  \tag{220}\\
& \mathrm{~V}_{\mathrm{DP}}=(\mathrm{A} 2+\mathrm{B} 2) / 2  \tag{221}\\
& \mathrm{~V}_{\mathrm{RP}}=(\mathrm{B} 1-\mathrm{A} 1) / 2  \tag{222}\\
& \mathrm{~V}_{\mathrm{UP}}=(\mathrm{B} 2-\mathrm{A} 2) / 2 \tag{223}
\end{align*}
$$

Velocities $\mathrm{V}_{\mathrm{LP}}^{\prime}, \mathrm{V}_{\mathrm{RP}}^{\prime}, \mathrm{V}_{\mathrm{DP}}^{\prime}$, and $\mathrm{V}_{\mathrm{UP}}^{-}$are now obtained from Equations (197) and (198). Shearing stresses ${ }^{t}$ LP' ${ }^{\tau}{ }_{R P}{ }^{\prime}{ }^{\tau} \mathrm{DP}^{\prime}$, and ${ }^{\tau} \mathrm{UP}$ are found from Equations (210) to (213). Pressures $\sigma_{L P}, \sigma_{R P}, \sigma_{D P}$, and $\sigma_{U P}$ are calculated from Equations (214) to (217) in conjunction with Equations (218).

In order to proceed to the next time step and repeat the procedure described above, the values of shearing stresses and particle velocities at points $\mathrm{M}^{\wedge}, \mathrm{N}^{\wedge}, \mathrm{I}^{\prime}$, and $J^{\prime \prime}$ of the $x-t$ and $z-t$ diagrams are needed. Shearing stress and velocity at point $\mathrm{M}^{\prime}$ of the $\mathrm{x}-\mathrm{t}$ diagram (Figure
41) are obtained from the equations:

$$
\begin{array}{ll}
C_{S}^{+}: & { }^{\tau} M^{-}-\tau_{R A}-\rho V_{S}\left(V_{M}-V_{R A}^{\prime}\right)+\frac{2 \mu}{\Delta x}\left(V_{M}-V_{R A}^{\prime}\right)=0 \\
C_{S}^{-}: & { }^{\tau} M^{-}-\tau{ }_{L P}+\rho V_{S}\left(V_{M}--V_{L D}^{\prime}\right)+\frac{2 \mu}{\Delta x}\left(V_{L D}^{\prime}-V_{M}\right)=0 \tag{225}
\end{array}
$$

From the similar $C_{S}^{+}$and $C_{S}^{-}$characteristics equations, shearing stress and velocity at point $N^{\circ}$ of the $x-t$ diagram can be found. Shear and velocity at point $J$ of the $z-t$ diagram (Fiture 42) are obtained from the equations:

$$
\begin{align*}
& \mathrm{c}_{\mathrm{S}}^{+}:{ }^{\tau} J^{\prime}-\tau_{U F^{-\rho V_{S}}}\left(V_{J}-V_{U F}^{\prime}\right)+\frac{2 \mu}{\Delta x}\left(V_{J}-V_{U F}^{\prime}\right)=0  \tag{226}\\
& \mathrm{c}_{\mathrm{S}}^{-}:{ }^{\tau}{ }_{J}-{ }^{-\tau}{ }_{D B}+\rho V_{S}\left(V_{J}--V_{D B}^{\prime}\right)+\frac{2 \mu}{\Delta x}\left(V_{D B}^{\prime}-V_{J}\right)=0 \tag{227}
\end{align*}
$$

From the similar $C_{S}^{+}$and $C_{S}^{-}$characteristics equations shear and velocity at point $I^{\prime}$ of the z-t diagram (Figure 42) are computed. The procedure outlined above applies to all nodal transfer elements of the latticework and then it is repeated at any subsequent time step.

Horizontal and vertical steps make up the lateral boundaries of the latticework. Boundary conditions at the edges of the latticework where no transfer elements exist (Figure 39) are handled as in the one-dimensional propagation of shear or pressure waves. Pressure and shear are zero at earth-air interfaces and the appropriate $\mathrm{C}^{+}$and $\mathrm{C}^{-}$Characteristics equations are used to determine the corresponding velocities.

A computer program written in FORTRAN IV Language is presented in Appendix 11. The program is quite general
applying to latticework configurations of earth dams, earth banks and valleys. The IBM 360/67 hardware was used for the execution of the program.

## Case Studies

Example 1. The study of a small soil-filled valley (Figure 43) reveals the differences between the l0-Latticework and the l6-Latticework models. The valley soil material has $\rho=4.0$ slugs $/ \mathrm{ft}^{3}, \mathrm{G}=800000 \mathrm{psf}, \mathrm{E}=2186560 \mathrm{psf}$ and $M=3800000$ psf since the Poisson ratio was assumed to be $\nu=0.367$. The soil viscosity is $\mu=2000 \mathrm{lb} \cdot \mathrm{sec} / \mathrm{ft}^{2}$. The entire rock boundary surrounding the valley develops a horizontal sinusoidal velocity equal to $V=0.2 \sin 12.5 \pi t$ feet per second. The latticework modeling the soil-filled valley is comprised of 24 vertical and 16 horizontal linear elements and 14 transfer elements. The time step selected is $\Delta t=0.01 \mathrm{sec}$. The apparent shear wave velocity is found to be $500 \mathrm{ft} / \mathrm{sec}$ and the apparent pressure wave velocity is $1000 \mathrm{ft} / \mathrm{sec}$. The distance between transfer elements is 10 feet.

The 10-Latticework model did not compute any vertical velocities at point A on the soil surface. This results from the assumption that the nodal transfer elements of the 10 -Latticework model are rigid. Therefore, transients generated by vertical motions of the underlying rock are uncoupled from those generated by horizontal motions. The 16-Latticework model incorporating the



Figure 43. Horizontal and vertical velocities computed at point $A$ by the 10- and 16-latticework models.

Poisson ratio effects, calculated a vertical response at A as shown in Figure 43. The horizontal velocities computed at $A$ by the 16 -Latticework model are smaller than the corresponding values obtained from the l0-Latticework model. The explanation is that part of the energy received in the horizontal direction by the transfer elements of the 16Latticework model is transmitted vertically due to the Poisson ratio effect.

Example 2. The effect of the slope of the rock boundary on the response of a semi-infinite soil deposit is examined. Two semi-infinite sand layers 165 feet thick are considered having a vertical rock boundary and a l:l rock slope respectively. The soil properties are: mass density $\rho=4$ slugs/ft ${ }^{3}$; Poisson ratio $v=0.25$; viscosity $\mu=40833$ $\mathrm{lb} \cdot \mathrm{sec} / \mathrm{ft}^{2}$; shear modulus $\mathrm{G}=2 \mathrm{x} 10^{6} \mathrm{psf}$; and modulus of elasticity $E=5 \times 10^{6} \mathrm{psf}$. The time interval selected is $\Delta t=0.03 \mathrm{sec}$. The apparent shear and pressure wave velocities were found to be $916.7 \mathrm{ft} / \mathrm{sec}$ and $1356.6 \mathrm{ft} / \mathrm{sec}$ respectively. The soil deposits were modeled by latticeworks of 55 foot long linear elements (Figure 44).

The entire rock boundary was assumed to move as a rigid body. The horizontal exciting motion was the $521^{\circ} \mathrm{W}$ component of the Taft earthquake, 1952. The soil layers were considered to extend 9500 feet horizontally, enough to guarantee that the first 550 feet would behave as if the soil layers were actually of semi-infinite extent.


Figure 44. Influence of base slope on the response of a 165 ft thick soil deposit subjected to $\$ 21^{\circ} \mathrm{W}$ Taft motions.

Values of the maximum ground surface acceleration may be represented as amplification factors expressing the ratio of the maximum ground surface acceleration at any point to the maximum acceleration in the adjacent rock formation. These amplification factors were found by using the 16 -Latticework model and are plotted in Figure 44 for the two layers under consideration. The results of a one-dimensional shear wave propagation analysis (shear beam, Chapter II) are also plotted for comparison. The influence of the two different slopes on the response is observed in the immediate vicinity of the slope. The influence of the slope on the accelerations obtained 350 feet beyond the toe of the slope is practically nonexistent. The amplification factors obtained from the one-dimensional and the two-dimensional analyses are in agreement for that region.

Example 3. A 300 foot high earth dam with truncated crest and side slopes 1:2 is considered resting on a horizontal base rock (Figure 45). The base rock develops the same horizontal excitation with the North-South component of the El Centro earthquake of 1940 (Figure 46). The response of the earth dam is computed by the 16 -Latticework method and by the one-dimensional shear slice analysis (Chapter V). This example is rather academic since soil properties were selected in such a way as to facilitate demonstration of the comparisons between one and two-dimensional analyses.


Figure 45. Rectangular latticework representation of earth dam cross section ( $\Delta x=50 \mathrm{ft}$ ).


Figure 46. Base rock motion accelerogram. North-South component, El Centro earthquake, 1940.

However, the methodology associated with the Latticework model is independent of the data used with the exception of conditions (209) and (209a) required to satisfy stability criteria of the method of characteristics.

The earth dam material is assumed to be sand with the following properties: mass density $\rho=4$ slugs $/ \mathrm{ft}^{3}$, viscosity $\mu=15000 \mathrm{lb} \cdot \mathrm{sec} / \mathrm{ft}^{2}$, Poisson ratio $\nu=0.25$, shear modulus $G=700000$ psf, constrained modulus $\mathrm{M}=$ $2.1 \times 10^{6}$ psf and modulus of elasticity $E=1.75 \times 10^{6} \mathrm{psf}$. The latticework used for the two-dimensional analysis has 160 linear elements of 50 feet length and 65 transfer elements. The time increment selected is $\Delta t=0.05 \mathrm{sec}$. The apparent shear and pressure wave velocities were found equal to $500 \mathrm{ft} / \mathrm{sec}$ and $774.6 \mathrm{ft} / \mathrm{sec}$ respectively. For the one-dimensional analysis, the same time step was used and the dam height was partitioned into 12 reaches, each having a length of 25 feet.

Horizontal velocities and shearing stresses computed at points $A$ and $C$ of the dam centerline by the onedimensional and the two-dimensional analyses are presented in Figures 47 and 48. The response pattern is very similar. However, a time delay occurs by using the latticework model. The shear wave travels through the latticework at an apparent wave speed that is less than the wave speed for a single one-dimensional element of the continuum. If the latticework did not include any transverse elements,


Figure 47. Particle velocities computed at points $A$ and $B$ by l-D and $2-D$ analyses. $N-S$ El Centro motion, 1940.


Figure 48. Dynamic shearing stresses computed at points C and D by l-D and 2-D analyses. El Centro N-S motion. Viscosity $\mu=15000 \mathrm{Ib}-\mathrm{sec} / \mathrm{ft}^{2}$.
the above statement would no longer be true. The time delay is caused by the fact that a wave arriving at a node (transfer element) is transmitted as a wave of lower magnitude.

The velocities and shearing stresses computed at points $B$ and $D$ to the right of the dam centerline (Figure 45) by using the 16 -Latticework model, are also plotted in Figures 47 and 48. As expected, the results obtained at the same elevations on the dam centerline are of higher magnitudes but similar form.

The same example was examined assuming a higher value for the soil viscosity, $\mu=47000 \mathrm{lb} \cdot \mathrm{sec} / \mathrm{ft}^{2}$ 。 A time increment of 0.035 sec permitted the use of the same latticework. The shearing stresses at the base of the dam on its centerline (point $C$ ) computed by the onedimensional analysis and by the two-dimensional analysis are presented in Figure 49. These results are similar and the time delay due to the latticework is again noticeable. Comparing the responses in Figures 48 and 49 , it is observed that the same increase in viscosity causes a higher damping in the results obtained by the two-dimensional analysis.

The computer time for loading the object code, executing and printing the results for the above example using the l6-Latticework model (Program in Appendix 11). was approximately 65 seconds on the IBM 360/67 Computer.


Figure 49. Dynamic shearing stresses computed at points $C$ and D by l-D and 2-D analyses. El Centro N-S motion. Viscosity $\mu=47000 \mathrm{lb}-\mathrm{sec} / \mathrm{ft}^{2}$.

Example 4. The Caracas earthquake of July 29, 1967, although of a magnitude of 6.4 , caused excessive damages to structures. Four buildings collapsed and almost all high structures suffered damage in the Palos Grandes area of east Caracas (Figure 50). Since the actual earthquake was not recorded, seed et al. [62] proposed the use of the $521^{\circ} \mathrm{W}$ component of the accelerogram recorded at Taft in the Kern County (California) earthquake. This accelerogram was scaled, multiplying amplitudes by 0.166 and time by 0.9 (Figures 51 and 52). Such an accelerogram presents a maximum rock acceleration of 0.03 g , and a predominant period of rock motions equal to 0.3 sec and is characteristic of a shock of magnitude 6.4 at an epicentral distance of about 35 miles.

A cross section through the Palos Grandes area (Figure 50) of the Caracas valley in the North-South direction along $A A^{\prime}$ is shown in Figure 53, The rock underlying the valley soil deposits is assumed to move horizontally as a rigid body according to the accelerogram of Figure 5l. Maximum ground surface accelerations were computed by the 16-Latticework method and compared to those obtained by the Finite Element method.

Seed et al. [62] used a shear modulus varying with the overburden pressure for the granular soils which predominate in the valley. Typical variations of shear modulus and damping ratio with shear.strain were used from test data obtained in previous studies of similar materials.


$$
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Figure 501 Topographic map of Caracas at the vicinity of Palos Grandes (Refer. 62).


Figure 51. Estimated rock motion accelerogram for Caracas Valley in July 29, 1967 earthquake.


Figure 52. Rock velocity diagram for Caracas Valley in July 29, 1967 earthquake.



Finite Element Representation of Valley Section

Figure 53. Rectangular latticeworks and finite element representation of cross section AA' through Palos Grandes, Caracas.

The Latticework method in its present form is applicable to problems involving constant shear modulus and viscoelastic soil behavior. This limitation neccessitated the use of average values for the Caracas valley soil properties: $\rho=4$ slugs/ft ${ }^{3} ; \mu=60000 \mathrm{lb} \cdot \mathrm{sec} / \mathrm{ft}^{2} ; \nu=0.25$; and $G=23 \times 10^{6}$ psf. A one-dimensional shear wave propagation analysis by the method of characteristics, using these average values of soil properties, resulted in approximately the same values of maximum ground surface acceleration as those obtained by seed et al. [62] using a onedimensional uncoupled soil column analysis (Figure 54). Two latticeworks were used to represent the geometry of the valley section. Latticework I has 330 linear elements of length 150 feet and 133 transfer elements (Figure 53). The corresponding time increment is $\Delta t=0.030 \mathrm{sec}$. Latticework II has 500 linear elements of length 126 feet and 210 transfer elements (Figure 53). The corresponding time increment is $\Delta t=0.025 \mathrm{sec}$. Values of the maximum ground surface acceleration computed by the Latticework method are presented in Figure 54. The responses obtained by both latticeworks are in quite close agreement. The peaks of the envelope curves observed along the valley surface may be the result of focusing of reflected waves. Three of the collapsed buildings in the area are located under one of these peaks. However, definite conclusions could be made only if the acceleration time history in that location was also examined. Computer time for only


Figure 54. Comparison of computed values of maximum ground surface acceleration for section $A A^{\prime}$ through Palos Grandes, Caracas.
executing the program in the case of Latticework I was approximately 80 seconds and in the case of Latticework II was approximately 200 seconds.

Seed et al. [62] using the finite element mesh shown in Figure 53 obtained the values of the maximum ground surface acceleration plotted in Figure 54. Previous studies [18] have shown that results computed by the Finite Element method near the edges of such sections tend to be in error and estimated values are shown by the dashed lines in Figure 54. The results obtained by a one-dimensional shear wave analysis are also plotted in Figure 54 for comparison.

A standard method of assessing the adequacy of a finite element mesh is to vary systematically the mesh size and the element size[45]. The same technique was used to study the latticework adequacy. Latticeworks I and II were found to be compatible. However, results obtained by using two coarser latticeworks with $\Delta t=0.040$ sec, $\Delta x=198 \mathrm{ft}$ and $\Delta t=0.050 \mathrm{sec}, \Delta x=246 \mathrm{ft}$, differed considerably from the results obtained by using latticeworks I and II. The coarser discretized latticeworks exhibited a tendency to smooth out the envelope of maximum accelerations computed at the surface of the valley.

The results computed by using latticeworks I and II and the Finite Element method are of the same order of magnitude. However, the envelope of maximum accelerations obtained by using the Finite Element method is smoother than
the one obtained by the Latticework method. This may be partly attributed to the fact that the soil near the ground surface is considered by the Latticework method to be more rigid due to the average shear modulus used. An extention of the Latticework method to cover cases of shear modulus varying with depth is required before making any definite statements concerning its accuracy.

In the foregoing chapters the method of characteristics was applied to a variety of problems of seismic wave propagation through soil deposits. The accuracy of the method was examined and numerous examples were presented in all cases studied to demonstrate the applicability of the method and to compare solutions obtained by the characteristics method and by other methods of analysis.

The Base Motion Synthesis Method was developed by combining the method of characteristics and a centered impl.icit method. The Base Motion Synthesis method was shown to be applicable for computation of bedrock motions when surface motions of a viscoelastic or a "strainsoftening" horizontal soil deposit were considered to be known.

The study of one-dimensional shear wave propagation through earth dams with truncated crests was carried out by using the method of characteristics. For viscoelastic material, results obtained by the characteristics method were confirmed by the shear slice theory and by an analytical method involving Hankel functions with complex arguments.

Biot's field equations, governing the propagation of pressure waves through saturated elastic soil deposits, were reduced to one-dimension and were solved by using the method of characteristics taking into account wave reflections at the boundaries of the soil formations. An
analytical solution developed for purposes of comparison was used to confirm the results obtained by the characteristics method. This development could be the basis for future extension of the studies of soil liquefaction by incorporating a Ramberg-Osgood type of stress-strain curve in the analysis to model the inelastic behavior of soils for moderate pressure ranges.

For two-dimensional shear and pressure wave propagation through viscoelastic soil material the latticework approach was used. Two-dimensional systems, i.e. earth dams, embankments, or valleys, were modeled by a latticework of one-dimensional elements and the method of characteristics was incorporated in the solution. Results obtained have indicated the applicability of this method to regional microzonation studies. Computer time economy was found to be one of the major advantages of the latticework method. This study, although of a rather preliminary nature, reveals the versatility of the method. The major disadvantage of the Latticework method is the time delay of a response resulting from the latticework used. Future investigations could incorporate the variation of shear modulus with depth by using linear interpolations for both shear and pressure waves.

Extensive application of the characteristics method to problems of earthquake generated transient disturbances traveling through soil deposits revealed that the main advantages of the method are: relative simplicity;
versatility; applicability to problems of purely transient nature; accuracy of results; and low computing cost associated with the solutions obtained.

## APPENDIX 1

## RAMBERG-OSGOOD HYSTERETIC MODEL

The vibration of a horizontal soil layer subjected to the horizontal motion of an earthquake is a good example of simple shear. Hardin and Drnevich [25] experimentally proved that the shearing stress-strain relationships for soils are nonlinear and that they may be represented by a hyperbola.

The hysteretic behavior of soil excited by random vibrations is most frequently represented by bilinear models [61], simplicity being their principal advantage. For dynamic studies, it is desirable to use nonlinear hysteretic stress-strain relationships which are general enough to describe yielding behavior varying between linear and elastoplastic. Structural engineers $[7,41,56]$ have extensively studied such relationships referred to as Ramberg-Osgood models, defined by a skeleton curve equation:

$$
\begin{equation*}
\gamma=\frac{\tau}{G_{0}}\left(1+\left|\frac{\tau}{\tau_{Y}}\right|^{R_{0}-1}\right) \tag{A-1}
\end{equation*}
$$

for stresses increasing from zero, and a branch curve equation:

$$
\begin{equation*}
\gamma-\gamma_{1}=\frac{\tau-\tau_{1}}{G_{0}}\left(1+\left|\frac{\tau-\tau_{1}}{2 \tau_{y}}\right|^{R_{0}-1}\right) \tag{A-2}
\end{equation*}
$$



Figure A-1. Bilinear and Ramberg-Osgood hysteretic models.
for unloading from $\left(\tau_{1}, \gamma_{1}\right)$. The shearing stress is indicated by $\tau, \gamma$ is the shearing strain, $G_{0}$ is the shear modulus at $\gamma=0$ and the subscript $y$ represents values at "yield" (or reference values).

Equations (A-1) and (A-2) were used by Streeter, Wylie and Richart [71] to describe the nonlinear behavior of "strain-softening" soil layers. Constantopoulos [15] used a similar Ramberg-Osgood model without the refinement of the absolute values in equations (A-1) and (A-2) which complicates the analysis but permits the use of noninteger values of the coefficient $R_{0}$. A wide variety of physical behaviors may emanate from equations ( $A-1$ ) and ( $A-2$ ). For $R_{0}=1$ the linear elastic behavior of a system can be modeled. The elastoplastic case is represented by $\mathrm{R}_{0} \rightarrow \infty$. For a cyclic loading with fixed amplitude, a unique hysteresis loop is defined. A very clear description of the hysteresis law in the case of the Ramberg-Osgood model is given by Goel [24].

## APPENDIX 2

HARMONIC ANALYSIS OF TRANSIENT MOTIONS

If $n$ equidistant displacement values $u_{j}, j=0, \ldots n-1$, are obtained from a digitized seismogram of ground motion, the displacement at a time $t$ can be represented by the complex form of a finite Fourier series:

$$
\begin{equation*}
u(t)=\sum_{s=0}^{n-1} a_{s} \exp \left(i \omega_{s} t\right) \tag{A-3}
\end{equation*}
$$

where $\omega_{s}=2 \pi s /(n \Delta t),(s=0, \ldots n-1), \Delta t$ is the time step between the data points and $a_{s}$ are the Fourier coefficients:

$$
\begin{equation*}
a_{s}=\frac{1}{n} \sum_{j=0}^{n-1} u_{j} \exp (-2 \pi i s j / n) \quad ; \quad s=0, \ldots n-1 \tag{A-4}
\end{equation*}
$$

Using the Inverse Fast Fourier Transform Algorithm developed by Cooley and Tukey [16], the calculation of the Fourier coefficients is performed $n / \ln (n)$ times faster than direct computation. The use of a number of data points $n$ equal to $2^{\ell}$ where $\ell$ is an integer, offers important advantages for computers with binary arithmetics, both in addressing and in multiplication economy. If $n$ is less than the closest $2^{l}$, the remaining $2^{l}-n$ data locations should be filled out with zeroes to satisfy the requirement of a quiet zone after the accelexation record. The subroutine HARM of the IBM Scientific Subroutine Package [32] was used to calculate the Fourier coefficients, with the variable IFSET $=-1$. According to the above procedure, a transient motion represented by $n$ equidistant values is analyzed to
n harmonics. In order to reobtain the n equidistant displacement values, the subroutine HARM can be used, this time with IFSET $=1$.

The Fast Fourier Transform Algorithm was used in soil vibration problems by Schnabel, Seed and Lysmer [58] in a similar fashion to the one presented above.

The Fourier coefficients obtained from equation
(A-4) are complex numbers. However, the displacement values obtained from equation (A-3) have imaginary parts zero. The Fourier analysis of the transient function $u(t)$ is valid only at the data points originally considered. There is no guarantee that between these points values of the function $u(t)$ will be approximated correctly by equation (A-3). This drawback can be avoided by employing a least squares criterion in conjunction with the Fourier Transform [55].

If $2 \mathrm{~N}+\mathrm{l}$ equidistant displacement values are obtained from a digitized seismogram, the function $u(t)$ can be analyzed into $M$ harmonics ( $\mathrm{M} \leq \mathrm{N}$ ) :

$$
\begin{equation*}
u(t) \cong \sum_{m=0}^{M}\left(a_{m} \cos \omega_{m} t+b_{m} \sin \omega_{m} t\right) \tag{A-5}
\end{equation*}
$$

where $\omega_{\mathrm{m}}=2 \pi \mathrm{~m} /(2 \mathrm{~N}+1) \Delta \mathrm{t},(\mathrm{m}=0, \ldots \mathrm{M}), \Delta \mathrm{t}$ is the time step between data points and $a_{m}, b_{m}$ are the Fourier coefficients obtained from the least squares criterion:

$$
\begin{equation*}
\sum_{n=1}^{2 N+1}\left[u\left(t_{n}\right)-\sum_{m=0}^{M}\left(a_{m} \cos \omega_{m} t_{n}+b_{m} \sin \omega_{m} t_{n}\right)\right]^{2}=\min . \tag{A-6}
\end{equation*}
$$

When $\mathrm{N}=\mathrm{M}$ the least squares criterion becomes equivalent to the requirement that the two members of ( $A-5$ ) agree exactly at the $2 \mathrm{~N}+1$ points considered. The coefficients $a_{j}$ and $b_{j}(j=0,1, \ldots M)$ of the Fourier series which approximates the given displacement function, are obtained by using the subroutine FORIT of the IBM Scientific Subroutine Package [32].

Equation (A-5) for the purposes of the present analysis may be written as:

$$
\begin{equation*}
u(t) \cong \operatorname{Re}\left\{\sum_{m=0}^{M} a_{m}^{\prime} \exp \left(i \omega_{m} t\right)\right\} \tag{A-7}
\end{equation*}
$$

where Re stands for "real part of" and:

$$
\begin{equation*}
a_{m}^{\prime}=\sqrt{a_{m}^{2}+b_{m}^{2}} \exp \left(-i \phi_{m}\right) \tag{A-8}
\end{equation*}
$$

with

$$
\begin{equation*}
\phi_{m}=\tan ^{-1}\left(b_{m} / a_{m}\right) \tag{A-9}
\end{equation*}
$$

Equations $(A-3)$ and $(A-7)$ are analogous, the only difference being the number of harmonics used. However, equation ( $A-7$ ) approximates closely the values of the function $u(t)$ between the tabulated data points if a sufficient number of harmonics is employed. In case of earthquake motions, this technique is more expensive in computer time.

## APPENDIX 3

## BESSEL FUNCTIONS WITH COMPLEX ARGUMENTS

Bessel functions of the first kind, of order $q$ equal to zero or one, from definition are:

$$
\begin{equation*}
J_{q}[\rho \exp (i \phi)]=\sum_{K=0}^{\infty} \frac{(-1)^{K}(\rho / 2)^{2 K+q} \exp [(2 K+q) i \phi]}{K!(K+q)!} \tag{A-10}
\end{equation*}
$$

In complex form Bessel functions of the first kind are written as:

$$
\begin{equation*}
J_{q}[\rho \exp (i \phi)]=u_{q}(\rho, \phi)+i u_{q}(\rho, \phi) \tag{A-11}
\end{equation*}
$$

where

$$
\begin{align*}
& u_{q}(\rho, \phi)=\sum_{K=0}^{\infty} \frac{(-1)^{K}(\rho / 2)^{2 K+q}}{K!(K+q)!} \cos (2 K+q) \phi  \tag{A-12}\\
& u_{q}(\rho, \phi)=\sum_{K=0}^{\infty} \frac{(-1)^{K}(\rho / 2)^{2 K+q}}{K!(K+q)!} \sin (2 K+q) \phi
\end{align*}
$$

When 26 terms of the above series are considered, the truncating error induced by omitting the rest of the terms and by working in single precision was found to be of the order of $10^{-4}$.

Equation (A-11) holds for the first quadrant of the complex plane. For the fourth quadrant:

$$
\begin{equation*}
J_{q}[\rho \exp (-i \phi)]=u_{q}(\rho, \phi)-i v_{q}(\rho, \phi) \tag{A-14}
\end{equation*}
$$

Bessel functions of the second kind, of order zero or one may be written as:

$$
\begin{equation*}
Y_{q}[\rho \exp (i \phi)]=U_{q}(\rho, \phi)+i V_{q}(\rho, \phi) \tag{A-15}
\end{equation*}
$$

where

$$
\begin{align*}
& U_{0}(\rho, \phi)=\frac{2}{\pi}\left[u_{0}(\rho, \phi)\left(\gamma+\ln \frac{\rho}{2}\right)-\phi v_{0}(\rho, \phi)+S(\rho, \phi)\right] \quad(A-16) \\
& V_{0}(\rho, \phi)=\frac{2}{\pi}\left[U_{0}(\rho, \phi)\left(\gamma+\ln \frac{\rho}{2}\right)+\phi u_{0}(\rho, \phi)+T(\rho, \phi)\right] \quad(A-17) \\
& \gamma_{E}=\text { Euler's constant }=0.5772156649 \ldots \\
& S(\rho, \phi)=\sum_{K=1}^{\infty} \frac{(-1)^{K+1}(\rho / 2)^{2 K}}{K!K!}\left(1+\frac{1}{2}+\ldots+\frac{1}{K}\right) \cos 2 K \phi \quad(A-18)  \tag{A-18}\\
& T(\rho, \phi)=\sum_{K=1}^{\infty} \frac{(-1)^{K+1}(\rho / 2)^{2 K}}{K!K!}\left(1+\frac{1}{2}+\ldots+\frac{1}{K}\right) \sin 2 K \phi \quad(A-19) \tag{A-19}
\end{align*}
$$

Bessel functions of the second kind, of order one can be found from the "cross-relation" between Bessel functions of both kinds [47]:

$$
\begin{equation*}
J_{0}(z) Y_{1}(z)-J_{1}(z) Y_{0}(z)=-\frac{2}{\pi z} \tag{A-20}
\end{equation*}
$$

where $z$ is complex. This leads to the following relations between real and imaginary parts of the Bessel functions:

$$
\begin{align*}
& u_{0} U_{1}-u_{0} V_{1}=u_{1} U_{0}-v_{1} V_{0}-2 \cos \phi / \pi \rho  \tag{A-21}\\
& u_{0} U_{1}+u_{0} V_{1}=u_{1} V_{0}+u_{1} U_{0}+2 \sin \phi / \pi \rho \tag{A-22}
\end{align*}
$$

From Equations ( $\mathrm{A}-21$ ) and $(\mathrm{A}-22), V_{1}$ and $U_{1}$ are obtained in order to calculate $\mathrm{Y}_{1}[\rho \exp (\mathrm{i} \phi)]$.

Equation (A-15) holds for the first quadrant of the complex plane. For the fourth quadrant:

$$
\begin{equation*}
Y_{q}[\rho \exp (-i \phi)]=U_{q}(\rho, \phi)-i V_{q}(\rho, \phi) \tag{A-23}
\end{equation*}
$$

The use of existing tables $[49,50]$ to evaluate Bessel functions of the first or second kind and of order zero or one, for any complex argument, was found to be excessively time consuming because of the necessity of double interpolations in the values of $\rho$ and $\phi$. Therefore, subroutine BES, included in Appendix 7, was written to calculate any Bessel function of the first or second kind and of order zero or one with complex argument. Single precision proved to give satisfactory results.

## APPENDIX 4

## DERIVATION OF BIOT'S EQUATIONS OF EQUILIBRIUM IN EULERIAN COORDINATES

The Lagrangian viewpoint and the concept of generalized coordinates were used by Biot [9] to derive the equations of equilibrium (116) and (117) which govern the vertical propagation of waves through a saturated elastic porous medium when dissipation is present. Biot used Lagrange's equation after expressing the kinetic energy of the system per unit volume in terms of the generalized coordinates.

An Eulerian analysis is used in the following to derjve Biot's equations of equilibrium with the additional consideration of the gravity forces acting on the system. A non-deformable control volume fixed in space is employed. Fluid and solid particles move through the fixed control volume with velocities $U$ and $V$ respectively. The fluid particle velocity $U$ is actually the seepage velocity. The cor:esponding superficial velocity is $n U$ where $n$ is the porosity. The fixed control volume has a cross-sectional area $A_{0}$ and height $\Delta z$. Assuming that the relative flow of fluid with respect to the solid skeleton is laminar, the equation of motion for the fluid constituent (Figure A-2) may be written as:

$$
\begin{align*}
& A_{0} \Delta z \rho_{L} n \frac{\partial U}{\partial t}-A_{0} \Delta z \rho_{a}\left(\frac{\partial V}{\partial t}-\frac{\partial U}{\partial t}\right)= \\
& \quad-A_{0} \Delta z \frac{\partial(n p)}{\partial z}+A_{0} \Delta z n \rho_{L} g-A_{0} \Delta z \frac{n^{2} \rho_{L} g(U-V)}{k} \tag{A-24}
\end{align*}
$$
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Figure A-2: Flow of fluid and solid constituents of a saturated porous medium through a fixed control volume.
where $\rho_{L}=$ mass density of fluid; $\rho_{a}=$ apparent mass density; $\mathrm{p}=$ porewater pressure; $k=$ coefficient of permeability; and $g=$ acceleration of gravity. Small terms, such as $V \partial V / \partial t$ and $U \partial U / \partial t$, have been omitted from Equation ( $A-24$ ). The second term of the left hand side of Equation (A-24) represents the apparent mass effect. By considering that the solid part of the porous medium is accelerating relative to the liquid part, the force pushing the solid part: has to perform work to increase the kinetic energy not only of the solid but also of the fluid.

The second term of the right hand side of Equation (A-24) represents the force due to gravity. The last term of Equation (A-24) represent a viscous force resisting the flow. If $\partial U / \partial t$ and $\partial V / \partial t$ are set to zero and the gravity force is omitted, Equation (A-24) degenerates to:

$$
\begin{equation*}
n(U-V)=-k \frac{1}{\rho_{L} g} \frac{\partial p}{\partial z} \tag{A-25}
\end{equation*}
$$

which is Darcy's equation. Therefore, Darcy's friction is the dissipative mechanism represented by the last term of Equation (A-24).

Division of Equation ( $A-24$ ) by the volume of the fixed control volume, yields:

$$
\begin{equation*}
\left(n \rho_{L}+\rho_{a}\right) \frac{\partial U}{\partial t}-\rho_{a} \frac{\partial V}{\partial t}=-\frac{\partial(n p)}{\partial z}+n \rho_{L} g+\frac{n^{2} \rho_{I} g}{k}(V-U) \tag{A-26}
\end{equation*}
$$

where $p=-s / n=$ porewater pressure and $s=$ stress on the fluid part per unit area, negative when pressure. The
coefficient of permeability $k$ is connected with the intrinsic permeability $K$ through the relation:

$$
\begin{equation*}
k=k \frac{\rho_{L} g}{\mu_{L}} \tag{A-27}
\end{equation*}
$$

By expressing the velocities of the liquid and solid constituents in terms of the corresponding displacements, i.e, $U=\partial \bar{w} / \partial t$ and $V=\partial w / \partial t$, and by substituting Equations (119), (120), (121) and (A-27) into Equation ( $A-26$ ), the latter becomes:

$$
\begin{equation*}
\frac{\partial^{2}}{\partial t^{2}}\left(\rho_{12} w+\rho_{22} \bar{w}\right)-\left(\rho_{12}+\rho_{22}\right) g-b \frac{\partial}{\partial t}(w-\bar{w})=\frac{\partial s}{\partial z} \tag{A-28}
\end{equation*}
$$

The equation of motion of the fluid as derived above (Eq. A-28) contains the effect of gravity. Therefore, static stresses should be considered as initial conditions. If however a purely dynamic solution is sufficient, the second term of Equation ( $\mathrm{A}-28$ ) should be omitted and initial conditions should be zero throughout the saturated soil deposit. In this case, Equation (A-28) becomes identical with Biot's dynamic equation of equilibrium in the $z$-direction for the fluid constituent (Equation 117).

The equation of motion for the solid constituent moving vertically through the fixed control volume (Figure A-2) may be written as:

$$
\begin{align*}
& A_{0} \Delta z \rho_{S}(1-n) \frac{\partial V}{\partial t}+A_{0} \Delta z \rho_{a}\left(\frac{\partial V}{\partial t}-\frac{\partial U}{\partial t}\right)= \\
& A_{0} \Delta z \frac{\partial \sigma}{\partial z}+A_{0} \Delta z(1-n) \rho_{S} g+A_{0} \Delta z \frac{n^{2} \rho_{L} g(U-V)}{k} \tag{A-29}
\end{align*}
$$

where $\rho_{S}=$ mass density of solid; and $\sigma=$ stress on the solid part of a unit area, positive when tension. The forces due to the apparent mass and due to Darcy's friction expressed by the second and fifth terms of Equation (A-29) are the same in magnitude with the corresponding forces in Equation ( $\mathrm{A}-24$ ) but with opposite signs owing to the law of action and reaction. The last term of Equation (A-29) may be visualized as a kind of drag force excerted on the soil skeleton due to the fluid flowing through the pores. Division of Equation ( $\mathrm{A}-29$ ) by the volume of the fixed control volume, yields:
$\left[(1-n) \rho_{S}+\rho_{a}\right] \frac{\partial V}{\partial t}-\rho_{a} \frac{\partial U}{\partial t}=\frac{\partial \sigma}{\partial z}+(1-n) \rho_{S} g-\frac{n^{2} \rho_{L^{g}}}{k}(V-U)$

By expressing the velocities of the fluid and solid constituents in terms of the corresponding displacements and by substituting Equations (118), (120), (121) and (A-27) into Equation ( $\mathrm{A}-30$ ), the latter may be written as:

$$
\begin{equation*}
\frac{\partial^{2}}{\partial t^{2}}\left(\rho_{11} w+\rho_{12} \bar{w}\right)-\left(\rho_{11}+\rho_{12}\right) g+b \frac{\partial}{\partial t}(w-\bar{w})=\frac{\partial \sigma}{\partial z} \tag{A-31}
\end{equation*}
$$

Equation (A-31) becomes identical with Biot's dynamic equation of equilibrium in the $z$-direction for the solid constituent (Equation ll6) by omitting the second term which expresses the effect of gravity.

Note: In the preceding development the porous material was assumed to be statistically isotropic. Therefore, all cross-sections have the same ratio $n$ of fluid area to total area since the volume of fluid in a thin slab is always a fraction $n$ of the total volume ( $n=$ porosity).

## APPENDIX 5

```
C
C MFTHO\cap OF CHARACTERISTICS+VAI.VF STROKINIG CINCFPT
C.
C
C
C
C
C
C
C
C
    NN=O
    SHFAR MODULUS CONSTANT FOR FACH REACH
    DO 30\cap J=1,NL
    GG=OO(J)/144.
    VVS=SORT((GO(J)+MIUN(J)/DT)/ROD(J))
    nX=VVS*@T
    K=1+NN
    N=L(J)/DX+1
    nIF=L(J)-DX*N
    IF(ARS(DIF).GT.(0.95*OX) )N=N-1
    NN=NN+N
    DL=L(J)-N*DX
    กO 102 I=K,NN
    G ( I ) = G G
    MIU(I)=MIUD(J)
    R\cap(I)=R\capO(J)
    VS(I)=VVS
    JJ=I +1
102 x(JJ)=X(I)+DX
    IF((J+I).GT.NL)GO TO 300
    L(J+1)=L(J+1)+DL
300 CONTINUE
    N1=\J
    N=N1-1
    WRITF(6.13)(X(I),I=1,N1)
13 FORMAT(8X, 'X='.(15FR.2))
    WRITF(6.14)(VS(I),I=1,N)
    14 FORMAT(7X,VVS=1,4X,(14F8.2))
    WRITE(G.1.6)(G(I).I=1,N)
    16 FORMAT(3X,1G(PSI)=1,4X,(14FR.0))
    IF(IENO.EO.1)STOP
    OП 12 I=1,NI
    TAU(I, 1)=0.0
12 V(I. 1)=0.0
    JLIM=TMAX/DT
    JM=JLIM I N
    \cap\cap 212 J=1,N
    TAU(1,J)=0.0
21? V(1.J)=0.0
    Oח 213 J=N1,JM
```

```
    213 TAU(1,J)=0.0
    IF(INO.EO.1)REAO(7,20)(V(1,J),J=N1,JM)
    20 FORMATI7(F10.5))
        IF(IND.EO.1)GO TO 50
        ON 214 J=N1,JM
        TT=(J-Nl)*DT
    214V(I,J)=A*SIN(OM)*TT)
    50 K=JM-1
        Oก 100 I=2,NI
        กn 120 J=2,K
        Cl=R\cap(I-1)*VS(I-1)
        C2=MIU(I-1)/(X(I)-X(I-1))
        C.P=TAl!(I-1,J-1)-(C1-C) )
        C.M=TAlO(I-1, I+1)+C.1*V(I-1,I+1)-C2*V(I-1,J)
        V(I.J)=(CP-CM)/(C2-2.*C1)
        IF(I.FO.N1)|(J)=11(J-1)+0.5*(V(I,J)+V(I,J-1))*OT
    120 TAll(I,J)=CP+C1*V(I,J)
    K=K-1
    lon CONTINHE
    ON 70 J=1,JLIM
    70 T(J)=(J-1)*DT
        IF(IWR.FO.2)GO TO 55
        D\cap 72 J=1,JLIM
        WRITF(G, 2)T(J),(V(I,J),I=1,N1),N(J)
    2. FORMAT(' T=',F5.2.'V=',(12F9.3),'11=',FR.3)
        WRITE(6,3)(TAU(I,J),I=1,N1)
    3 FMRMAT(6X,'TAll=',(13F9.2))
    72 CONTINUF
    55 nח 60 J=1, JLIM
    VPL(J)=V(N1,J)
    t0 TPLIJ)=T\DeltaU(N1,J)
        CALL PLOT(T,VPL,JLIM,XMIN,YMIN, DX,DY)
        CALL PLOT(T,TPL,JLIM,XMIN,YMIN,DX,DY)
        CALL PLOT(T,U,JLIM,XMIN,YMIN,OX,DY)
        GO TO 10
    99 ST\capP
        FN!
```



```
    SURRIUTINE PLOT(X,Y,K,XMIN,YMIN,DX,DY)
    OIMENSION X(ROO),Y(8OO)
    CALL PCCALE(8., 1,,XMIN,NX,X(1),K,1)
    CALL PSCALE(6.,1.,YMIN, חY,Y(1),K,1)
    CALL PLTOFS(XMIN.OX,YMIN,OY,2.,2.)
    CALL PAXIS(2.,2.,14HX ( TIME,SEC 1,-14,8.,O.,XMIN,DX,1.)
    CAlL PAXIS(2.,2..14HY ( ),14,6..90.,YMIN,DY,1.)
    CALL PLINE(X(1),Y(1),K,1,0,0,1)
    CALL PLTEND
    RETURN
    FND
```


## 

$C$ MFTHOD OF CHARACTFRISTICS+IMPLICIT MFTHON. VALVF STRNKING CONCFPT.
RAMBERG-ISGOOD STRFSS-STRAIN NONLINFAR REHAVIOUR.
C. VISCOFLASTIC OISSIPATIMN NOT INCLIINFOD.

C VFLOCITY KNOWN AT SIIRFACF-FIND RFDROCK MOTION.

COMMON R (12), TY(12).GO(12).IVC(12), G(12),L
DIMENSION V $(12,300), V V(12,300), T A(12,300), T T(12,300), X(12)$.
1RO(12), (1 (12, 300). YYY(300). XXX(300), T(300), VPI. (300), OT(12),
2GKIP(300).TKIP(300)
NIAMELIST/DIN/DT,F,R,RH,GO,TMAX,III,N,K,ISTOP, IST,NIT,ICIR,MM
I/DV/VPL
DATA TA/3600* 0.01
10 READ (5.DIN, END=99)
RFAD (5.0V)
WRITF(6.OIN)
$U(1,1)=0.0$
$V(1,1)=0.0$
กП $20 I=2, K$
$V(1, I)=V P L(I)$
$11(1,1)=11(1, I-1)+0.5 *(V(1, I)+V(1, I-1) * 0 T$
$20 \mathrm{~T}(\mathrm{I})=\mathrm{T}(\mathrm{I}-1)+\mathrm{DT}$
$\mathrm{P}=2$. *F
$C C=2 . * D T$
$C A=P * D T * C C$
$C B=C A$ 亦 $P / 2$.
$B=1,-F$
$K 1=K$
$N 1=N+1$
$V(N 1+1)=0.0$
$K K=K-N 1$
$K L=K-I I I-1$
$N K=K L-I S T$
$T(1)=0.0$
$X(1)=0.0$
คก $16 \quad \mathrm{I}=2, \mathrm{Nl}$
$16 \times(I)=X(I-1)+\cap T 2 \operatorname{SORT} G O(I-1) / R \cap(I-1))$
WRITF(6.32)(X(I),I=1.N1)
ПП $100 \mathrm{I}=2 . \mathrm{N} 1$
IF(I. FO. ISTOP)GO TO 99
$K=K-1$
$\mathrm{L}=\mathrm{I}-1$
$D X=X(I)-X(L)$
$C=R \cap(L) * S O R T(G O(L) / R O(L))$
TY(L) $=0.4616 \div R \cap(L) * 32.2 *(X(I)+X(L)) / 2$.
$\cap T(L)=0.0$
$G(L)=G O(L)$
$\operatorname{IVC}(L)=1$
$\mathrm{IST}=\mathrm{NI}+2-\mathrm{I}$
$V(L . J S T-1)=0.0$
$V(L, J S T)=0.0$
$C P=T A(L, J S T-1)-C * V(L, J S T-1)$
$C M=T A(L, J S T+1)+C \div V(L, J S T+1)$
$T A(1, I S T)=(C M+C P) / 2$.
$V(I, J S T)=(T A(I, J S T)-C P) / C$
$T T T=0.5 \cdots(T A(I . J S T)+T A(L . J S T))$
CALL GG(TTT,OT(L)I
חT(L) $=T T T$
$J S T A R T=J S T+1$
U(I, JST)=0.0

```
    YYY(JST)=0.0
    XXX(JST)=0.0
    JIND=ICUR
    IF(I.GF.4)JINN=ICOR-40
    M=JST
    WRITF(G.3R)M.T(M),V(I,M),TA(I,M),W(I,M),TTT,GO(L),XXX(M),YYY(M)
    0n 200 NJ=JSTART,K
    J=N,J
    JJS=1
    GOO=F(1.)
    INDFX=1
    L.J=J-1
51 CI=SORT(G(L)/RO(L))
    C=CI*RO(L)
    CP=TA(L,LJ)-C*V(I.,LJ)
    C,M=TA(1., \+])+C*VV(L., )+1)
    TT(L,J)=(CM+CP)/2.
    VV(L,J)=(TT(L,J)-C.P)/C
    IF(JJS.FO.2)GO TO 59
    0\times1=0T*C.I
    S=0x-1)x1
    IF(S.I.T.0.1)Gח Tn 59
    \Deltal=(V(I,L.J)-V(I.,L.J))/nx
    A?=(T\Delta(I,LJ)-TA(L,LJ))/DX
    A11=Al%S
    A22=A2*S
    SK=S*S
    IF(S.1T.nX/3.)GO TO 121
    N=S+I+NIT
    C,ALL IMP(AI,AR,N,D,F,S,SK,CA,CR,CC,V,TA,VV,TT,I,L,J,LJ,G,RO)
    Gח Tח 122
121 VV(L,LJ)=V(I,LJ)-A11
    TT(L,L.J)=TA(I,(.J)-AD2
122 C.1=VV(L..J)-VV(t.LJ)-V(I,LJ)
    C2=0*(TA(I,I.J)-TT(L,L,J))-F次TT(L,J)
    C.1]=ח%:(V(I,L.J)-VV(L,L.S))-F*VV(L,J)
    C2?=TT(L.,J)-TT(L.LJ)-TA(I,LJ)
    A=C.C*S* (F*C.22-C.?)
    V(I,N)=(A-C\Delta*F(L)*C11+R\cap(L)*C,1*SK)/(G(L)*CR-RO(L)*SK)
    TA(I,J)=CC*G(L)*(F*V(I,J)+C11)/S-C22
    f,ח Tח 69
59 T\Delta(I, J)=TT(I,,J)
    V(I,J)=VV(I..J)
69 TTT=0.5;(TA(I,.))+TA(L., ))
    H(I,.J)=11(I,.1-1)+0.5*(V(I,J)+V(I, J-1))*nT
    YYY(, ) =(TA(I,N)+TA(L,J))/TY(L.)*0.5
    XXX(J)=(1(I,.J)-1H(L, |) /nX*GO(L)/TY(L)
    IF(INNFX.FO.7)GNTO 55
    CAI.L GO(TTT.OT(I.))
    IF(.I.IT..IINN+3)GOT TO 50
    IF(WM.FO.2.OR.I.I.F.T)GO TO 50
    IF(GI(L.).l.T.GON)GO TO 50
    J,S =2
    JINO=\
    G(L)=GO(L)
    ron Tn 5l
50 חT(I.)=TTT
    GKIP(.J)=GOO
    TKIP(.J)=TTT
    IF(I.IF.3.ПR.N.I.IT.MM.OR.TA(I,J)#TA(I,J-Z).LT.O.O)GO TO 56
```

```
        TR=ARS(TAII,I.J))
        IF(TR.LT.ARS(TA(I,N)).ANO.TR.LT.ABS(TA(I,J-2)))INDEX=?
        IF(INDEX.NF.?)GO TO 56
        TA(I, 1., )=(TA(1,J)+TA(1,J-2))/2.
        V(I,L.J)=(V(I,J)+V(I,J-2))/2.
        I=1.d
        GO TO 69
        55 TKIP(J)=TTT
        5A CONTINUE
    2OO CONTINHF
        On 2Ol J=,ISTART,K
    201 WRITF(6,3R),|,T(J),V(I,J),TA(I,J),ll(I,J),TKIP(J),GKIP(J),
        1XXX(,),YYY(,)
        3% FORMAT(I5,F5.2,F10.3.F10.1,F10.4,2F10.1, ?F10.6)
            IF(L.NE.III)GO TO 8?
            On 3) II=1.NK
        XXX(IT)=XXX(II+IST)
    31 YYY(II)=YYY(II+IST)
        CALL PIOT(XXX,YYY,NK,XMIN,YMIN,DX,DY)
        82 CONTINUF
    lOO CONTINUE
        C.ALL PLOT(T,VPI,KI,XMIN,YMIN,DX,OY)
        ก\cap 21 I=1,KK
    21 VPI(J)=V(NI,I)
        CALL PI_OT(T,VPI,KK,XMIN,YMIN,DX,OY)
    3) FחRMAT((16FR.4))
        gn TO 10
    99 STHP
        FNO
```



```
    SHRROUTINE GG(TT,OTT)
    COMMON R(12).TY(12),GO(12),IVC(12),G(12),I
    DIMFNSION IC(17),IIP(12),YM(15,121
    GV(\capY, \capR)=1./(1.+(\capR)*\DeltaRS(\capY)**(DR-1.))
    GR\cap(DY,DYO,DR)=1./(1.+(DR)*ARS((DY-DYO)/2.)旃(DR-1.))
    T=TT/TY(I)
    nT=חTT/TY(I)
    IF(IVG.II).FO.O) GO TO 10
    IF(ABS(T).I.T. ABS(OT)) GO TO 5
    9 G(I)=GO(I)*GV(T,R(I))
        IC(I)=0
        RETIIRN
    5 IVC(I)=0
    UP(T)=1.
    IF(T.LT.OT) UP(I)=-1.
    IC(I)=?
    YM(1,I)=-חT
    YM(2.OI)=OT
    G(T)=FO(I)*GRO(T,OT,R(I))
    RFTIIRN
    10. IF(ARS(T).GF.ARS(YM(1,I)))GOT TO 15
    JF((T-nT)*|P(I).GT..0) GO TO 20
    IIP(I)=1.
    JF(T.I.T.OT) UP(I)=-1.
    IC.(I)=JC.(I)+I.
    JF (HP(I)*(T-YM(IC(I)-1,I)).GT...O) GO Tn 22
    YM(IC,(J),I)=OT
11 G(I)=FO(I)*GRO(T,YM(IC(I),I),R(I))
    RFTIIRN
15 lVC.(I)=1
```

```
    GO Tח Q
    20 IF(|P(I)*(T-YM(IC(I)-1,I)).LT..O) fotm 11
    2. IC(I)=IC(I)-?
    jF(IC(I).FO.1) IC(I)=2
    IF(IC(I).EO.2) GO TO 11
    6n TO ?O
    FNM
```



```
    SURRMIITINE IMP(Al,AZ,N, D,F,S,SK,CA,CR,C.C,V,TA,VV,TT,I,L,J,LJ,G,RO)
    OIMFNSION V(12,300).TA(12.300),VV{12,300),TT(1?,300),G(12),RO(12)
    S=S/N
    SK=S*S
    NN=N-1
    O\cap 2n iA =1.NN
    VF=V(I,I.J)-Al*N汸S
    TF=TA(I-L, )-A?*N*SS
    VV(L,I.J)=V(I,L.J)-A1*S*(N-1)
    TT(L,L.J)=TA(I,L.J)-A?*S*(N-1)
    Cl=VV(1,.J)-VF-VV(L,l.J)
    C.7=ח*(TT(L,L,N)-TF)-F%TT(L,J)
    Cll=ח*(VV(I,I.J)-VF)-F*VV(I,J)
    C2?=TT(I,.J)-TF-TT(L.,LJ)
    \Delta=CC*S*(F*C.?2-C?)
    W(L., ) = (A-CA*G(L)*C.11+R\cap(L)*CL*SK)/(G,(L)*CR-R\cap(L)*SK)
    TT(L., ) =CC*G(I.)*(F*VV(L,J)+C,11)/S-C,22
    20 N=N-1
        RETIIRN
        FN!
```



```
    SIIRROUITINF PLOT(X,Y,K,XMIN,YMIN,OX,OY)
    OIMENSION X(8OO).Y(8OO)
    CALL PSCALF(10..1..XMIN,OX,X(1),K,1)
    CALL. PSCALF(8.,1.,YMIN,OY,Y(1),K,1)
    CALL. PITOFS(XMIN,OX,YMIN,OY,2..2.)
    CALL PAXIS(2., 2., 14HX ( TIME,SFC ),-14,10.,0., XMIN,DX,1.1
    COLL PAXIS(2..2..14HY ( ),14,8.,90.,YMIN,OY,1.)
    CALL. PIINE(X(1),Y(1),K,1,0,0,1)
    CALL PLTFND
    QETIIRN
    ENO
```


## APPENDIX

7

```
        7.1=0CMPLX(0.0NO, तM(J)*T(1))
    205 7AA=7A\Delta+7A1,)*CDFXP(7.1)
    200 7,1(I)=7NA
        WRITF(6,15)
    15 FORMATI' DISPIACFMFNTS AT CRFST:)
    13 FORMAT(7(FG.5))
        ON 65 J=1,N1
    65 A(J)=ORFAL(ZU(J))
        WRTTE(4,13)(A(J),J=1,N1)
        V(1)=0.0
        DO 68 I=2,Nl
    68V(I)=(A(I)-A(I-I))/OT
        MRITE(6,26)
    26 FORMAT(: VELOCITIES AT CREST')
    WRITF(4.13)(V(J),J=1,N1)
    99 CALL FXIT
        FNO
```



```
    SUBROUTINE RFSIRO,PHI,ZR,JO,ZRJI,ZRYO,ZRYI,M,NI,NNMI
    IMPLICIT COMPIFX:16(Z),RFAL*B(A-H,O-Y)
C MNLY FOR BESSEL FIINCTIONS WITH COMPIFX ARGIMMENTS OF THF FIRST
C AND SECOND KIND OF GRDFR O AND l - VALIIES FOR THF 4TH OUIDRANT.
    G=0.57721566
    P=2./3.14159
    R=Rก/2.
    |Jn=0.0
    vJn=0.0
    |.J1=0.0
    VJl=0.0
    FJ=1.
    NN=26
    IF(M.GT.NI)NN=NNM
    NM=NN-1
    NO 50 I=1,NN
        K=I-1
        F\J=K*FJ
        IF(K.FO.O)FJ=1.
        CON=(-1)**K*R**(2*K)/FJ
        CON=CON/FJ
        C=CON*R/I
        ANG=2*K*PHI
        ANGI=ANG+PHI
        1.50=1.1O+CON*DC\capS(ANG)
        VJO=VJO+CON*OSIN(ANG)
        11.11=(1Jl+C; DCOS(ANG1)
        V.ll=V,Il+C*DSIN(ANG1)
    50 CINNTINUIF
        7A,10=nCMPLX(11,JO,-VJO)
        7RJ1=nCMPLX(11J1,-VJ1)
        FY=1.
        FF=0.0
        Sn=0.0
        Tn=0.0
        O\cap 150 K=1,NM
        AK=K
        FF=FF+1./AK
        FY=K&FY
        CON=(-1)**(K+1)*R2**( )*K)*FE/FY
        CON=CON/FY
        AN=2.*K*PHI
```

```
    Sn=SO+CON* nC,OS(AN)
    TO=Tח+CON*OSIN(AN)
    150 CONTINIJF
    CC= = F+OL \capG(R)
    |YO=P*(1S.1O*CC-PHI*VJO+SO)
    VYO=P:(V,10*CC+PHI*(1, 0)+TO)
    C1=[1,J]*1YO-V,J1*VYO-P*RCOS(PHI)/RO
    C2=UJI2VYO+VJI*|YO+P*חSIN(PHI)/RO
    VYI=(C2*:1J0-C.}*VJO)/(11J0*(1JO+VJ0*VJO)
    |Y1={C.7-11J0*VY1)/VJ0
    ZRYO=חCMPLX(IIYO,-VYO)
    ZRY1=OCMPLX(1IY1,-VYI)
    RETIRN
    FNO
```



```
    SIIRRNUTINE FORITIFNT,N,M,A,R,IFR)
    IMPLICIT REAL*R(A-H,O-Y)
    DIMENSION A(1),R(1),FNT(1)
    I FR=0
20 IF(M) 30,40,40
30 I ER=2
    RETURN
    40 IF(M-N)60,60,50
    50 IER=1
    RETURN
    60 }\triangleN=
    COFF=2.0NO/(2.0NO*AN+1.ODO)
    CONST=3.14159 3*COEF
    S1=OSIN(CONST)
    CI=OCOS(CONST)
    C=1.0nO
    S=0.0D0
    J=1
    FNTZ=FNT(1)
    70 112=0.000
    111=0.000
    I=2*N+1
    75 Un=FNT(1)+2.0n0*C*111-U2
    U2=|1
    11]=110
    I=I -1
    IF(I-1) 80,80,75
    80 A(J)=C\capFF*(FNTZ+C*U1-U2)
    R(J)=COEF*S*1:1
    IF(J-(M+1)) 90,100,100
    90 P=C 1*C-S 1*S
    S=C 1*S+S 1*C
    C=P
    J=J+1
    GO TO 70
100 A(1)=A(1)*0.500
    RETIIRN
    END
```


## APPENDIX 8

```
C
C
C
C
C
JF IMMT=2 STFANY ASCILL.MNTINN.
C. IF ITMP=1 CREST AT OISTANCF DY
C IF ITMP=? THE CRFST IS AT Y=0.
C SOIL VISCOFLASTIC
```



```
    DIMENSION V(20),VP(20),TAl)(20),TAl1P(20),VV(600), ACS(600), ACM(600),
    IT(600), AA(20), RR(20),ACT(600),VPM(600),VPS(600),VPT(600),SH(600)
    NAMFLIST/OIN/G,IMM,RO,DT,TMAX,A,OM,H,NJ,IMOT,IM,ITOP,GR
10 RFAD(5,DIN,END=99)
    WRITF(G,DIN)
    IF(IMMT.FO.1)RFAD(7,11)(VV(J),J=1,NJ)
11 FORMAT(7(F10.5))
    VS=SORT((G+HM/DT)/RO)
    OY=VS*nT
    NR=H/OY
    Nl=NR+1
    I 1=1
    \DeltaCS(1)=0.0
    ACM(1)=0.0
    ACT(1)=0.0
    VPM(1)=0.0
    VPS(1)=0.0
    VPT(1)=0.0
    SH(1)=0.0
    0. =|M/DY
    CON=0/2.
    D=Rח*VS
    CA=C\capN-D
    IF(ITOP,FO.2)GO TO }3
    <=?
    ACA=0.5*AL\capG(?.)+1.
    C\capF=0.5*AL\capG(H/(H-DY))
    GO TO 36
35k=1
    AC A=?.
    COE=1./(2.*N1-3.)
36T(II)=0.0
    KK=K+1
    1)\cap 42 I =KK,NR
    SA=I-1
    SR=I-?
    TF(ITOP.FO.2)GO TO 25
    AA(1)=0.5*AL\capG(SA/SB)
    RR(I)=0.5*ALOG(I/SA)
    (a) TO 26
75MA(I)=1./(7.*I-3.)
    RB(1)=1./(2.*I-1.)
26 DIMM=1.
4? CONTINIIF
    [M 1? I=1,N1
    V(I)=0.0
12 TA111)=0.0
    TAlP(?)=0.0
    WRITE(6.14)NY,NR,VS
14 FURMAT(5X,'DY=1.F7.3,' NR=1,I?,' VS=1,F10.21
20 WRITF(G,15)T(II),(V(I),I=K,NI)
```

```
    15 FORMAT(5X,F7.3.(13F8.3))
    WRITF(6,16)(TAll!I),I=K,N1)
    16 FORMAT(12X,(13FR.21)
    II= II +1
    T(II)=DT*(II - 1)
    IF(T(II).GF.TMAXIGO TO 18
    INTFRIOR POINTS
    ก\cap 22 I =KK,NR
    CP=TA!!(I-1)*(1.-AA(1))-CON:V(I+1)+CA*V(I-1)
    C.M=TAII(I+1)*(l.+RR(I))+C.ON*V(I -1)-CA*V(I +1)
    TAUP(I)=(CM+CP)/(2.+A\Delta(I)-RR(I))
    VP(I)=(TAUP(I)*(1.+AA(I))-CP)/O
    IF(ITMP.FO.2)ACT(II)=ACT(II-1)+(VP(2)+V(2))*\capT/2.
    22 IF(I.FO.IM)ACM(II)={VP(IM)+V(IM) ) =חT/2.+ACM(II-1)
    TOP R.C.
    VP(K)=V(KK)+(TAllKK)*ACA-0)*(V(KK)-V(K)))/D
    ACS(II)=(VP(K)+V(K))*nT/2.+ACS(II-1)
    ROTTOM R.C.
    IF(IMMT.EO.2)VP(N1)=A*SIN(OM**T(II))
    IF(IMOT.FO.I)VP(NI)=VV(II)
    \DeltaP=D% (VP(N1)-V(NR))
    TAUPP(N1)=(TAU(NR)*(1.-COE)+AP-0*(V(N1)-V(NR)))/(1.+CDE)
    VPM(II)=VP(IM)
    VPS(II)=VP(K)
    IF(1T\capP.EO.2)VPT(II)=VP(2)
    SH(II)=TAUP(N1)
    nO 23 I=K,NI
    V(I)=VP(I)
    23 TAU(I)=TAUP(I)
    GO TO 20
    18 II=II-1
    WRITE(R,11)(ACM(J),J=1,II)
    WRITE(R,11)(\DeltaCS(J),J=1,II)
    IF(ITMP.FO.2)WRITE(R,11)(ACT(J),J=1,II)
    CALL PLOT(T,ACM,II,0.0,-3.,3.,0.5,4.,12.)
    CALL PLOT(T,ACS,II,0.0,-3.,3.,0.5,4.,12.)
    CALL PLOT(T,VPM,II,0.0,-3.,3.,0.5,4.,12.)
    CALL PLOT(T,VPS,II,O.0,-3.,3.,0.5,4.,12.)
    CALL PLOTIT,SH.II,0.0,-3000.,3.,1000.,4.,6.)
    IF(ITMP.FO.1)GO TO 10
    GALL. PLOT(T,ACT,II,0.0,-3.,3.,0.5,4.,17.1
    CALL PLOTIT,VPT,II,0.0,-3.,3..0.5,4.,12.)
    gO TO 10
    99 STMP
    FNO
```



```
    SURROUTINF PLOT(X,Y,K,XMIN,YMIN,DX,DY,XL,YL)
    DIMENSION X(800),Y(800)
    CALL PLTOFSIXMIN,DX,YMIN,OY,2.,2.1
    CALL PAXIS(2.,2.,14HX ( TIMF,SEC ),-14,XL,0.,XMIN,DX,1.)
    CALL PAXIS(2.,2.,14HY ( ),14,YL,90.,YMIN,DY,1.)
    CALL PLINE(X(1),Y(1),K,1,0,0,1)
    CALL PLTEND
    RETIIRN
    END
```


## APPENDIX 9

C


```
    PRFSSIIRF UNVF PROPAGATION THROIIGH SATIIRATEO FLASTIC SOIL.
    HI\capT'S THEORY. ONF OIMFNSIONAL. DISSIPATION PRFSFNT.
    INIFORM PROPFRTIFS. N SURLAYFRS OF THICKNFSS DX.
    STFADY \capSCIIIAT\capRY FXCITATI\capN OF THF BFOROCK.
```



```
    IMPIICIT COMPLFX(7),RFAL(M)
    NAMFITST/DIN/C.1,C.2,C.3,FI,F2,F3,VC,R\cap,MI,H,OM,F,PER,P\capR,P,O,R,DT,
    InX,TMAX,N
```

10 CFAD (5.DIN,FND=99)
4RITF( $A$, DIN)
$A=C 1 \div F 2+C 2 * F 1-2 . * C 3 * F 3$
$\Delta \Delta=\Delta * A$
$R_{1}=(C .1 \div C .2-C .3 \div C .3) * 2$.
$A R=S O R T(A A-2 . * R *(F 1 * F 2-F 3 * F 3))$
$A\rangle=(A+R R) / R$
$R 7=(A-R A) / B$
$V N \mathrm{I}=\mathrm{V} C / S \cap R T(\triangle Z)$
$V N 2=V C . / S O R T(R Z)$
WRITF(6,17)A7, R7, VN1,VN2

$R=M \begin{cases}* \\ P & \cap R * P \cap R /(P F R * \cap M * R O)\end{cases}$
$P R=R /(R / 2$.
$Z=R, M P(X(0 . \cap, R R)$
$7 P=C M P L X(0.0, R)$
WRITF(6,13)7.
1.3 FORMAT(: 7COMP $=1,2 F 10.3)$
$7 C=(A 7+R 7-7) / 2$.
$7 C C=47 * R 7-7$.
ZTF = 7. $\because$ 7.C. $7 . C . C$
Z $I=7 C+C S O R T(Z T F)$
$Z!I=Z C-C S O R T(Z T F)$
$7 \mathrm{VI}=\mathrm{VC} / \mathrm{CSORT}(7 \mathrm{I})$
ZVII = VC/CSORT(7.II)
WRITF(B,14)7I, ZII•7VI.ZVII
14 FORMAT(4F1ก.4, 1 NAMPFD PROP.VEL. $=1.4 F 10.2)$
7PI $=(F 1-C 1 * 7.1-7 P) /(71 * C 3-F 3-7 P)$
7.PII = (F1-C1*7.II-7P)/(ZII*C3-F3-7P)
7.EI = C.MPI. X ( $0 . \cap, \cap M * H) / 7 V I$
7.IF = C ON, IG (7FI)
7FII =CMPIX(O.O, OM\%H)/ZVII
$711 \mathrm{~F}=$ C. $\mathrm{CN}, \mathrm{JC}(7 . \mathrm{FII})$
ZFI $=$ CFXP(ZFI) + CFXP\{ZIF
ZFII = C.FXP(7.FII)+C.EXP(ZIIF)
? C $\cap=7 \mathrm{FII}$ (1.-7PI) /(7FI*(7PII-1.))


$7 \mathrm{CI}=7 \mathrm{PI}=7 \mathrm{AI}$

$7 \mathrm{C}=\mathrm{CMPLX}(\cap . \cap, \cap \mathrm{M})$
$7 \mathrm{CONI}=7 \mathrm{C} / 7 \mathrm{VI}$
$7 \mathrm{CDNII}=7 \mathrm{C}, 7 \mathrm{VII}$
$7 C \cap I=P * 7 . A I+0 \div 7 C . I$
ZC.ITI=P*ZAII+O* Z.C.II
$7 \cap I=\cap: 7 \cap I+R * 2 C I$
$7 \cap I I=0 * 7 A I I+R * 7 C I I$
, RIT I $(6,18) 7 \mathrm{AI}, 7 \mathrm{AII}, 2 \mathrm{CI}, \mathrm{ZCII}$
IR FORMAT(I C.OMP. DISPL.AMPL.SOL. $1.4 F 10.6 / 18 X .1 L I O .1,4 F 10.6)$
$\mathrm{N} 1=\mathrm{N}+1$
$x=0.0$

```
    DO 20 I = 1,N1
    WRITF(6,19)X
19 FORMAT(' DISTANCF FRIM SIIRFACF IS ',F7.2, ' FEFT')
    ZFI=CMPIX(O.O.OM%X)/ZVI
    7IF=CON|G(7.EI)
    7FII=CMPIX(O.0,0M*X)/ZVII
    7.IIF=r.ON,JG(7.EJI)
    71=CFXP(ZEI)
    Z2=CFXP(7IF)
    Z3=CFXP(7.FII)
    74:C.FXP(7.11F)
    7.PSI=Z1-7.2
    7PSII=2.3-24
    Z.THI= Z1+7.2
    ZTHII=23+24
    T=0.0
15 IF(T.GT.TMAX)GO TO 8
    ZE=CMPLX(0.0,OM*T)
    ZFF=CFXP(ZE)
    ZHS=ZFF*(ZAI*ZTHI+7AII*ZTHII)
    ZUF=ZFF*(ZCI*2.THI+ZCII*ZTHII)
    ZVS=7.11S%2C
    ZVF=Z1标ZC
    Z5=ZCONI*ZFE*ZPSI
    76=7.CONII*ZFF*ZPSII
    ZSIG=7.5*7COI+7.8*7.OII
    ZS=75*7nI+7.6*2OII
    7.P=-ZS/POR
    WRITF(6, 22)T,Z.US,7HF,ZSIG,ZP,ZVS,ZVF
22 F\capRMAT(F6.3,4F10.5,4F10.2,4F10.4)
    T=T+DT
    GO T\cap 15
    8. }x=x+D
20 CONTINUE
    GO TO 10
99 STHP
    END
```


## APPENDIX 10



```
C TRANSIFNT SOLUTION OF RIOT'S FOIIATIONS RY MFTHOD OF CHARACTER.
C SPFCIFIFN TIMF INTERVALS. IINFAR INTFRPNLATINN.
C *:% GNE DIMFNSIONAL PROPAGATION OF PRFSSIIRE
C
r
C
C
C SI=PRFSSIIRF חN SNIL SCFIFTON,SIG=PRFS.ON FLUIN PART
```



```
    RFAL M!!
    DIMENSION SIP(25),SP(25),VP(25),WP(25),S(25),VFL(2000),R1(2000)
    l.R7(2000),R3(2000),R4(2000).TT(2000)
    COMMON SI(25),V(25),W(25),SIT(25),VT(25),WT(25),TV,N,OX,OXL.
    NAMFLIST/DIN/MII,POR,PER,OT,TMAX,R\capI,RO2,G,CL,R,O,H,A,OM
    I.INO,NV,JPRINT,II
    IO RFAN(5,DIN,FND=99)
    WRITF(6,DIN)
    IF(INO.EO.?.)RFAO(4,16)(VFL(I),I=1,NV)
IA FORMAT(7(F1O.5))
    Vl=SORT(R/ROD)
    V2=SORT(12.*G+CL)/ROl)
    nx=DT*VI
    Jl=0
    OXL=OT*V2
    \DeltaN=H/nX
    K=H/DX
    IF(AN.GT.(K+0.5))GO TO 11
    N=K
    Gก TO 12
    1.1 }\textrm{N}=\textrm{K}+
    12Nl=N+1
    R=M1)*P\capR*POR/PFR
    R1=R2*VI*DT/?.
    B? = R*V2*OT/2.
    Al=V1*RO2+R1
    A2=V2*RO1+R2
    TV=V?/V1
    Fl=VI*R\cap2
    F2=V2*RO1
    nl=0*nT/(nX*2.)
    n? =0* DT (0 (DI*2.)
    C\capN=R1*R2-A1*A2
    T=0.0
    INITIAL CONDITIONSIS.SI ZFRO ONLY IF VIBRATION STEADY OSCIL.)
    O\cap 13 I=1,N1
    S(I)=0.0
    S(I)=0.0
    v(I)=0.0
13 W(I)=0.0
    AT SIIRGACF
    SP(1)=0.0
    SIP(1)=0.0
    WRITF(6,14)nX,V1,V2
14 FINRMAT(3F10.7)
20 IF(IPRINT.EO. 2)GO TO 29
    WRITE(G,?,1)T
21 FORMAT(1OX,'TIMF=',F10.5)
    WRITF(G,??)(SI(I),S(I),W(I),V(I),I=1,N1)
22 F\capRMAT(5X,2F15.2,2F15.4)
```

```
    29 T=T+DT
    - IF(T.CT.TMAXIGO TO 40
    Jl=\1+1
    INTFRIOR POINTS
    O\cap 25 I=2,N
    FN=O1*(W(I+1)-W(I-1))
    C.3=S(I-1)-F1*V(I-1)-RI)*(W(I-1)-V(I-1))+EN
    C4=S(I+I)+EI*V(I+I)+HI*(W(I+I)-V(I+I))+EN
    SP(I)=(C.3+C.4)/2.
    CALL INTER(I)
    FNN=O2*(VT(I+1)-VT(I-1))
    C1=SIT(I-1)-E 2*WT(I-1)+R2*(WT(I-1)-VT(I-1))+ENN
    C2=SIT(I+1)+E2*WT(I+1)-R2*(WT(I+1)-VT(I+1))+ENN
    SIP(I)=(CI+C, )/2.
    VP(I)=(R1*(C1-C2)+A2*(C3-C4))/(2.*CON)
    25WP(I)=(A1*(C1-C2)+R2*(C,3-C4))/(2.*CON)
    I=NI
C RGDRDCK ROUNIARY
    IF(IND.FO.1)VP(NI)=A*SIN(OM*T)*(1.-EXP(-8.*T))
    IF(IND.EO.2)VP(N1)=VEL(JI)
    WP(N1)=VP(N1)
    SP(N1)=(Al-R1)*WP(N1)+S(N)-RO2*V1*V(N)-Bl*(W(N)-V(N))+2.*O1*
    1(W(NI)-W(N))
        C.ALL INTER(I)
        SIP(N1)=(A2-R2)*VP(N1)+SIT(N)-RO1*V2*WT(N)+R2*(WT(N)-VT(N))+
    12.*D2*(V(N1)-VT(N))
    SIIRFACE ROUNINARY
    I = l
    CG=s(2)+R\cap2*V % *(2)+R1*(W(2)-v(2))+2.*01*(W(2)-W(1))
    CALL INTFR(I)
    C.5=SIT(2)+R\capI*V2*WT(2)-R %*(WT(2)-VT(2))+2.*n)*(VT(2)-V(1))
    VP(I)=-(P1%C5+A2*C6)/CON
    WP(1)=(C5+E)2*VP(1))/A2
    OO 30 I=1,N1
    V(I)=VP(I)
    W(I)=WP(I)
    S(I)=SP(I)
    30 SI(I)=SIP(I)
    R1(Jl)=SI(II)
    R2(JI)=S(II)/(-POR)
    R3(J1)=V(II)
    R4(JI)=W(II)
    TT(J1)=T
    GO TO 20
    4 0 ~ C A L L ~ P L O T ( T T . R 1 . J 1 , 0 . 0 , - 5 0 0 0 . , 3 . , 2 5 0 0 . . 5 . , 4 . ) ~
    CALL PLOT(TT,R?,Jl,0.0,-5000.,3.,2500.,5.,4.)
    CALL PLOTITT.R3,.1,0.0,-2.,3.,0.5,5.,8.)
    CALL PLOTITT,R4,J1,0.0,-2.,3.,0.5.5..8.1
    GO TO lO
    99 CALL EXIT
    STOP
    END
```



```
    SIIRROUTINE INTER(I)
    COMMON SI(25),V(25),W(25),SIT(25),VT(25),WT(25),TV,N,DX,DXL
    IF(I.FO.1)GO to 10
    SIT(I-1)=SI(I)-TV*(SI(I)-SI(I-1))
    VT(I-1)=V(I)-TV*(V(I)-V(I-1))
    WT(I-1)=W(I)-TV*(W(I)-W(I-1))
    IF(I,EO.(N+1))GO TO 20
```

```
    10 SIT(I+1)=SI(I)-TV*(SI(I)-SI(I+1))
        VT(I+1)=V(I)-TV*(V(I)-V(I+I))
        WT(I+1)=W(I)-TV*(W(I)-W(I+1))
    20 RETURN
        FN|
```



```
    SIIRROIITINE PLOT(X,Y,K,XMIN,YMIN,DX,OY,XL,YLS
    DIMENSION X(30OO),Y(3000)
    C.ALL PLTMFS(XMIN.DX.YMIN.DY, 2..2.)
    CALL PAXIS(2.,2.,14HX (TIMF,SFC ), -14,XL,0.,XMIN,DX,1.)
    CNLL PAXIS(2..7.14HY ( ),14,YL.9O..YMIN,DY,1.)
    CALL PLINE(X(1),Y(1),K,1,0,0,1)
    CAIL PLTEND
    RFT|IRN
    ENO
```


## APPENDIX 11

C
C
$\operatorname{READ}(4,7)(\operatorname{HOR}(I) \cdot I=1, \operatorname{NSTEP})$
7 FORMATI7(F10.5))
IF(IH.GT. 1$)$ RFAD $(3,7)(\operatorname{VER}(I), I=1, N S T E P)$
$G=F /(2 . *(1 .+P \cap R))$
$\Delta L=P \cap R * E /(1 .+P \cap R) *(1 .-2 . * P \cap R))$
$T M=A L+2 . * G$,
$V P R=S O R T((T M * D T+\triangle M U) /(R D * D T))$
$V S H=S O R T((G * D T+A M U) /(R \cap * D T))$
$\square X=2 . * V S H * D T$
$T 2=V P R /(2.2 V S H)$
$T 1=1 .-T 2$
RATI = VPR/VSH
WRITE(G, 20) IXX, VPR, VSH, RATI, T.,TM, OK
20 FORMAT(' $\cap X(F T)=1, F 6.2, V^{\prime} \quad V P R(F T / S E C)=1, F 7.2, V^{\prime} \quad V S H=1, F 7.2$,
1. RATIO=1,F5.2, $G=1, F 9.1,1 \quad T=1, F 11.1,1 K 0=1, F 5.2 / 1$
I $N=(N J-2) * 2$
I STEP $=1$
$T=T S T A R T$
IF(IDYNAM.FO.I)GOTO 18
STATIC PRESSIIRFS
กก $15 \mathrm{~J}=1$, NPER. 3
II=PERIND(J)
$12=\operatorname{PERIND}(J+1)$
$I 3=P E R I M D(J+2)$
Oก $17[10=11,12$
Dก $16 \quad I I=1.13$
$\mathrm{I}=\mathrm{I}(\mathrm{O}-(\mathrm{I} I-1) \% \mathrm{NJ}$
$P D(I)=0 X * R \cap * G *(I I-1)$
PU(I) $=P D(I)$

```
    PL(I)=OK*P()(I)
    1G PR(I)=PL(I)
    17 f.ONTINLJF
    15 CINNTINUE
    18 C1=AMMI/DX
    C=RO%VSH
    C.C=R\cap*VPR
    C\capC=C+CC
    C.2=CC*GR*OT
    IF(IDYNAM.EO, 1)C,2=0.0
    C.3=2.*C.2
    C4=2.*C.1
    CM=C-C4
    CD=2.*C
    CCM=CC-AMU)/(VPR*DT)
    CF=1./(E*DT)
    G1=-2.-CE%CC
    G2=P\capR*CE*CC
    \Delta5=G2* C,2-G1*G1
    C11=4.*Cl
    I I N=IN-2
    NIN=IBIOUND(1)
    N 2N=INT)EX(1)
    N3N=ISUR(1)
    N+4N=ILR(1)
    N5N=INL(1)
    MGN=INR(1)
    NTN=INTH(1)
    NRN=INTV(1)
    NON=INSSR(1)
    N1ON=INSL(1)
    NIIN=IPRINT(1)
30 IF(ISIIP.EO.2)GO TO 508
    WRITE(6.31)T
31 FORMATI' TIME=',F7.3.'SECI/' NONF:I
    IF(ISUP.EO.1)GO TN 507
    nก }32\mathrm{ In=2,N1IN.2
    I]. =IPRINT(In)
    I i=IPRINT(In+1)
    Dत1 33 I=I 1, I 2
33 WRITE(6.34)I,VIS(I),VO(I),VL(I),VR(I),TU(I),TD(I),TL(I),TR(I),PU(I)
    I,PC(I),PL(I),PR(I),VHO(I),VVE(I)
34 FORMAT(2X,13.12FG.2,2F6.2)
32 CINTINUE
    GO TO 50R
507 1=0
    Dก 3.3.3 In=2,N3N.2
    I1=IS|R(I0)
    I T=ISINR(In+1)
    \capก 336 I= I1,I2
    J= J +1
336 WRITE(6,3.35)I,VO(I),VVO(I),VHO(I),VVF(I),AV(J),AH(J)
3.5 FORMAT(2X,I 3 +GF6.2)
333 CONT INHE
50R T=T+0T
    ISTFP=ISTEP+1
    IF(T.GT.TMAX)C,N TO 441
    In 50 In=2,N1N.2
    II=IROUNO{IO}
    I2 = I AOUND(IO+1)
```



```
        PLP(I)=F2-CC*VLP(I)
        POP(I)=F3-CC%VDP(1)
        PIIP(I)=F4+CC*VIIP(1)
        TLP(I)=F5+C#VVLP(I)
        TRP(I)=F6-C*VVRP(I)
        TDP(I)=F7+C*VVVPP(I)
        THP(I)=FR-C*VVIIP(I)
    1O2 CINTINUE
    10I CONTINUF
        SURFACE POINTS
        J=0
        กח 51 [n:=2.N3N.2
        I1=ISIIR(In)
        I 2 = ISUR(IO+1)
        Dก 40 I= I1, I2
        J=J+1
        M=I-NJ
        F3l=T1*PO(I)+T2*PO(M)
        F32=Tl*Vr)(I)+T 2*V(I(M)
        F3=F3l+F32%CCM+Cl*VD(I)-C.2
        F7=TV(M)-VV(M)*C.M-C.4*VVD(I)
        VחP(I)=F3/CC
        VVIP(I)=-F7/C
        VHIT(I)=VVDP(I)
        VVE(I)=VIDP(I)
        AH(J)=(VVDP(I)-VVD(I))/DT
        AV(J)=(VDP(I)-VD(I))/חT
    40 IF(ARS(AST(J)).LT.ARS(AH(J)))AST(J)=ARS(AH(J))
    51 CONTINUE
    BFOROCK
    0ח 205 In=2.N4N.2
    Il=1LR(IO)
    I2=ILR(In+1)
    DO 20G I=I1, I 2
    K=I +NJ
    F41=T1*PU(I)+T2*PO(K)
    F42=T1*V(!| I ) +T 2*VD(K)
    F4=F41-E4?*CCM-C.1*VH(I)+C2
    FR=TV(I)+VV(I)*(M+C4*VVU(I)
    T!IP(I)=FR-C*VVOP(I)
    PIIP(I)=F4+CC*VIIP (I)
    TDP(I)=0.0
    PDP(I)=0.0
    VHO(I)=VVUP(I)
    2OG VVF(I)=VIIP(I)
    205 CONTINUF
    SIDES
    IF(NGN.FO.O)GO TO 151
    On 90 In=?,NGN
    I=INR(In)
    . I= I +1
    Fh=THII)+VH(I)*CM+C4*VVR(I)
    TRP(I)=FG-C.*VVRP(I)
    TLP(1)=0.0
    F1]=T1*PR(I)+T \*PL(JI)
    F1?=Tl*VR(I)+T **VL(JI)
    Fl=F11-F12*CCM-C1*VR(I)
    PRP(I) =F1+C(:*VRP(I)
    PLP(I)=0.0
    VHO(I)=VRP(I)
```

```
        90 VVF(I)=VVRP(I)
    151 IF(N5N.EO.O)GO TO 152
        O\cap 95 IO=2,N5N
        I=INL(IO)
        L=I-1
        F5=TH(L)-VH(L)*CM-C4*VVI.(I)
        TLP(I)=F5+C*VVLP(I)
        TRP(I)=0.0
        E2I=T)*PLIJ)+T 2*PR(L)
        F2?=T]*VL(I)+TO*VR(L)
        FO=F21+F22*CCM+C1*VL(I)
        PLP(I)=F2-CC.%VIP(1)
        V+O(I)=VLP(I)
        VVF(I)=VVIP(I)
        95 PRP(I)=0.0
        CIRNER SHRFACE PIINTS
    15? JF(NGN.EO.O)GO TO 153
        DC 96 IO=2,N9N
        I=INSR(IO)
        L=I-I
        F5=TH(L)-VH(L)*CM-C4*VVL\I)
        F2I=T 1*PL(I) +T2*PR(L)
        E22=T1*VL(I)+T2*VR(L)
        F2=F21+E 22*CCM+C1*VL(I)
        VVLP(I)=-F5/C
        V.P(I)=F2/C.C
        96 VVE(I)=VVLP(I)
    153 IF(N1ON.FO.O)GO TO 154
        DO 97 IO=2.N1ON
        I=INSL(IO)
        JI=I+1
        FA=TH(I)+VH(I)*CM+C4*VVR(I)
        F11=T1;PR(I)+T2*PL(JI)
        F1?=T1*VR(I)+T 2*VL(JI)
        F1=F11-F12*CCM-C1*VR(I)
        VVRP(I)=FG/C
        VRP(I)=-F1/CC
        97 VVE(I)=VVRP(I)
    MIDDLF POINTS
154 0\cap 190 In=2,N8N,2
    I1=INTV(IO)
    I2=INTV{IO+1)
    Oก 191 I=I1,I2
    K=I+NJ
    C\capN=VV(I)
    VV(I)=(TП(K)-TH(1)+(VVIfI)+VVO(K))*CM+CII*VV(I))/CO
    191 TV(I)=TU(I)+VV(I)*C-CON*C4-VV|(I)*CM
190 CONTINUE
    O\cap 180 In=2,N7N,?
    I I = I N T H \{ I O )
    IP=INTH(In+1)
    Oก 181 I=I1,I2
    J=I +1
    C\capN=VH(I)
    VH(I)=(TLIJ)-TR(I)+(VVR(I)+VVL(J))*CM+C11*VH(J))/CD
181 TH(I)=TR(I)+VH(1)*C-CON*C4-VVR(I)*CM
180 CONTIMUE
    กก q& IO=2.N11N,2
    I=IPRINT(IN)
    I2=IPRINT(IO+1)
```

```
    nח 94 I=11,12
    TH(I)=TUP(I)
    TD(I)=TDP(I)
    TR(I)=TRP(I)
    TL(I)=TLP(I)
    PH(I)=PUP(I)
    P\cap(I)=PDP(I)
    PR(I)=PRP(I)
    PL(I)=PLP(I)
    V(I(I)=VIPP(I)
    VD(I)=VDP(I)
    VL(I)=VLP(I)
    VR(I)=VRP(I)
    VVU(I)=VVUP(I)
    VVO(I)=VVDP(I)
    VVL(I)=VVLP(I)
Q4 VVR(I)=VVRP(I)
9R CINTINIJE
    G\cap T\cap 30
4 4 1 ~ O O ~ 4 4 2 ~ I ~ = ~ 1 , N S U I R F
442 AST(I)=AST(I)/ACI
    WRITF(6,340)(AST(I),I=1,NSURF)
340 FORMAT(R(F]0.3))
    GO TO 10
99 STHP
    FND
```
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[^0]:    *Numbers in brackets indicate references listed at the end of the thesis; numbers in parentheses denote equations.

[^1]:    Figure 37. Dynamic stress on soil skeleton and porewater pressure calculated 81.4 feet below ground surface.

