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ABSTRACT

This report presents a general purpose optimization program for problems

with or without dynamic (also called functional) constraints, such as those aris­

ing in the design of dynamically loaded structures and in designing controllers

for linear multivariable systems using frequency response techniques. The pro­

gram is based on an algorithm of the feasible directions type; a short descrip­

tion is included. It is written in FORTRAN IV language and runs on a CDC 6400

computer.

Detailed description of logic of the main program and instructions for writ­

ing the user-supplied subroutines to define a particular problem are included.

Three sample problems chosen from different fields are given to clarify the use

of the program. Listings of the main program and user-supplied subroutines for

t.wo of the sample problems are given in the appendices.
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1. INTRODUCTION

1.1 Preliminary Remarks

With recent developments in computer science, mathematical program-

ming techniques have become an indispensable tool for solution of practical

problems in a wide variety of fields. A number of algorithms and computer

codes exist to solve linear and nonlinear programming problems. The nonlinear

programming problem treated most often is of the form:

minffO(z) r g1(z) ~ 0, j=l. ...• Ll
z

(1.1.1)

where z E lR P is the variable vector to be optimized, f 0 : m,P ~ JR is the objective

function and gi : JRP ~ JR, j = I, ...• L are inequality constraints. Strict equality

constraints may also be included.

A class of problems, such as those arising in the design of dynamically

loaded structures [1,2] and in designing controllers for linear multivariable sys-

terns using frequency response techniques [3], can be expressed as:

(1.1.2)

where

rpi : lR P xJR ~ lR xR are known as functional or dynamic constraints;

T =[to, t f ] ElR is a compact interval;

J m =!1. ,Ml:

J 1 =!1, Ll·
If (1.1.2) were to be solved by using algorithms for solving (1.1.1), the func-

tional constraints would represent infinitely many constraints. Even if it is

assumed that the interval T is discretized to utilize a digital computer, the

discretization would have to be small enough to insure a reasonable accuracy,

which again would imply a very large number of constraints.

Recently a number of algorithms has been proposed to solve the problem
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(1.1.2) directly, see references [3.4,5,6]. This report presents an implementa­

tion of the algorithm given in reference s [4,5].

1.2 Outline of the Report

The purpose of this report is to present a computer program implementing

the algorithm presented in [4,5]. The computer program is written in FORTRAN

IV language for a CDC 64-00 computer. Section 2 presents the basic algorithm

and necessary theoretical background. Section 3 describes the logic of the

computer program, explains the function of different subroutines and gives

detailed instructions for adding user's subroutines to define a particular prob­

lem. Section 4 gives some sample applications of the program. Problems from

different fields are chosen to demonstrate the wide application of the program

as well as to give the user a feel for the number of input parameters required by

the program. Instructions on preparing input data for the program are included

in Appendix A. A listing of the program is given in Appendix B. Appendices C and

D give listings of the user-supplied subroutines for two of the sample problems

to clarify the structure of these subroutines.
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2. OPTIMIZATION ALGORITHM

This section presents an algorithm of the feasible directions type for the

solution of nonlinear programming problems with functional inequality con-

straints (or dynamic constraints). The basic algorithm is due to Gonzaga, Polak

and Trahan [5]. A short description of the algorithm is followed by detailed dis-

cussion of computational considerations. No convergence proof is given~ readers

interested in mathematical details and convergence proof are referred to the

original paper.

2.1 Definitions and Preliminaries

The nonlinear programming problem with functional inequality constraints

is defined as

subject to

max rpi(z,t) ~ 0, jEJmtET

gi (z) ~ 0 ,jEJl

where

T = [to,tt] ,specified time interval;

J l = !1,2, ... ,q;

J m = !1,2, ... ,Ml;

L = total number of conventional inequality constraints;

M = total number of functional inequality constraints;

zER P = the vector of optimization variables;

P = total number of optimization variables;

(2.1.1)

f 0:R P~R and gi;m,P ~R ,j EJl are continuously differentiable functions in z.

rpi:RPxR~RxR ,jEJm are continuously differentiable functions in z and
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continuous in t.

The feasible domain, F, is defined by:

F = Jz EIR P I max qi(z,t) ;£ 0 • jEJm ; gi(z);£ O. jEJlj.1 t€T

The interval T is discretized into q+ 1 points and is denoted by Tq •

Define:

~q(z) = maxjl)Dj{z,t) .jEJm , tETq gj(z) ,jEJtj

1/Iq(z) = max~O,~q(z)~

Note that. if zEF , then 1/Iq (z) = 0 .

(2.1.2)

The set of points at which a functional constraint is active is denoted by

Tl.t (z) and is defined as:

T&.t(z) = jtETq Il)Dj(z.t) -1/Iq(z):?; -E:j, jEJm ·

Next. define the intervals f~.t.k(Z) C T~.t (z) k = 1.2.... ,k4,t (z) • j EJm recursively.

as follows.

To define the first interval, f4,t,1 (z) • let t 1 be the smallest number in Ttt (z)

and let n 1 be the largest integer such that (t 1 + n 1M) E T'.t (z) • but

[t l + (nl+1)M] tj! rt,t(z), where li.t = (t,-to)/q .

Then

f~,t,I(Z) = jt l' t 1+M, t l+2M, ... ,t l+n lMj.

Next suppose that Ii,t,k(Z) have been defined for k =1,2, .... k l , then Ig,t,(k 1+1) (z)

is defined as follows:

k 1
Let tie +IEr&,t (z) be the smallest number such that t k +1 tj! U Ii.t.1e (z) and

1 1 k=1

let nk
1
+1 be the smallest integer such that
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but

Then

For convenience, define

Note that

rij.8 (Z) = U IJ.t.le(z) .
Ie e:K~.t(.)

The point at which a functional constraint is maximum in each of the above

defined intervals is defined as:

The set of points at which a functional constraint is a local maximum is defined

as:

ri.t (z) = U tl,t.lt:(z) .
Ie e:K~.t(z)

(2.1.3)

Figure 1 gives an illustration of these sets by taking a hypothetical example.

Now, the" f: - active constraint index" set for the functional constraints is

define d as follows:

(2.1.4)

The £ - active constraint index set for conventional inequality constraints is

defined by:

(2.1.2)
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The optimality function 19r;,q (z) : RP -JoR for the nonlinear programming prob-

lem (2.1.1) is defined as follows:

1ge,q(z) = min [1.llhll~+ max!<VfO(Z),h> - rlq(z);
h€RP 2

<Vgj(z),h> ,jEJ~,q(Z) ;

<Vz~j(z,t),h> , (j,t)EJl,q(Z)ll, (2.1.8)

The dual form of (2.1.6), which is actually used in the following algorithm, is as

follows:

L: f-L6 + I; f-Lt,t + f-L0 = 1 (2.1. 7)
jtJ~.q(z) (j.t )€J!,q(z)

and

where

L: f-L1Vg j (z)+ L: f-Lt·tvz~j(z,t)+f-L°VfO(z). (2.1.8)
j€J~.q(.) (j,t)€Jf,q(z)

Vf (x) denotes the gradient of function f : JRP -JoJR at:x:. The gradient

vector is treated as a column vector.

<. ,. > denotes the scalar product in JRP and is defined by

p

<x, y> = I;XiYi
i=l

denotes the Euclidean norm in JRP and is defined by

Theorem [5]

If z is optimal for nonlinear programming problem (2.1.1), then the function

190•q(z) given by Equation (2.1. 7) is equal to zero.
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2.2 A Feasible Directions Algorithm

A feasible directions algorithm for the solution of the nonlinear program-

ming problem (2.1.1) can now be presented.

Algorithm

DATA: 0:: E(O,l) , (5 E(O, 1) , i'~ 1

oE(O,l] , go>O

STEP 0: Set i =0 , q = qo.

STEP 1: Set g =go.

STEP 2: Compute [19 E,q(Zi). hE,q(zi)] by solving (2.1.7) and (2.1.8).

STEP 3: If 19E,q(zi) ~ -2g6, go to step 6; Else set g = g/2 and go to step 4,

J.Ll (. J.L2
STEP 4: If g < gag and 1/Iq zt) < g' set q =2q and go to step 5; Else ~o to step

2.

STEP 5: If q > q max ' STOP; Else, go to step 1.

STEP 6: Compute the largest step size X(zi) = (5k(zi.) E (O,M-] , where

M- =maX!l, II h€,q~zi) II ..!and k (zi) is an integer, such that

(i) if ziEFc (the complement of F inR P )

1/Iq [zi + X(Zi)hq(Zi)] _1/Iq{zi) ~ -o::X(zi)oe,

(ii) if zi EF

fO[Zi + X(zi)hq{zi)] - fO{zi) ~ -o::X{zi)oe

gj [zi + X(zi )hE,q (zi)] ~ 0 j EJL

~i[zi + X(zi)hE,q{zi),t] ~ 0, jEJm , tETq .
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STEP 7: Set Zi+l =zi + >..(zi }ht:.q (zi). Set i =i+ 1 and go to Step 2.

Remark

The algorithm as presented above does not require an initial feasible point.

If Zo fi" F , then 1/Iq (zo) is non-zero and the algorithm constructs a sequence of

points which forces the point into the feasible domain. This aspect of the algo-

rithm is very advantageous in the case of complicated problems where the

choice of an initial feasible point is not obvious. For example. in earthquake-

resistant design if the relative drift of a particular story in a framed structure is

to be limited to a certain value, it is not easy to find an initial design that will

satisfy that requirement. Of course, the algorithm is more efficient if one can

start from an initial feasible point.

2.3 Explanation of the Algorithm

The algorithm has two distinct phases. First. a direction is computed by

solving (2.1. 7) and (2.1. 8). A step is then taken in this direction in such a way

that, if the current z is in the feasible domain, there is a maximum reduction in

the objective function while still maintaining feasibility. When the current point

is outside the feasible domain, the step length is chosen so as to move as close

to the feasible domain as possible.

Direction Finding Subproblem

As noted, a feasible direction is found by solving the problem:

L: f..L§'+ L: f..Lt·t +f..L°=1(2.3.1}
jEJ¥,'1{Z) (1.t )EJf.q{z)

and then computing the direction from

L: f..Lt'i/g1(z} + L: f..LJ. t'i/2rp:i(z,t} + 1-I.0'i/jO(z}.
1EJ¥,q{Z) {j.f )EJ1.'1(z)

(2.3.2)



- 9 -

Equation {2.3.1} can be transcribed into a standard quadratic programming

problem as follows. Let kg be the total number of points in J~.q (z) and (jrp.l,) be

the total number of points in J f.q (z) . Define the vector Jl. E R 1+kg +j'l"l, as follows:

where

ki E J~.q{z) for i=1, .. , ,kg

(jillj) E Jf.q(z) for i=l,.,. ,jrp j=1, , .. ,l,

Define the matrix A E JR 1+kg +i,l, X JRP as:

(2.3.3)

A = (2.3.4)

['Vz S'lj,{z~ t:;e.l,)r
Then Equation {2.3.1} can be written as:

or

[
1 l+k~i,l, 1

min -2Jl.T A AT j.J, + "1 Jl.0 1/Iq {z} I l..J ""i = 1 .
~~O i=O

Define a vector D E JR 1+kg+i,l, such that

Q = AAT .

Then Equation {2.3.5} can be written as:

{2.3.5}

(2.3.6)

{2.3.7}
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[
1 1+k~;",t",. 1

min - IJ-T QIJ- + DT IJ- r 1...J IJ-' = 1
/.t~O 2 ;=1

(2.3.8)

which is a standard quadratic programming problem. Once I-l 's are obtained by

solving (2.3.8). the direction is computed from

(2.3.9)

Step Length Computation

After a feasible direction is obtained, the next step is to compute the step

length in that direction. If the current design is inside the feasible domain the

step length should be chosen in such a way that there is a maximum reduction

in the objective function, while still maintaining feasibility. When the current

design is outside the feasible domain, the objective is to take a step such that

the new design is as close to the feasible domain as possible. The step size calcu-

lations begin by minimizing the objective function along the feasible direction

and then checking whether any of the constraints is violated. If any of the con-

straints is violated, the step length is reduced and the process repeated until

the new design satisfies all of the constraints. A number of methods are avail-

able for this unidirectional search, the most popular among them being

Fibonacci search, Newton's method. quadratic or cubic fit, etc. [7,8]. For gen-

eral non-convex problems. these methods tend to be very expensive. Since com-

putation of the exact minimum along the feasible direction is not absolutely

necessary, an approximate line search technique, known as the Armijo step size

rule, is often used [7.9]. The method performs only an approximate line search

and is quite efficient for general non-convex problems. The method is as follows.

Given the constants 0:, 6. e, p, M. current design vector zi , h&,q (zi) and

1/Iq (zi). compute the largest step size >..(zi) = pk (zi) E (O,M·] where

M· = max [1 , "h&.q~zi)I'ool.
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such that

(i) if1Pq(zi) > 0 (i.e. zi¥F ), then

1/Jq [zi + X(zi )ht.!l (zi)] - 1/Jq (zi) ~ - CXA(Zi )OE;

(ii) if 1Pq (Zi) = 0, i.e. ziEF , then

f 0 [zi + ;\(zi )he,q (zi)] - f 0 (zi) ~ - CXA(zi )6E ,

gi [Zi + A(Zi)he,q(Zi») :£ 0 j E J l ,

ipj[zi + ;\(zi)ht:,q(zi) ,t) ~ 0 j E Jm , t E Tq .

The algorithm to implement the above process is as follows.

STEP 1: Set A =P . Compute M· =maX!l, II ht:,q~Zi) 11 .. 1. Set FLAG =O. Set n

= o.

STEP 3: If 1Pq (zi) > 0 . go to step 5. Else, go to step 4.

wise, go to step 8.

STEP 5: If1Pq(zit+l) + CXME :£ 1/Iq(zi), go to step 7. Otherwise, go to step 8.

and ipj(~+l,t) ~ 0 jEJm,tETq • go to step 7. Otherwise. go to step 8.

STEP 7: If;\ / P > M· or FLAG = -1, go to step 9. Otherwise, set A = A/ P •

FLAG = 1, n =n + 1 and go to step 2.

STEP 8: Set A = ;\ p . If FLAG = 1, got to step 9. Otherwise, set FLAG = -1, n = n

+ 1 and go to step 2.

STEP 9: Set A = A· and the new design vector is Zi+l = zi + A· he,q (Zi) .

2.4 Computational Considerations

The quadratic programming problem as formulated in Equation (2.3.8) may



- 12 -

be computationally ill-posed because of different magnitudes of the gradients of

different functions. Proper scaling is therefore essential to make the problem

computationally efficient. In the present version the following scaling was used.

Define

I I'Vgi(z) I i... , j E Jg,q(Z);

I I'Vzy?i(z,t) I I... , (j,t) E J!,q(Z);

II'VfO(z)ll ....
(2.4.1)

where

II II ... is the maximum norm inJRP defined by

I I x I [... = max Ixi 1·
ieRP

The matrix A defined in (2.3.4) is scaled as follows.

A = (2.4.2)

1+k +i tDefine a vector R E JR g rp rp as

(2.4.3)

where Po ,pt and p~,t are called" push-off" factors and can be adjusted to force

the direction vector toward or away from a constraint. If any of these factors is

large as compared to the rest, then the constraint corresponding to that factor

will dominate the direction finding problem. If the constraint functions are well

scaled, all the push-off factors could be set equal to one, in which case all the

active constraints will get equal importance. For a general case the following

scheme of choosing the push-off factors seems to work well:

Po = ~o (l/so - 1) (2.4.4)
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i _ I"i + [1 + gi(z) - 'I/Iq(Z)]2 "EJ
Pg - <;g TJ e J L

pt· t = tt + TJ [1 + rpj(z,t) e- 'I/Iq(z)rtETI,,,(z) , jEJm

where ~o • ~J I t~ and TJ are input parameters.

(2.4.5)

(2.4.6)

An arbitrary upper limit of fifty was set for these push-off factors in the

present study to prevent any instability in the direction finding process.

With these definitions, the scaled version of the quadratic programming

problem (2.3.8) can be written as:

minj1.-f-LT Q f-L + DT f-L I RT f-L =11
I.t~O 2

where Q= AAT with A defined by (2.4.2) and

The direction vector is still computed from Equation (2.4,9).

(2.4.7)
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3. COMPUTER PROGRAM

A computer program called OPTDYN was written in FORTRAN IV language to

implement the algorithm described in Section 2. The program runs in single

precision on a CDC 6400 computer. This section describes the logic of the com­

puter program and gives instructions for adding the user-supplied subroutines

to solve a particular problem.

3.1 Computer Program Logic

The program flow diagram, giving the calling sequence of different subrou­

tines is given in Figure 2. The program is divided into a base program and user­

supplied section. The user-supplied section specifies the problem to be solved.

The base program calls the user subroutines as needed. The program is struc­

tured in such a way that a user need not understand the base program

thoroughly in order to solve his particular problem. However, enough informa­

tion is given in the following pages to make the base program easier to under­

stand and modify if desired.

A brief description of the functions of each subroutine in the base program

is given below.

1. OPTDYN:

This is the main program. It calls the subroutines OPDATA and COPFED. The

dimensions of arrays needed are set in this program and in QP. The minimum

required dimensions of the arrays are given in the listing of the program in the

form of comment cards.

2. OPDATA:

This subroutines reads and prints all input data needed in the program. The

dimensions of the arrays set are checked with the input data and if they are not

sufficient an error message is printed and execution is terminated.
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3. COPFED:

This is the main optimization subroutine. Different steps of the algorithm

presented in section 2 are identified by means of comment cards. The following

subroutines are called, in order, by this subroutine: FUNCF, FUNCG, FUNCPH, QP

and ARMIJO. If there are no conventional inequality and/or functional inequality

constraints, the respective calls are skipped. A concise flow chart for this sub­

routine is given in Figure 3.

4. QP:

This subroutine formulates and solves the quadratic programming problem

to compute the optimality function, 19 , and the descent direction, h. It calls

subroutines GRADF, AROW, EACTIV, GRADG, GRADPH, WOLFE and ANGLE. A con­

cise flow chart for this subroutine is given in Figure 4.

5. EACTIV:

This subroutine determines the f: - active constraints. For conventional ine­

quality constraints it sets up a vector NEPTG, whose i th entry is zero if the i th

constraint is not active, and one if it is active. For functional constraints, it

determines the local maxima of the f: - active intervals and sets up a matrix

NEPTF whose i th row corresponds to the i th functional constraint and contains

the discretization number of the local maxima of f: - active intervals. This infor­

mation is used in subroutine QP. which makes calls to the gradient evaluation

subroutines GRADG and GRADPH only if there is some constraint which is active.

Information in array NEPTF can also be used to save storage space required for

gradients of functional constraints, with these gradients being saved only at the

f: - active points.

8. AROW:

This is a. sma.ll subroutine which fills in the gradients scaled by their infinity
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norms into the rows of " A " matrix. The gradients of the cost function is

entered in the first row of this matrix. Gradients of active conventional con­

straints are entered starting from the second row. Gradients of active func­

tional constraints are entered in after the conventional constraint gradients.

This subroutine also determines the maximum of all the infinity norms of the

gradients.

7. WOLFE:

This is a standard quadratic programming problem solver.

B. ANGLE:

This subroutine computes angles between the direction vector given by QP

and the cost function and active constraint gradients. This information can be

employed by the user to choose a proper value for the so-called "push-off" fac­

tors. By a proper choice of these factors the problem can be scaled in such a

way that the user can emphasize any particular constraint or cost in the direc­

tion finding process.

9. ARMIJO:

This subroutine computes step length along the usable feasible direction

given by QP. An Armijo step size rule is used, as explained in section 2. It calls

subroutines FUNCF, FUNCG and FUNCPH. If there are no conventional and/or

functional constraints, the corresponding calls are skipped. A concise flow chart

of this subroutine is given in Figure 5.

10. ERROR:

Prints input data error messages.

11. TIMLOG:

Prints solution time log at. the end of the computer run.



- 17 -

3.2 User-Supplied Subroutines

The subroutines which define a specific problem are separated from the

base program and are grouped under user-supplied subroutines. The calling

sequence and functions of these subroutines are given below. Note that all the

variables identified as input are set in the base program and should not be

changed in the user subroutines.

1. FUNCF:

This subroutine evaluates the cost function fO . It is called from the base

program as follows:

CALL FUNCF (N. Z, F. NFUNCF)

where the arguments have the following meaning:

N number of optimization variables, (input);

Z vector containing current values of optimization variables, (input);

F value of the objective function fO • (output);

NFUNCF a counter. which counts the number of times this subroutine is called,

(input);

2. GRADF:

This subroutine evaluates the gradients of the objective function. The cal­

ling sequence for this subroutine is:

CALL GRADF (N, Z. GRAD)

where the arguments have the following meaning:

N

Z

GRAD

number of optimization variables. (input);

vector containing current values of optimization variables, (input);

vector containing gradients of objective function. (output). The i th

entry in this vector should contain the partial derivative of the objec-
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tive function with respect to the i th optimization variable.

3. FUNCG:

This subroutine evaluates conventional inequality constraint functions

(functions "g"). It is called from the base program as follows:

CALL FUNCG (N, JP, Z, G, PSI, NFUNCG)

where the arguments have the following meaning:

N number of optimization variables, (input);

JP number of constraints of this type, (input);

Z vector containing current values of optimization variables, (input);

G vector of functions "g",having dimension IIJP", (output). These func­

tions could be arranged in any order, but the corresponding gradients

must follow the same order in subroutine GRADG;

PSI function 1{1 • At input it is initialized to its proper value by the main pro­

gram. The maximum of functions g is computed and PSI is set equal to

the greater of its input value or the maximum g function value at out­

put. This should be achieved by adding the following FORTRAN state­

ments, just before RETURN.

DO 100 I = 1, JP

100 IF (G(I) .GT. PSI) PSI = G(I)

NFUNCG a counter which is set equal to the number of the current call to this

subroutine, (input).

4. GRADG:

This subroutine evaluates the gradients of conventional inequality con­

straints (functions g). The calling sequence for this subroutine is:

CALL GRADG (N, J, Z, GRAD)
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where the arguments have the following meaning:

N number of optimization variables. (input);

J serial number of the constraint function for which the gradient is to be

evaluated. A separate call is made for evaluation of gradient of each

function, (input);

Z

GRAD

vector containing current values of optimization variables, (input);

vector containing gradient of Jth • g constraint with respect to the

optimization variables. The dimension of this vector is "N". The i th

entry in this vector should contain the partial derivative of the Jth con­

ventional constraint function with respect to the i th optimization vari­

able, (output).

5. FUNCPH:

This subroutine evaluates dynamic inequality constraint functions (func­

tions r:p). It is called from the base program as follows:

CALL FUNCPH (N. NJQ, JQ, Z, WO, WC, DELTAW, NQ. PHI, PSI. NFUNCP)

where the arguments have the following meaning:

N number of optimization variables, (input);

NJQ row dimension of matrix PHI in the main program, (input);

JQ number of constraints of this type, (input);

Z vector containing current values of optimization variables. (input);

WO initial value of the interval over which the functional constraint is to be

evaluated, (input);

we final value of the interval over which the functional constraint is to be

evaluated, (input);
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NQ number of discretization points, (input);

DELTAW discretization interval, defined as:

DELTAW = (WC - WO) I NQ;

PHI matrix containing values of functions rp. The i th row of this matrix con­

tains values of i th functional constraint at specified intervals, (output);

PSI function 'if; . At input it is initialized to its proper value by the main pro­

gram. The maximum of functions rp is computed and PSI is set equal to

the greater of its input value or the maximum rp function value at out­

put. This should be achieved by adding the following FORTRAN state­

ments, just before RETURN.

DO 100 L = 1, JQ

DO 100 K = 1, NQ.

IF (PHI(L,K) .GT. PSI) PSI =PHI(L,K)

100 CONTINUE

NFUNCP a counter which is set equal to the number of the current call to this

subroutine, (input).

6. GRADPH:

This subroutine evaluates gradients of dynamic inequality constraint func­

tions (functions rp). It is called from the base program as follows:

CALL GRADPH (N,NJQ,NACTIV,JQ,WO,WC,DELTAW,NQ,NEPTF,L,Z,K,GRAD,IGRAD)

where the arguments have the following meaning:

N number of optimization variables, (input);

NJQ row dimension of matrix NEPTF, (input);

NACTIV column dimension of matrix NEPTF, (input).
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JQ number of functional constraints. (input);

WO initial value of the interval over which the functional constraint is to be

evaluated, (input)~

we final value of the interval over which the functional constraint is to be

evaluated. (input);

NQ number of discretization points, (input);

DELTAW discretization interval, defined as:

DELTAW = (We - WO) / NQ;

NEPTF matrix of points at which the E - active intervals have local maxima. as

explained earlier. (input);

L

Z

K

GRAD

serial number of the current functional constraint. A separate call is

made for evaluation of gradient of each E - active point. (input);

vector containing current values of optimization variables. (input);

current discretization point at which the gradient is desired, (input);

vector containing gradient of cp (L . K). The i th entry in this vector

should contain the partial derivative of the L th functional constraint at

the K th discretization point with respect to the i th optimization vari­

able, (output);

IGRAD a counter, which is equal to the number of calls to this subroutine in

the current iteration. At the beginning of every iteration, this is set

equal to one, (input).

3.3 Explanation of Variables in Common Blocks

Data are organized in a number of common blocks to be shared by different

subroutines. Different common blocks and their constituents are listed below.
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1. COMMON /TAPES/NIN, NOD

This block is initialized in the main program.

NIN input tape unit. Its value is initialized to 1.

NOD output tape unit. Its value is initialized to 2.

2. COMMON !DIMNSN/NZ, NJQ, NJP, NQMAX, NACTIV

The data in this block are set in the main program. Change to appropriate

values whenever the dimensions are changed.

NZ maximum number of optimization variables for which dimensions are

set.

NJQ maximum number of functional constraints for which dimensions are

set.

NJP maximum number of conventional inequality constraints for which the

dimensions are set.

NQMAX maximum number of discretization points for which dimensions are

set.

NACTIV maximum number of rows in the e - active matrix" A " in QP. This is

set to 10. If this requirement is exceeded, the program will print the

dimension needed. Any change in the value of NACTIV will require

changing the dimensions in the main program and QP. Sometimes

reducing e - band width might drop some of the constraints and set

dimensions might be enough.

3. COMMON !OPTDAT/ EO. MAXITN. NCDT, ITRSTP. ITER, SCALE

The data in this block are read from unit NIN in subroutine OPDATA.

EO initial E - band width, eo .
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MAXITN maximum number of iterations specified. Program will stop either

when MAXITN is reached or an optimum is achieved.

NCUT maximum number of iterations in the solution of the quadratic pro­

gramming problem.

ITRSTP maximum number of iterations allowed in step length calcuiations.

ITER iteration number at start of this run. This is used only for labeling the

output. The iteration number printed with the output starts from ITER

and is incremented by one in subsequent iterations.

SCALE a scaling factor for E: - active constraints. This is used in computing

push-off factors. ( 7J in section 2.4 ).

4. COMMON /ONE/ JP, JQ, N

The data in this common block are read from unit NIN in subroutine

OPDATA.

JP number of conventional inequality constraints.

JQ number of functional inequality constraints.

N number of optimization variables.

5. COMMON /TWO/ ALPHA, BETA, STPMAX, OLDSTP, ICOUNT

This common block contains data which are used in subroutine ARMIJO for

step length calculations.

ALPHA parameter a. , input in OPDATA.

BETA parameter {j , input in OPDATA

STPMAX maximum step length parameter M, input in OPDATA.

OLDSTP step length at the last iteration. Initially input in OPDATA, later on

updated at the end of ARMIJO.
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ICOUNT a counter used to monitor the size of the step length. If the step

length is less than a certain specified tolerance (1.0E-l0) for 10 itera­

tions, the execution is terminated. It is initialized to zero in OPDATA

and is updated in ARMIJO.

6. COMMON /THREE/ Tal." TOLER(4), DELTA, MU1, MU2

These convergence tolerance parameters are set in OPDATA and used in

ARMIJO and COPFED.

TaL tolerance parameter, set to 1.0E-l0.

TOLER tolerance parameters set to 1.0E-l0.

DELTA parameter 0 .

MUl real parameter ILl .

MU2 real parameter IL2 .

7. COMMON /FIVE/ WOo WC, Q. DELTAW, QMAX

These values are read from unit NIN in subroutine OPDATA.

WO initial value of the interval for functional constraints.

WC final value of the interval.

Q integer variable equal to the initial number of discretization points.

DELTAW discretization interval, defined as

QMAX

DELTAW = (We - WO) / Q.

integer variable equal to the maximum number of discretization

points.

B. COMMON /TIMES/ TCONST, TQPT. TARMJT. TTOT

Common block containing elapsed CPU times in different phases of the pro­

gram. This is initialized and updated in COPFED. Final values are printed in TIM­

LOG.
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TCONST CPU time used in constraint function evaluations.

CPU time used in direction finding subproblem. This includes time

spent in gradient evaluations.

TARMJT CPU time used in step length calculations.

TTOT total time used in a particular run.

9. COMMON /NUMFUN/ NFUNCF, NFUNCG, NFUNCP

This common block contains the number of function evaluations. The vari­

ables are initialized in COPFED and are updated in COPFED and ARMIJO. Final

values are printed in TIMLOG.

NFUNCF number of objective function evaluations.

NFUNCG number of g function evaluations.

NFUNCP number of rp function evaluations.

10. COMMON /NUMGRD/ NGRADF, NGRADG, NGRADP

This common block contains the number of gradient evaluations. The vari­

ables are initialized in COPFED and are updated in QP. Final values are printed

in TIMLOG.

NGRADF number of gradient evaluations of objective function.

NGRADG number of gradient evaluations of g constraint functions.

NGRADP number of gradient evaluations of rp constraint functions.

11. COMMON /WORK/ WORK(32)

This is a temporary storage area and can be used in any subroutine. Since

it may be used to store some different quantities in another subroutine, it

should not be used to transfer data between two subroutines.
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4. SAMPLE APPLICATIONS

This section presents a number of example problems to introduce the user

to some of the applications of the program. Problems from different fields are

selected to show the wide range of applications of the program. Values of con-

vergence parameters used for different problems are given. Although these may

not represent the best choice for other applications, they may be a good start-

ing point for problems in which no experience has been acquired.

4.1 A Constrainetl Minimization Test Problem

The following nonlinear programming problem is solved to test the algo-

rithm and show the user the structure of the user-supplied subroutines. The

problem is taken from reference [10].

where

fO(z)

g l(z)

g2(z)

g3(z)

zp +z~ +2z~+z2 -5Z1-5z2-21z3+7z4

= zp + z~ + z~ + z! + Zl - Z2 + Z3 - Z4 - 8

= z P+ 2z~ + z~ + 2d - z 1 - z4 - 10

= 2z P + z~ + zg + 2z 1 - 2z 2 - z4 - 5

The optimal solution given in the reference is

z· = [0, 1 , 2, _1]T

fO(z·)=-44

The gradients of the functions are:

VfO (z) [2z 1-5 2z 2-5 4z 3-21 2z 4+7]T

Vg l(z) [2z 1+ 1 2z 2-1 2z 3+ 1 2zc1]T

Vg 2(z) [2z 1-1 4z 2 2z 3 4zcl]T

Vg 3(z) [4z 1+2 2z 2-1 2z 3 -IF
A listing of the user-supplied subroutines for this problem is given in Appen-

dix C. The fol.lowing parameters values were used:

f.l-1 = 1.0 f.l-2 = 0.01 6 =0.001
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&0 ='b.02 .., =2.0 M =15.0

fX =0.2 fJ =0.3 push -off factor =1.0

Initial values of variables = [ 0 , 0 , 0 , 0 JT .

The results of the computations are tabulated in Table 1.

4.2 Design of a PID Controller

The control system is shown in Figure 6. The problem is to choose variables

Z 1 , Z 2 and z 3 such that the square of the error associated with a unit step input

is minimized.

fD(z) =J e 2(t,z) dt
o

The problem can be transformed into the following form, (see references [3,11]).

The following constraint is introduced to ensure closed-loop stability:

so(z,cv) =1m T(z,cv) - 3.33 [Re T(z,cv)]2 + 1.0

where

T(z,cv) = 1 + H(z,jcv)G(jcv)

cv E (] = [10-6 , 30]

o ~ Zl ~ 100.0

0.1 ~ Z2 ~ 100.0

o ~ Z3 ~ 100.0

A listing of the user-supplied subroutines for this problem is given in Appen-

dix D. The following parameters values were used:

J1.1 =0.001 J1.2 = 0.01 6 =0.001

£0 =0.2 "1 =2.0 M = 15.0

ex =0.2 fJ =0.3 push-off factor =0.0

q = 128 qm.ax = 256

Initial values of variables = [ 1 , 1 , 1 ]T .

The results of the computations are tabulated in Table 2.
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4.3 Design of an Earthquake Isolation System

This problem is formulated and solved in detail in reference [1]. The prob-

lem consists of minimizing the sum of squares of story shears at the bottom

floor level of the frame shown in Figure 7. The maximum displacement at the

bottom floor is constrained to be less than 4.0 inches.

Following [1], the problem can be expressed as:

min Z4
z

subject to

T€aTx l~JKj [Uj(z,t) - Uj+l(Z,t)]r! ~ z4

max [U4(Z,t)]2 ~ 16.0
t€T

Zj>Oj=l,4

where K 1 , K 2 and K 3 are story stiffne sses and U1 , u2 , U3 and U4 are floor dis-

placements. The displacements are computed by integrating the equations of

motion for the frame. See reference [1] for details of derivation and solution of

these equations of motion. The following parameter values were used:

f..Ll = 1.0 f..L2 =0.01 6 =0.001

eo = 0.025 'Y =2.0 M = 15.0

IX = 0.2 (J = 0.3 p-ush -of f factor = 0.0

q =1500 qmax = 1500

to =a t f =15.0

The initial values for the optimization variables were as follows

z = [5.0,0,11 , 0.064, 35.0]T

The optimal values were:

z = [4.2773, 1. 7529, 0.005768, 9.1509]T

The results are tabulated in Table 3 and the objective function is plotted

against the number of iterations in Figure 8.
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Iteration Zl Z2 Z3 Z4 F O (Z)

0 0 0 0 0 0.0

5 .4474 .4474 1.774 -.6264 -39.026

10 .2973 .5712 1.918 -.7213 -41. 379

15 .1876 .6605 1.992 -.7950 -42.603

20 .0649 .7572 2.028 -.8862 -43.313

25 .0140 .8086 2.043 -.9479 -43.754

30 -.150 .8573 2.033 -.9885 -43.847

35 -.0127 .9043 2.022 -.9947 -43.896

40 .0069 .9262 2.018 -.9754 -43.912

45 .0101 .9423 2.014 -.9739 -43.927

50 .00114 .9554 2.011 -.9847 -43.94

55 -.0047 .9780 2.003 -.9985 -43.942

60 .00062 .9840 2.003 -.9922 -43.956

70 .0013 .9919 2.002 -.9954 -43.99

Optimal
0 1 2 -1 -44

Solution

Table 1 Solution of the Constrained Minimization Test Problem
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Iteration ZI Z2 Z3 FO(Z)

0 1.0 1.0 l.0 3.1307

5 21.0564 20.6782 27.2632 0.1951

10 16.7827 38.3781 34.4224 0.1755

15 17.1995 41. 5172 34.4064 0.1748

20 17.1011 43.6862 34.5343 0.1747

25 16.9038 44.7145 34.6861 0.1746

30 16.7268 44.9996 34.8023 0.1746

35 16.7404 45.2958 34.8037 0.1746

Table 2 Solution of the PID Controller Problem
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Iteration ZI Z2 Z3 Z = f O (Z)
4

0 5.0 0.11 .064 35.0

5 5.000032 0.1303 .0246 23.9471

10 4.9765 0.1841 .0524 21.9413

15 4.9146 0.3549 .0578 20.3408

20 4.5008 1. 3299 .1714 18.0123

25 4.4059 1.5248 .1928 13.1106

30 4.3026 1.7248 .0412 9.804

35 4.2886 1. 7409 .0155 9.2033

41 4.2773 1. 7529 .00577 9.1509

Table 3 Solution of the Earthquake Isolation System Problem
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NOTATION

JRn Denotes the euclidean space of ordered n-tuples of real numbers.

When an n-tuplet is a vector in JR n , it is always treated as a column

vector.

n
<.,.> Scalar Product inJR n defined by <x,y> = E Xi Yi .

i=l

11./12 Euclidean norm defined by , Ixl12 = ..JxT x.

11.11", Maximum norm inm n ,defined by Ilxll '" = maxlxi I
iERn

z Bold letters signify a vector or matrix quantity.

ZT Transpose of z .

Z-l Inverse of matrix z.

Ix, Absolute value of x.

A UB Union of two sets A and B.

fx Ip ~ Set of points x having property p.

x €A x belongs to A.

x~A x does not belong to A.

(a,b) Open interval.

[a,b] Closed interval.

(a,b] Semi-open or semi-closed interval.

r(.) or f Denotes a function, with the dot standing for undesignated variable;

fez) denotes the value of r(.) at point z. Domain A and range B of func-

tion r(.) is indicated by f: A --., B.

'ilf(z) Denotes the gradient of f at z. The gradient is treated as a column

vector. If f is a function of more than one variable, the variable with

respect to which the gradient is evaluated is shown as a subscript to



- 35-

the gradient symbol, e.g. 'Vz f (Zit) indicates gradient with respect to Z

of a function of Z and t.
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OPDATA
Reads and prints input data.

~ User-Supplied Subrourilles

ERROR OPTDYN
r -------,

Prints error messages I
for bad input data.

~
FUNCF

I Evaluates cost function.

I
T1MLOG COPFED I FUNCG

Prints solution time log. Main optimization subroutine. Conventional inequality

I constraint evaluation.

I FUNCPH

\..~ I ~ Functional inequality
constraint evaluation.

I
I GRADF-- Evaluates gradients

I of cost function.

I
ARMIJO QP GRADG

I
L...- Computes step length. Computes a usable

Evaluates gradients of-,
conventional inequality

feasible direction. I constraints.

I GRADPH

I L.-. Evaluates gradients of

I functional constraints.

L _______ ..J

• • • 1
EACTIV AROW WOLFE ANGLE

Determines e-aclive Sets up A matrix. Solves the quadratic Computes angles between

constraints. programming problem. active constraints and
the direction vector.

Figure 2 Program Flow Diagram
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O. Eo. q. q""IX' !1-1. !1-2. Zo. MAX/TN

Set Z ~ zo. /TER ~ 1.
Evaluate the COSI function

(funclion l°i.

Evaluate constrainl functions

(funclions g and 1» and sel

up function .fl.

Yes

Yes

Gel direction veclor hand

oplimality function fl.

Call QP

Sel E = E/2

Set q = 2q

Prinl out lhe optimal solution

and the solution time log.

Yes

Yes

Figure 3 Concise Flow Chart of Subroutine COPFED
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Evaluate gradient of cost function (V fO).
Find So, where So = Ilvfoll oo.

Fill in first row of A matrix with V fO/ So

and of R vector with 1/So'

Call EACTIV

To find out €-active constraints.

No

Compute gradients of active constraints.
FInd Sg and S"" where

Sg = IIVglloo and S", = Ilv¢lloo.
Fill in rows of A matrix starting with second row

with Vg/S? and V¢/S",
and set up vectors Rand D.

Form vector Q = A • A T stored column-wise.

Call WOLFE

To solve quadratic programming problem
jLTQjL + DtjLs.r. RTjL = 1.

Call ANGLE

To compute and print angles between direction
vector and cost gradient and active constraints.

Figure 4 Concise Flow Chart of Subroutine QP
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M, h, S", z, t/J, F, {3, a, 0, E,

ITRMAX

Compute II h 11=.
Set max. step length

Sma, = max {I. K}

Set NITN = 1, LFLAG = 0 and S = S",
the step length at the last iteration.

c )----.....-1

Yes

Yes

No

No

b

Yes

Figure 5 Concise Flow Chart of Subroutine ARMIJO
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Set S = SIP
LFLAG = 1

NITN = NITN + 1

Yes

An acceptable step length not achieved
in the specified number of iterations.

Print message and STOP.

Yes

Yes
Yes

Print the step length

No

Figure 5 (Continued)
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APPENDIX A - OPTDYN User's Guide

The base program requires the following input data.

1. Problem Heading (20 A 4) - one card

COLUMNS NOTE VARIABLE DESCRIPTION OF DATA ENTRY
1-80 BED Problem heading to be printed with

outout.

2. Control Information (4 I5) - one card

COLUMNS NOTE VARIABLE DESCRIPTION OF DATA ENTRY
1-5 ( 1) MAXITN Maximum number of iterations

allowed.

6-10 (2) ITER Iteration number at start of this run.
Leave blank if this is the first run.

11-15 NCUT Maximum number of simplex itera-
tions in solving the quadratic pro-
gramming problem for direction
finding.

16-20 ITRSTP Maximum number of iterations
allowed in step length calculations.
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3. Convergence Tolerance Parameters (8 F 10.0) - one card

COLUMNS NOTE VARIABLE DESCRIPTION OF DATA ENTRY
1-10 MUl Parameter /-l1 used in tolerance test

on g.

11-20 MU2 Parameter /-l2 used in step 4 of the
algorithm.

21-30 DELTA Parameter 6 used in step 2 (conver-
gence check) and step 6 (step length
calculations).

31-40 EO go , initial value of g .

41-50 GAMMA Parameter'Y, used in QP.

4. Problem size (3 I 5) - one card

COLUMNS NOTE VARIABLE DESCRIPTION OF DATA ENTRY
1-5 JP Number of conventional inequality

constraints (functions 'g').

6-10 JQ Number of dynamic constraints (func-
tions rp ).

11-15 N Number of optimization variables.
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5. Armijo Parameters (8 FlO. 0) - one card

COLUMNS NOTE VARIABLE DESCRIPTION OF DATA ENTRY
1-10 STPMAX Parameter controlling maximum

value of step length at any iteration.

11-20 ALPHA Parameter ex .

21-30 BETA Parameter (J.

31-40 (3) OLDSTP Initial value for the step lenflth.

6. Functional Constraint Parameters (2 I 5. 2 F 10.0) - one card

COLUMNS NOTE VARIABLE DESCRIPTION OF DATA ENTRY
1-5 NQ Initial number of discretization

points.

6-10 NQMAX Maximum number of discretization
points.

11-20 (4) WO to defining the interval of interest .
[t o. tJ ]

21-30 WC tf defining the interval of interest .
rto. tel .
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7. Scaling Factors ( 2 F 10.0) - one card

COLUMNS NOTE VARIABLE DESCRIPTION OF DATA ENTRY
1-10 (5) SCALE Scale factor, 7] . used in

scaling QP.

11-20 PUSHF Scale factor for cost func-
tion.

B. Push-off Factors for Conventional Constraints (8 F 10.0)

As many cards as needed to specify push-off factors for all conventional ine-

quality constraint functions

9. Push-off Factors for Dynamic Constraints (8 F 10.0)

As many cards as needed to specify push-off factors for all dynamic con-

straints.

10. Initial Values of Variables (8 F 10.0)

As many cards as needed to specify initial values for N optimization vari-

abIes.
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NOTES

(1) The program will stop normally if either the number of iterations reaches

MAXITN or the optimal solution is achieved.

(2) ITER is used only to label the output. In a number of practical situations it

is not possible to let the program run for too many iterations. The process

can be restarted with the latest values of the optimization variables, t; and q

with ITER equal to the number of the next iteration. the output will then be

labeled starting from ITER and incrementing it by one, after each subse­

quent iteration.

(3) The step length calculations start by assuming an initial trial value equal to

OLDSTP. If a good estimate is available, it will accelerate the step length

computation process.

(4) If there are no functional constraints, supply a blank card.

(5) The "push-off" factors are used to force the direction vector away from or

toward a constraint. Some experience is needed before arriving at suitable

values. The angles between the direction vector and objective function gra­

dient and active constraint gradients should be used as guidelines.



~. 50 ~

APPENDIX B - Listing of the Program

PROGRAMMED BY •.•.. M. A. BHATTI MAY 10,1979
********************************************************-*********

2. G(ZI .LT. 0
SOLUTION ALGORITHM IS GIVEN IN EARTHQUAKE ENGINEERING RESEARCH
CENTER,S REPORT UCB/EERC-79/16 ..•. JULY 1979.

GIVEN

MAX. NO. OF ELEMENTS IN VECTOR Z
MAX. NO. OF FUNCTIONAL CONSTRAINTS (FUNCTIONS PHIl
MAX. NO. OF CONVENTIONAL INEQUALITY CONSTRAINTS.
MAX. NO. OF DISCRETIZATION POINTS FOR FUNCTIONAL
CONSTRAINTS.
MAX. NO. OF ROWS IN THE "A" MATRIX FOR DIRECTION FINDING.

MINIMUM REQUIRED DIMENSIONS OF THE ARRAYS ARE:
Z{NZ), G{NJP), H(NZl, PHI(NJQ,NQMAXl, ZNEW{NZl,
GRAD(NZl, NEPTG(NACTIV), NEPTF(NJQ,NACTIVl,
AQP(NACTIV,NZl, PUSHG(NJP), PUSHPH(NJQl

NACTIV=

NOTE ON THE DIMENSIONS OF THE ARRAYS

WHERE
NZ
NJQ
NJP
NQMAX

TO CHANGE THE DIMENSION REQUIREMENTS, CHANGE DIMENSIONS
OF ARRAVS IN THE MAIN PROGRAM AND IN THE SUBROUTINE QP.
THE MINIMUM REQUIRED DIMENSIONS OF ARRAYS USED IN QP ARE
IN SUBROUTINE QP AND THEY NEED TO BE CHANGED ONLY IF
"NACTIV" IS CHANGED.

THE

A GENERAL PURPOSE OPTIMIZATION PROGRAM FOR PROBLEMS WITH OR
WITHOUT DYNAMIC CONSTRAINTS.
THE PROGRAM SOLVES PROBLEMS OF THE TYPE

MINIMIZE FZ{Zl SUBJECT TO 1. F{Zl = MAX. PHI {Z,Tl .LT. 0
(OVER Tl

c
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C-----THE DIMENSIONS ARE SET FOR
C NZ = 1Z , NJQ = 5 , NJP = 1Z , NQMAX = 1ZZZ , NACTIV = 1Z
C
C
C
C
C
C
C
C
C
C
C

"'DECK OPTDVN
PROGRAM OPTDVN {INPUT,OUTPUT,TAPE1=INPUT,TAPE2=OUTPUTl
******************************************~*********** ************

COMMON ITAPES 1 NIN,NOU
COMMON IDIMNSNI NZ,NJQ,NJP,NQMAX,NACTIV
COMMON /WORK 1 WORK(32)

C

C

C

INTEGER Q,QMAX
DATA NIN,NOU 11,21

DIMENSION Z(1ZI,G(1ZI,H(1Zl,PHI<S,lZ00l,ZNEW(lZl,GRAD(1Zl,
1 NEPTG(10),NEPTF(S,10l, AQP(lZ,10), PUSHG<lZl, PUSHPH(Sl

NZ lZ
NJQ 5
NJP lZ
NQMAX IfM0
NACTIV lZ

C
C-----READ INPUT DATA FOR OPTIMIZATION PART
C

CALL OPDATA (Z,PUSHF,PUSHG,PUSHPHI
C
C-----CALL MAIN OPTIMIZATION SUBROUTINE
C

100 CALL COPFED (NJQ,NACTIV,Z,ZNEW,G,H,PHI,GRAD,NEPTG,NEPTF,
1 AQP,PUSHF,PUSHG,PUSHPH)

C
END
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OUTPUT VARIABLES

SUBROUTINES NEEDED

******************************************************************

VECTOR OF OPTIMIZATION VARIABLES.
PUSH-OFF FACTOR FOR OBJECTIVE FUNCTION.
VECTOR OF PUSH-OFF FACTORS FOR G FUNCTIONS.
VECTOR OF PUSH-OFF FACTORS FOR PHI FUNCTIONS.

MPRINT
ERROR

Z
PUSHF
PUSHG
PUSHPH

*DECK OPDATA
SUBROUTINE OPDATA (Z,PUSHF,PUSHG,PUSHPH)

C ******************************************************************
C-----READ AND PRINT DATA FOR OPTIMIZATION PART
C
C
C
C
C
C
C
C
C
C
C
C
C
C

C

C

C

COMMON ITAPES I NIN,NOU
COMMON IDIMNSNI NZ,NJQ,NJP,NQMAX,NACTIV
COMMON IOPTDATI EB,MAXITN,NCUT,ITRSTP,ITER,SCALE
COMMON lONE I JP,JQ,N
COMMON ITWO I ALPHA,BETA,STPMAX,OLDSTP,ICOUNT
COMMON ITHREE I TOL,TOLER(4),DELTA,MUl,MU2,GAMMA
COMMON IFIVE I WB.WC,Q,DELTAW,QMAX
COMMON IWORK I HED(2B),WORK(12)

DIMENSION Z(ll, PUSHG(ll, PUSHPH(ll
INTEGER Q,QMAX
REAL MUI.MU2

READ (NIN,UBBl HED
READ (NIN,lBIB) MAXITN,ITER,NCUT,ITRSTP
IF (ITER .LE. Bl ITER=I
READ (NIN,182B) MUI ,MU2 ,DELTA ,EB ,GAMMA
READ (NIN,181Bl JP ,JQ ,N
READ (NIN,lB2Bl STPMAX,ALPHA ,BETA ,OLDSTP
READ (NIN,lB3Bl Q ,QMAX ,WO ,WC
READ (NIN,lB2Bl SCALE ,PUSHF

C
C-----DIMENSION CHECKS
C

C

IF (N .GT. NZl CALL ERROR(ll
IF (JQ .GT. NJQ) CALL ERROR(2l
IF (JP .GT. NJP) CALL ERROR(4)
IF (Q .GT. NQMAX) CALL ERRORC3l
IF (QMAX .GT. NQMAX) CALL ERRORC3l

READ (NIN,lB2Bl (PUSHG(I) , I=I,JPl
READ (NIN,182Bl (PUSHPHCIl, I=I,JQl
READ (NIN,lB2B) (ZCI) , I=I,Nl

C
C-----PRINT OUT DATA JUST READ
C

MAXITN = MAXITN + ITER - I
C

WRITE
WRITE

I
2

WRITE
4
5

CALL
CALL
CALL

(NOU, 2BBB) HED
(NOU,2BIB) MAXITN,ITER,NCUT,ITRSTP,

MUI ,MU2 ,DELTA ,EB ,GAMMA,
JP ,JQ ,N

(NOU,2828) STPMAX,ALPHA ,BETA ,OLDSTP,
WB ,WC ,Q ,QMAX
SCALE ,PUSHF

MPRINT (PUSHG,I,JP,3BHPUSH FACTORS FOR G FUNCTIONS
MPRINT (PUSHPH,l,JQ,3BHPUSH FACTORS FOR PHI FUNCTS.
MPRINT (Z,l,N,3BH INITIAL VALUES OF PARAMETERS

C
C SET TOLERANCES
C

TOL=1.BE-18
TOLER( I l=TOL
TOLER(2l=TOL
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TOLER(3)=TOL
TOLER(4)=TOL
ICOUNT = II

C
5IIII RETURN

C
lfIJfIJfIJ FORMAT
lfIJlfIJ FORMAT
lfIJ2fIJ FORMAT
lfIJ3fIJ FORMAT
2fIJfIJfIJ FORMAT
2f1JlfIJ FORMAT

1
2
3
4
5
6
7
8
9
A
B
C
o
E
Z )

2fJ2fIJ FORMAT
C
o
E

F
G
H
I
J
K
L
M
N
Z

(2f1JA4)
( 5 I 5 )
(8FlfIJ.fIJ)
(2I5,2FlfIJ.fIJ)
(lHl/8l( lH*)/l)(,2f1JA4/81( lH*»
(113f1JX,32HINPUT DATA FOR OPTIMIZATION PART I

3f1JX,33H--------------------------------- III
5X,43HMAXIMUM NO. OF ITERATIONS-----------------=,I5 /
5X,43HITERATION NUMBER AT START OF THIS RUN-----=,I5 I
5X,43HNO. OF SIMPLEX ITERATIONS IN QP-----------=,I5 I
5X,43HMAX.NO.OF ITERATIONS IN STEP LENGTH CALC.-=,I5 II
5X,43HTHE TOLERANCE PARAMETERS ARE--------------- I
5X,43H MU1-----------------------------------=,ElfIJ.4 I
5X,43H MU2-----------------------------------=,ElfIJ.4 I
5X,43H DELTA---------------------------------=,ElfIJ.4 I
5X,43H EfIJ------------------------------------=,EllI.4 /
5X,43H GAMMA---------------------------------=,ElfIJ.4/1
5X,43HNUMBER OF CONVENTIAL CONSTRAINTS----------=,I5 /
5X,43HNUMBER OF FUNCTIONAL CONSTRAINTS----------=,I5 I
5X,43HDIMENSION OF PARAMETER VECTOR' 'Z' '-------=,15 II

5X,43HTHE ARMIJO PARAMETERS ARE------------------ I
5X,43H STEPMAX-------------------------------=,EllI.4 I
5X,43H ALPHA---------------------------------=,ElfIJ.4 I

5X,43H BETA----------------------------------=,ElfIJ.4 /
5X,43H OLDSTEP-------------------------------=,ElfIJ.411
5X,43HFUNCTIONAL CONSTRAINTS PARAMETERS ARE------ I
5X,43H WfIJ------------------------------------=,FlfIJ.4 I
5X,43H WC------------------------------------=,FlfIJ.4 I
5X,43H INITIAL NO. OF DISCRETIZATION POINTS--=,I5 I
5X,43H MAXIMUM NO. OF DISCRETIZATION POINTS--=,I5 II
5X,43HSCALE FACTOR FOR E-ACTIVE CONSTRAINTS-----=,FlfIJ.4 I
5X,43HPUSH FACTOR FOR OBJECTIVE FUNCTION--------=,FlfIJ.4 /

C

NEEDED:

IN THE ARGUMENT LIST HAVE THE FOLLOWING MEANING:
ROW DIMENSION OF FUNCTIONAL CONSTRAINT ARRAYS.
ROW DIMENSION OF E-ACTIVE ARRAYS.
VECTOR OF OPTIMIZATION VARIABLES.
TEMP. ARRAY USED TO STORE OPTIMIZATION VARIABLES
DURING ARMIJO ITERATIONS.
CONVENTIONAL INEQUALITY CONSTRAINT FUNCTIONS (G FUNCTIONS)
FUNCTIONAL INEQUALITY CONSTARAINTS (FUNCTIONS PHI).
ARRAY STORING GRADIENTS OF FUNCTIONS. SAME ARRAY IS USED
REPEATEDLY FOR ALL FUNCTIONS.
ARRAY INDICATING E-ACTIVE G FUNCTINS. IF THE ITH. ENTRY
IS 1 THEN THE ITH. CONSTRAINT IS ACTIVE.
MATRIX INDICATING E-ACTIVE LOCAL MAXIMA FOR FUNCTIONAL
CONSTRAINTS.

NEPTF

NEPTG

G
PHI
GRAD

VARIABLES
NJQ
NACTIV
Z
ZNEW

SUBROUTINES
FUNCF
FUNCG
FUNCPH
QP
ARMIJO
TIMLOG
MPRINT

MAIN SUBROUTINE FOR
CONSTRAINED OPTIMIZATION USING FEASIBLE DIRECTIONS METHOD.

C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C

END
"'DECK COPFED

SUBROUTINE COPFED (NJQ,NACTIV,Z,ZNEW,G,H,PHI,GRAD,NEPTG,NEPTF,
1 AQP,PUSHF,PUSHG,PUSHPH)

******************************************************************



******************************************************************
COMMON ITAPES I NIN,NOU
COMMON 10PTDATI EZ,MAXITN,NCUT,ITRSTP,ITER,SCALE
COMMON lONE I JP,JQ,N
COMMON ITHREE I TOL,TOLER(4),DELTA,MUI,MU2,GAMMA
COMMON IFIVE I WB,WC,Q,DELTAW,QMAX
COMMON ITIMES I TCONST,TQPT,TARMJT,TTOT
COMMON INUMFUNI NFUNCF,NFUNCG,NFUNCP
COMMON INUMGRDI NGRADF,NGRADG,NGRADP

INTEGER Q,QMAX
REAL MUI,MU2
DIM ENS ION Z( 1 ) , G( I ) , H( 1 ) , PHI ( NJ Q, 1 ) , ZNEW ( 1 ) , GRA D( 1 ) , NEPTG( 1 ) ,

1 NEPTF{NJQ,l), AQP{NACTIV,ll ,PUSHG{ll, PUSHPH{l}
DATA NFUNCF,NFUNCG,NFUNCP 13*ZI
DATA NGRADF,NGRADG,NGRADP 13*ZI

C
C
C
C
C
C

C

AQP
PUSHF
PUSHG
PUSHPH

- 53 -

MATRIX "A" IN THE DIRECTION FINDING PROCESS.
PUSH-OFF FACTOR FOR COST FUNCTION ( FUNCTION F ).
PUSH-OFF FACTOR FOR G FUNCTIONS.
PUSH-OFF FACTORS FOR PHI FUNCTIONS.

C
C-----INITIALIZATION.
C

TCONST Z.Z
TQPT Z.Z
TARMJT Z.Z
nOT Z.Z

C
C-----
C-----START OF THE MAIN ALGORITHM.
C-----
C

EMUIQ = 1. .0'E-S
AMU2Q = 1•.0'E-S

C
C-----FIRST STEP OF THE ALGORITHM
C

UZ E = EZ
IF (JQ .EQ. Z) GO TO lIZ
EMU1Q = EZ*MU1/FLOAT{Q)
AMU2Q = MU2/FLOAT{Q)
DELTAW = (WC-W.0') I FLOAT{Q)

C
11.0' NFUNCF = NFUNCF + I

CALL FUNCF {N,Z,F,NFUNCF}
WRITE (NOU,2.0'SZ) F

C
WRITE (NOU,2Z3Z) lTER,E,Q
CALL SECOND (T1)

C
C SET UP CONSTRAINTS FUNCTIONS
C

C

PSI=Z . .0'
IF (JP .EQ. Z) GO TO 12.0'
NFUNCG = NFUNCG + 1
CALL FUNCG (N,JP,Z,G,PSI,NFUNCG)

12Z IF (JQ .EQ . .0') GO TO 14.0'
NFUNCP = NFUNCP + 1
CALL FUNCPH (N,NJQ,JQ,Z,W.0',WC,DELTAW,Q,PHI,PSI,NFUNCP)

14.0' CALL SECOND (T2)
lSZ WRITE (NOU,2.0'4Z) PSI

C
C-----SECOND STEP OF THE ALGORITHM{DIRECTION FINDING PHASE)
C

CALL QP {NJQ,NACTIV,G,E,PSI,Z,PHI,THETA,H,SCALE,NCUT,GAMMA,TOL,
1 TOLER,GRAD,NEPTG,NEPTF, AQP,PUSHF,PUSHG,PUSHPH}

CALL SECOND{T3)
C
C-----THIRD STEP OF THE ALGORITHM
C

IF {THETA .LE. (-2.Z*DELTA*E)} GO TO 17Z
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C
C-----FOURTH STEP OF THE ALGORITHM
C

E = E/2 . .0'
WRITE (NOU,211.0') E
IF «E.GE.EMUIQ) .OR. (PSI.GT.AMU2Q» GO TO lS.0'

C
C-----FIFTH STEP OF THE ALGORITHM(STOP RULE)
C

IF (JQ .EQ • .0') GO TO· 16.0'
Q = Q * 2
IF (Q.LE.QMAX) GO TO 1.0'.0'

C
16.0' NFUNCF = NFUNCF + 1

CALL FUNCF (N, Z, F, NFUNCF)
WR ITE (NOU, 2l.0'.0')
WRITE (NOU,2.0'S.0') F
CALL MPRINT (Z,l,N,3.0'HOPTIMAL PARAMETERS
CALL TIMLOG

C
C-----SIXTH STEP OF THE ALGORITHM {STEP LENGTH CALCULATIONS}
C

17.0' CALL SECOND (T4)
CALL ARMIJO (E,PSI,H,Z,ZNEW,ITRSTP,F,DELTA,TOL,PHI,NJQ,G)
CALL SECOND <TS}

C

C

C

C

TARMJO TS - T4
TQP T3 - T2
TCONSF T2 - T1
TTOTAL TS - T1
TCONST TCONST + TCONSF
TQPT TQPT + TQP
TARMJT TARMJT + TARMJO
TTOT TTOT + TTOTAL

WR ITE (NOU, 2.0'9.0')
CALL MPRINT (Z,l,N,3.0'HNEW PARAMETERS
WRITE (NOU,2.0'7.0') TTOTAL,TCONSF,TQP,TARMJO

ITER=ITER+1
IF (ITER .LE. MAXITN) GO TO 11.0'

WR ITE (NOU, 2l.0'.0')
WR ITE (NOU, 2.0'6.0')
CALL TIMLOG

C
C

2.0'3.0' FORMAT
1

2.0'4.0' FORMAT
2.0'S.0' FORMAT

1
2.0'6.0' FORMAT

1
2.0'7.0' FORMAT

*
1
2
3

2.0'S.0' FORMAT
2.0'9.0' FORMAT
2l.0'.0' FORMAT
21l.0' FORMAT

END

(/l.0'.0'(lH*)/SX,17HITERATION NUMBER=,IS/2S(lH*)//
5X,9HEPSILON =,E14.6,5X3HQ =,15)

(/5X,4HPSI=,E14.6)
(///SX,4SHCONGRATULATIONS, HERE IS THE OPTIMAL SOLUTION II

SX,2SHOBJECTIVE FUNCTION VALUE=,E14.6)
{/SX,S2HOPTIMUM NOT ACHIEVED WITHIN THE SPECIFIED NUMBER OF

,32HITERATIONS--EXECUTION TERMINATED I)
(/SX,46HTOTAL CPU TIME TAKEN IN THIS ITERATION (SEC. )=.

Fl.0'. 4/ .
SX,33H(CONSTRAINT FUNCTION EVALUATION =,F1.0'.41
SX,33H DIRECTION FINDING SUBPROBLEM =,F1.0'.41
SX,33H STEP LENGTH CALCULATIONS =,Fl.0'.4,lH»

(/SX,26HOBJECTIVE FUNCTION VALUE =,E14.6)
(//SX,36HRESULTS AT THE END OF THIS ITERATION/SX.36(lH-»
( / 1.0'.0' ( 1H* ) )
(/SX,29HEPSILON IS REDUCED TO .....•. E14.6l
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IN THE ARGUMENT LIST HAVE THE FOLLOWING MEANING:
= ROW DIMENSION OF FUNCTIONAL CONSTRAINT ARRAYS.

DIMENSION OF E-ACTIVE ARRAYS.
ARRAY CONTAINING G CONSTRAINT FUNCTIONS.
CURRENT VALUE OF EPSILON.
FUNCTION PSI.
CURRENT VALUES OF OPTIMIZATION VARIABLES.
MATRIX OF FUNCTIONAL CONSTRAINTS.
FUNCTION THETA.
DIRECTION VECTOR.
SCALE FACTOR FOR ACTIVE CONSTRAINTS ( PARAMETER ETAl.
MAXIMUM NO. OF ITERATIONS ALLOWED IN QP.
PARAMETER GAMMA.
TOLERANCE PARAMETER.
TOLERANCE PARAMETERS USED IN QP.
ARRAY CONTAINING FUNCTION GRADIENTS.
ARRAY CONTAING INFORMATION ON E-ACTIVE G FUNCTIONS.
ITH. ENTRY IS 1 IF THE ITH. CONSTRAINT IS ACTIVE.
MATRIX CONTAINING INFORMATION ON E-ACTIVE PHI FUNCTIONS.
ITH. ROW CONTAINS MESH POINT NUMBERS AT WHICH ITH.
FUNCTIONAL CONSTRAINT IS ACTIVE.
MATRIX "A" IN THE DIRECTION FINDING PROCESS.
PUSH-OFF FACTOR FOR COST FUNCTION.
PUSH-OFF FACTORS FOR G FUNCTIONS.
PUSH-OFF FACTORS FOR PHI FUNCTIONS.

NEPTF

A
PUSHF
PUSHG
PUSHPH

THIS SUBROUTINE DETERMINES THE EPSILON ACTIVE CONSTRAINTS
THEN FILLS IN THE MATRICES ASSOCIATED WITH THE DIRECTION
FINDING QP. THE QP IS SCALED BY NORMALIZING THE MATRIX OF
GRADIENTS. THE OUTPUT QUANTITIES ARE THETA AND H.

THE SUBROUTINES CALLED BY THIS ONE ARE:
1. GRADG
2. AROW -- FILLS IN ONE ROW OF THE GRADIENT MATRIX
3. GRADPH
4. GRADF
5. WOLFE -- STANDARD QP SOLVER
6. EACTIV
7. ANGLE

VARIABLES
NJQ
NACTIV
G
E
PSI
Z
PHI
THETA
H
SCALE
NCUT
GAMMA
TOL
TOLER
GRAD
NEPTG

*******************************************************************

*DECK QP
SUBROUTINE QP (NJQ,NACTIV,G,E,PSI,Z,PHI,THETA,H,SCALE,NCUT,GAMMA,

1 TOL,TOLER,GRAD,NEPTG,NEPTF,A,PUSHF,PUSHG,PUSHPH>
************************************.~**************** *************C

C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C

COMMON lONE I JP,JQ,N
COMMON IFIVE I WS,WC,QQ,DELTAW,QMAX
COMMON ITAPES I NIN,NOU
COMMON INUMGRDI NGRADF,NGRADG,NGRADP

C
C THE MINIMUM REQUIRED DIMENSIONS OF THE ARRAYS ARE:
C S(NACTIV), D(NACTIV}, Q(NACTIV*NACTIV} ,R(NACTIV},
C MUBAR(NACTIV}. KOUT(7}, AA«NACTIV+2}*(3*NACTIV+2}},
C B(NACTIV+2), JH(NACTIV+2}, X(NACTIV+2}, PP(NACTIV+2},
C YY(NACTIV+2}, KB(3*NACTIV+2}, EE«NACTIV+2}*(NACTIV+2}},
C INFIX(S), ERR(S}, PRODCT(NACTIV}, ATHETA(NACTIV},
C ENORM(NACTIV}
C

REAL MUl,MU2
REAL MUBAR
INTEGER QQ,QMAX
PUSHMX = SS . .0'

WRITE (NOU,2S.0'.0')

C

C

DIMENSION
1
2
3
4
5

G( 1 ) , Z( 1 ) ,G RAD ( 1 ) , S( IS) ,A( NACTI V, 1 }, D( IS) , PHI ( NJQ, 1 ) ,
Q( lSS),R( un,MUBAR( 1.0'),
KOUT ( 7 ) ,AA ( 384 ) , B( 12 ) , J H( 12 ) , X( 12 ) , PP( 12 ) , YY( 12 ) ,
KB ( 32 ) , EE( 144 ) , I NF I X( S) , H( 1 ) , ERR ( 8 ) , NE PTF ( NJQ, 1 ) ,

NEPTG( 1), TOLER( 1), PRODCT( 1.0'), ATHETA( 1.0'), ENORM( 1.0'},
PUSHG( 1), PUSHPH( 1)
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NR = 1
SHAT = 0.0
DIFF = PSI - E

C
C COMPUTE THE GRADIENT OF THE COST FUNCTION AND FILL IN THE FIRST
C ROW OF A MATRIX WITH GRAD F I S(1).
C

CALL GRADF (N,Z,GRAD)
NGRADF = NGRADF + 1
WRITE (NOU,2060) (GRAD(II),II=1,N)
CALL AROW (S(1),SHAT,GRAD,N,TOL,A,NR.NACTIV)
R(NR) = PUSHF * (1.0 I S(NR) - 1.0)
IF {(JP.EQ.0) .AND. (JQ.EQ.0» GO TO 150

C
C DETERMINE E-ACTIVE CONSTRAINTS.
C

CALL EACTIV (NJQ,NACTIV,NR,G,PHI,DIFF,NEPTF,NEPTG,IACTIV,
1 NGACTV,Z)

C
C COMPUTE GRADIENTS OF THE E-ACTIVE CONVENTIONAL CONSTRAINTS AND
C FILL IN THE NR TH. ROW OF A MATRIX WITH GRAD G I S(NR)
C

IF (JP .EQ. 0) GO TO 110
IF (NGACTV .EQ. 0) GO TO 110

DO 100 I=l,JP
IF (NEPTG(I) .EQ. 0) GO TO 100
NR = NR + 1
CALL GRADG (N,I,Z,GRAD)
NGRADG = NGRADG + 1
WRITE (NOU,2020) I,(GRAD(II),II=l,N)
CALL AROW (S(NR),SHAT,GRAD,N,TOL,A,NR,NACTIV)
R( NR) = PUSHG( I) + (SCALE*( (1.0+( G( I)-PSI )/E )**2»

100 CONTI NUE
C COMPUTE GRADIENTS OF E-ACTIVE FUNCTIONAL CONSTRAINTS AND FILL
C IN NR TH. ROW OF A MATRIX WITH GRAD PHI I S(NR)
C

C

110 IF (JQ .EQ. 0) GO TO 150
IF (IACTIV .EQ. 0) GO TO 150
IGRAD = 1
DO 140 L=1,JQ
NCC= 1

130 NEPTFN = NEPTF(L,NCC)
IF (NEPTFN .EQ. 0) GO TO 140
K = NEPTFN
CALL GRADPH (N,NJQ,NACTIV,JQ,W0,WC,DELTAW,QQ,NEPTF,L,Z,K,GRAD,

1 IGRAD)
IGRAD = IGRAD + 1
NGRADP = NGRADP + 1
NR = NR + 1
WRITE (NOU,2030) L,K,(GRAD(II),II=1,N)
CALL AROW (S(NR),SHAT,GRAD,N,TOL,A,NR,NACTIV)
R(NR) = PUSHPH{L) + SCALE*«1.0+(PHI(L,K}-PSI)/E}**2)
NCC = NCC + 1
GO TO 13.0'

140 CONTINUE
C
C SET UP THE QUADRATIC PROGRAMMING PROBLEM AS
C MIN. (MU'*Q*MU + D'*MU) S.T. R'*MU = C , MU GE. 0.
C
C FORM VECTOR Q = A*A' ••. STORED COLUMN WISE.
C

150 DO 170 J=1,NR
DO 170 I=l,NR
M = I + (J-l)*NR
Q{M) = 0.0
DO 160 K=1,N

160 Q(M) = Q(M} + A(I,K}*A(J,K}
170 CONTINUE

C
C
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C FORM VECTOR D.
C

DO 18.0' I=1,NR
18.0' 0 ( I) = .0' •.0'

o( 1) = GAMMA * PSI / S( 1 )
C
C FORM VECTOR R.
C

PUSHMX

C

C

C

DO 19.0' I=1,NR
19.0' IF (R(I> .GT. PUSHM)(} R(I>

C = 1. .0'

WRITE (NOU,2.0'S.0') SHAT
CALL MPRINT (R,1,NR,3.0'HR VECTOR

CALL WOLFE (NR,Q,D,NCUT,TOLER,MUBAR,THETA,SV,KO,KOUT,AA,B,JH,X,
*PP,VV,KB,EE,INFIX,ERR,R,C)

THETA = -THETA
WRITE (NOU,2.0'l.0') THETA,KO,SV
CALL MPRINT (MUBAR,1,NR,3.0'HMUBAR VECTOR
IF (KO . GT. 1.0') GO TO 22.0'
DO 21.0' I=1,N
H( I )=tL.0'
DO 2.0'0 K=1,NR

2.0'.0' H(I) = H(I) - A(K,I)*MUBAR(K)
210 CONTINUE

C'

C

C

C

CALL MPRINT (H,1,N ,3.0'HDIRECTION VECTOR

CALL ANGLE (A,S,NR,N,H,NACTIV,PRODCT, ATHETA, ENORM)

RETURN

DIMENSION OF FUNCTIONAL CONSTRAINT ARRAVS.
DIMENSION OF E-ACTIVE ARRAYS.
NUMBER OF ROWS ALLREADV FILLED IN THE "A" MATRIX.
FUNCTIONS G.
MATRIX OF FUNCTIONS PHI.
PSI - EPSILON.
MATRtX CONTAINING INFORMATION ON E-ACTIVE PHI FUNCTIONS.
ITH. ROW CONTAINS MESH POINT NUMBERS AT WHICH ITH.
CONSTAINT IS ACTIVE.
VECTOR CONTAINING INFORMATION ON E-ACTIVE G FUNCTIONS.
A FLAG WITH THE FOLLOWING MEANING:

.0' IF NONE OF THE CONSTRAINTS ARE ACTIVE;
1 IF ANY OF THE G OR PHI CONSTRAINTS ARE ACTIVE.

NUMBER OF ACTIV G CONSTRAINTS.
VECTOR OF OPTIMIZATION VARIABLES.

(/SX,8HGRAD. G( ,I2,4H) = ,S(E14.6,SX»
(/SX,lgHGRAD. PHI( ,I2,lH"IS,4H) = ,S(E14.6,SX»
(/ISX,21HTHE QP WAS NOT SOLVED/SX,3HKO=,I2,SX,3HSV=,E14.7)
(/SX,7HSHAT = ,E14.6)
(/SX,1gHGRAD. F = ,S(E14.6,SX»

NEPTG
IACTIV

NGACTV
Z

NJQ
NACTIV
NROW
G
PHI
DIFF
NEPTF

************-*****************************************************

SUBROUTINE TO DETERMINE THE CONSTRAINTS WHICH ARE E-ACTIVE.
ARGUMENTS

22.0' WRITE (NOU,2.0'4.0') KO,SV
60.0' CALL TIMLOG

2.0'.0'.0' FORMAT (/SX,28HDIRECTION FINDING SUBPROBLEM/SX,28(1H-)//)
2.0'1.0' FORMAT (/SX,11HQP SOLUTION/SX,6HTHETA=,E14.6,SX,3HKO=,IS,5X,3HSV=,

lE14.6)
2g2g FORMAT
2g30 FORMAT
2g4.0' FORMAT
2.0'S.0' FORMAT
2g6g FORMAT

END
*DECK EACTIV

SUBROUTINE EACTIV (NJQ,NACTIV,NROW,G,PHI,DIFF,NEPTF,NEPTG,IACTIV,
1 NGACTV,Z)
******************************************************************C

C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C

COMMON ITAPES I NIN,NOU
COMMON lONE I JP,JQ,NN
COMMON IFIVE I Wg,WC,a,DELTAW,QMAX

C
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DIMENSION PHI(NJO,l),NEPTF(NJO,I),NEPTG(I),G(l),Z(I)
INTEGER Q,QMAX

C

C

NROWS = NROW
IF (JO .EO. 0) GO TO 200

~g ~== ~:~:~~CTIV
100 NEPTF(L,N) = 0

C
C-----DETERMINE E-ACTIVE FUNCTIONAL CONSTRAINTS (LOCAL MAXIMA'S)
C-----AND SET UP MATRIX NEPTF WHOSE ITH. ROW CONTAINS THE LOCATION
C-----OF E-ACTIVE(LOCAL MAX.) POINT FOR THE ITH. FUNCTIONAL CONSTRAINT.
C

NQ1 = Q - 1
IACTIV = 0
DO 140 L=l,JQ

C

C

C

N = 0
K = 1

PHIK = PHI(L,K)
PHIKP1 = PHI(L,K+l)
IF «PHIK.LT.DIFF) .OR. (PHIK.LT.PHIKPl)} GO TO 110
N = N + 1
NEPTF(L,N) = K
IACTIV = 1
WRITE (NOU,2000) L,K,PHIK

110 DO 120 K = 2,NQ1
PHI KM 1 = PHI K
PHIK = PHIKP1
PHIKP1 = PHI(L,K+1)
IF ((PHIK.LT.DIFF) .OR. (PHIK.LE.PHIKM1) .OR. (PHIK.LT.PHIKP1»

1 GO TO 12.0'
N = N + 1
NEPTF(L,N) = K
IACTIV = 1
WRITE (NOU,2000) L,K,PHIK

12.0' CONTINUE

PHIKM1 = PHIK
PHIK = PHIKP1
IF «PHIK.LT.DIFF) .OR. (PHIK.LE.PHIKM1» GO TO 130
N = N + 1
NEPTF(L,N) = 0
IACTIV = 1
WRITE (NOU,2000) L,Q,PHIK

130 NROWS = NROWS + N
140 CONTINUE

C
C-----CHECK DIMENSION OF ARRAVS USED IN OP
C

IF (NROWS .GT. NACTIV) GO TO 250
C
C-----oETERMINE E-ACTIVE CONVENTIONAL CONSTRAINTS.
C

200 IF (JP .EO . .0') GO TO 500
C

DO 210 I=I,JP
210 NEPTG( I) = 0

C
NGACTV = 0

C
DO 220 I=I,JP
IF (G ( I ) . LT. 01 FF) GO TO 220
NGACTV = NGACTV + 1
NEPTG( I) = 1

220 CONTINUE
C
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C-----DIMENSION CHECK FOR E-ACTIVE POINTS ARRAYS
C

C

C

NROWS = NROWS + NGACTV
IF (NROWS .GT. NACTIV) GO TO 2SZ

SPJPJ RETU RN

25PJ WRITE (NOU,2PJ3PJ) NROWS
CALL TIMLOG

C
C

2PJPJPJ FORMAT (/5X,4HPHI( ,I4,IH"I4,2H)=,EI4.6)
2PJ3PJ FORMAT (/5X,47HERROR--DIMENSION OF ARRAVS REQUIRED BV WOLFE IS

1,9HTOO SHORTI
2SX,33HEITHER INCREASE THE DIMENSION TO ,lSI
35X,22HOR,REDUCE EPSILON BAND )

END
*DECK AROW

SUBROUTINE AROW (SL,SHAT,GRAD,N,TOL,A,LL,NACTIV)
C *******************************************************************
C * *
C * THIS SUBROUTINE STORES THE SCALED GRADIENT IN THE A MATRIX *
C * AND THE SCALED FUNCTION DIFFERENCE IN THE VECTOR D. *
C * *
C * INPUT VARIABLES *
C * GRAD = GRADIENT TO BE STORED *
C * N DIMENSION OF Z *
C * TOL ZERO TOLERANCE *
C * LL ROW INDEX OF A MATRIX AND D TO STORE GRAD AND DIFF *
C * NACTIV= ROW DIMENSION OF "A" MATRIX *
C * OUTPUT VARIABLES *
C * SL INFINITV NORM OF GRAD *
C * SHAT MAX OVER SL *
C * A MA TRI X 0 F GRA DIE NT S *
C * *
C *******************************************************************

GRADJ

C

C

C

DIMENSION GRAD(I),A(NACTIV,I)

SL=ABS( GRAD( 1 »
DO lliJliJ J=2,N
GRADJ = ABS(GRAD(J»

IPJPJ IF (GRADJ .GT. SL> SL

IF (SL.LT.TOL) SL=l.1iJ
DO IlPJ J =1,N
GRADSL = GRAD(J) ISL
IF (ABS( GRADSL) . LT. TOL) GRADSL B.PJ

IIPJ A(LL,JI = GRADSL
IF (SL.GT.SHAT) SHAT=SL

RETURN
END

*DECK ANGLE
SUBROUTINE ANGLE (A,S,NR,N,H,NACTIV, PRODCT, THETA, ENORM)

C
C ****************************************************** **********~*
C
C THIS SUBROUTINE COMPUTES ANGLE BETWEEN ACTIVE CONSTRAINT GRADIENTS
C AND THE DIRECTION VECTOR GIVEN BV QP.
C INPUT VARIABLES:
C A MATRIX OF SCALED GRADIENTS OF COST AND ACTIVE CONSTRAINTS
C FIRST ROW OF THIS MATRIX ALWAVS CONTAINS COST GRADIENT.
C S VECTOR CONTAINING SCALING FACTORS BV WHICH THE GRADIENTS
C WERE DIVIDED IN MATRIX "A".
C NR NUMBER OF NONZERO ROWS IN A MATRIX.
C N NUMBER OF OPTIMIZATION VARIABLES.
C H DIRECTION VECTOR.
C NACTIV ROW DIMENSION OF A MATRIX.
C OUTPUT VARIABLES:
C PRODCT ARRAV CONTAINIG INNER PRODUCT OF EACH ROW OF A MATRIX
C WITH THE DIRECTION VECTOR.
C THETA VECTOR CONTAINIG ANGLES BETWEEN GRADIENTS AND DIRECTION
C VECTOR.
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C
C
C
C

ENORM
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= ARRAY CONTAINING ROW NORM OF A MATRIX.

C

DIMENSION A(NACTIV,I},S(I),H(I), PRODCT<I), THETA(I), ENORM(I)
COMMON ITAPES I NIN,NOU

C
C-----MULTIPLY ACTIVE CONSTRAINT GRADIENTS BY SCALING FACTOR BV WHICH
C-----THEV WERE DIVIDED WHILE SETTING UP QP

DO IBB I=l,NR
DO IBB J=l,N

1BB A( I , J ) =S( I )*A( I , J )
C----- COMPUTE NORM OF EACH ROW OF A MATRIX

DO lU I=I,NR
ENORM(I)=B.B
DO 12B J=l,N

lZB ENORM( I )=ENORM( I )+A( I,J )*A( I,J)
ENORM( I )=SQRT( ENORM( I»

1U CONTI NUE
C-----COMPUTE NORM OF DIRECTION VECTOR

HNORM=B.B
DO 13B I=l.N

13B HNORM=HNORM+H( I )*H( I)
HNORM=SQRT(HNORM)

C-----MULTIPLY NORM OF EACH ROW OF A MATRIX BY THE NORM OF DIRECTION
C-----VECTOR

DO 14B I=l,NR
ENORM( I )=ENORM( I )*HNORM
IF (ENORM(I) .EQ. B.B) GO TO lSB

14B CONTINUE
C-----COMPUTE INNER PRODUCT OF EACH ROW OF A MATRIX WITH H VECTOR

DO ISB I=I,NR
PRODCT< I )=B.B
DO 16B J=l,N

I6B PRODCT< I )=PRODCT( I )+A( I,J )*H(J)
ISB CONTINUE

C-----DIVIDE THE INNER PRODUCT BY PRODUCT OF NORMS AND TAKE THE
C-----ARC COSINE TO GET THE DESIRED ANGLE

PI = 4.B * ATAN(l.B)
FACT=ISB . .0'/PI
DO 17.0' I=I.NR
FACTOR = PRODCT(I) / ENORM(I)
SIGN = 1. .0'
IF (FACTOR .LT. B.B) SIGN = -l.B
TOL = ABS(FACTOR)
IF «TOL.GT.I.B) .AND. (TOL.LE.I.BBSI» FACTOR = SIGN
THETA(I) = ACOS(FACTOR)
THETA(I)=THETA(I)*FACT

I7B CONTINUE
WRITE (NOU,2BBB) THETA(l)
IF (NR .EQ. I) GO TO SBB
WR ITE (NOU. 2.0'1.0')
WRITE (NOU,ZBZB) (THETA(J),J=2,NR)

SBB RETURN

laB CALL MPRINT (H,1,N,(3BH H VECTOR
CALL MPRINT (S,I,NR,(3BH S VECTOR
WRITE (NOU, ZB3B)
CALL TIMLOG

»
»

C
2BBB FORMAT

1
2BU FORMAT

1
2.0'ZB FORMAT
2.0'3B FORMAT

1
END

(/SX,46HANGLE BETWEEN DIRECTION VECTOR AND COST GRAD.=
, E14.6)

(/SX,47HANGLES BETWEEN DIRECTION VECTOR AND CONSTRAINT
,4HGRAD)

(SX,aFU.2f)
(//SX.47HABNORMAL STOP--ROW NORM OF A MATRIX OR NORM OF

3aHDIRECTION VECTOR B IN SUBROUTINE ANGLE )
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PHI
NJO
G

ITRMAX
F
DELTA
TOL

THIS SUBROUTINE CALCULATES A STEP LENGTH USING THE
ARMIJO TEST.
VARIABLES IN THE ARGUMENT LIST HAVE THE FOLLOWING MEANING:
E CURRENT VALUE OF EPSILON.
PSI FUNCTION PSI.
H DIRECTION VECTOR.
Z CURRENT VALUES OF OPTIMIZATION VARIABLES.
ZNEW INTERMEDIATE VALUES OF OPTIMIZATION VARIABLES DURING

ARMIJO ITERATIONS.
MAXIMUM NUMBER OF ITERATIONS ALLOWED IN ARMIJO.
COST FUNCTION.
ARMIJO VARIABLE DELTA.
TOLERANCE FOR CHANGE IN OPTIMIZATION VARIABLES BETWEEN
I TE RA TION S.
CONSTRAINT FUNCTION PHI.
ROW DIMENSION OF ARRAV PHI.
G CONSTRAINT FUNCTIONS.

*******************************************************************

THE

HNORM = ABS(H(I»

COMMON lONE I JP,JO,N
COMMON ITWO I ALPHA,BETA,STPMAX,OLDSTP,ICOUNT
COMMON IFIVE I W0,WC,O,DELTAW,OMAX
COMMON ITAPES I NIN,NOU
COMMON INUMFUNI NFUNCF,NFUNCG,NFUNCP

DIMENSION ZNEW(I),Z{I),H(I),G(I),PHI(NJO,I)
INTEGER O,OMAX

WR ITE (NOU, 2000)
NITN = 1

CALCULATE THE INFINITV NORM OF H

DO 100 I=2,N
HI = ABS{H(I»
IF (HI .GT. HNORM) HNORM HI

10m CONTINUE
SMAX = STPMAX I HNORM
SMAX = AMAXI (1.0,SMAX)
S = OLDSTP
LFLAG=.0'
ALEDT = ALPHA * E * DELTA

110 DO 120 1=1, N
12.0' ZNEW(I) = Z(I) + S*H{I)

B = S * ALEDT
A = PSI - B

C

C

C

C
C
C

C

C

*DECK ARMIJO
SUBROUTINE ARMIJO (E,PSI,H,Z,ZNEW,ITRMAX,F,DELTA,TOL,PHI,NJO,

1 G)
*******************************************************************C

C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C

C
C IF PSI GT. 0 , IGNORE COST FUNCTION.
C

C
C

C

IF (PSI .GT. 0.m) GO TO 13m
A = 0.0
NFUNCF = NFUNCF + 1
CALL FUNCF (N,ZNEW,FNEW,NFUNCF)
IF «FNEW+B) .GT. F) GO TO 15m

130 IF (JP .EO. 0) GO TO 140

GNORM = A
NFUNCG = NFUNCG + 1
CALL FUNCG (N,JP,ZNEW,G,GNORM,NFUNCG)
IF (GNORM .GT. A) GO TO 150

C
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14.0' IF (JQ .EQ • .0') GO TO 145
PHNORM = A
NFUNCP = NFUNCP + 1
CALL FUNCPH (N,NJQ,JQ,ZNEW,W.0',WC,DELTAW,a,PHI,PHNORM,NFUNCP)
IF (PHNORM .GT. A) GO TO 15.0'

C
145 IF (LFLAG .EQ. -1) GO TO 16.0'

C
IF « S/BETA) .GT. SMAX) GO TO 16.0'
S=S/BETA
LFLAG=l
NITN = NITN + 1
IF ( NITN .GT. ITRMAX) GO TO 18.0'

C
GO TO 11.0'

C
15.0' S = S '" BETA

C
IF (LFLAG .EQ. 1) GO TO 16.0'
LFLAG=-l
NITN = NITN + 1
IF ( NITN .GT. ITRMAX) GO TO 18.0'

C
GO TO 11.0'

C
16.0' IF ( S . LT. TOll S = TOL

IF ( S .GT. SMAX) S = SMAX
C

DO 17.0' I=l,N
17.0' Z(I) = Z(I) + S"'H(I)

C
WRITE (NOU,2.0'l.0') NITN, S
IF «S.EQ.TOLl .AND. (OLDSTP.EQ.TOL» ICOUNT ICOUNT + 1
IF ( ICOUNT .GE. 1.0') GO TO 19.0'
OLDSTP = S
RETURN

C
18.0' WRITE (NOU,2.0'2.0') ITRMAX

GO TO 55.0'
19.0' WRITE (NOU,2.0'3.0') ICOUNT

C
55.0' CALL TIMLOG

C
2.0'.0'.0' FORMAT
2.0'1.0' FORMAT

1
2.0'2.0' FORMAT
2.0'3.0' FORMAT

1
C

(115X,24HSTEP LENGTH CALCULATIONS/5X, 24(lH-»
(/5X,2.0'HNO. OF ITERATIONS = 121

5X,2.0'HSTEP LENGTH = E14.6)
(/5X,36HNO. OF ITERATIONS IN ARMIJO EXCEEDS ,12)
(115X,48HPROGRAM STOP--STEP LENGTH TOO SMALL FOR THE LAST

,I5,l.0'HITERATIONS)

END
"'DECK TIMLOG

SUBROUTINE TIMLOG
C
C ******************************************************************
C PRINTS SOLUTION TIME LOG.
e ******************************************************************
C

C

COMMON ITAPES I NIN,NOU
COMMON ITIMES I TCONST,TQPT,TARMJT,TTOT
COMMON INUMFUNI NFUNCF,NFUNCG,NFUNCP
COMMON INUMGRDI NGRADF,NGRADG,NGRADP

WRITE (NOU,2.0'.0'.0') TCONST,TQPT,TARMJT,TTOT
WRITE (NOU,2.0'l.0') NFUNCF,NFUNCG,NFUNCP
WRITE (NOU,2.0'2.0') NGRADF,NGRADG,NGRADP
CALL EXIT

C
2.0'.0'.0' FORMAT (/5X,17HSOLUTION TIME LOG/5X,17(lH-)11

1 5X,45HTIME SPENT IN CONSTRAINT FUNCTION EVALUATION=,F1.0'.41
2 5X,45HTIME SPENT IN DIRECTION FINDING SUBPROBLEM •• =,F1.0'.41
3 5X,45HTIME SPENT IN STEP LENGTH CALCULATIONS ••.••. =,F1.0'.41
4 5X,45H TOTAL TIME SPENT (SECONDS) ...•...• =,F1.0'.4)



2010 FORMAT (115X,45HNUMBER
1 5X,45HNUMBER OF G
3 5X,45HNUMBER OF PHI

2020 FORMAT (115X,45HNUMBER
1 5X,45HNUMBER OF G
3 5X,45HNUMBER OF PHI

C
END
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OF COST FUNCTION EVALUATIONS =,ISI
FUNCTION EVALUATIONS ...•..... =,ISI
FUNCTION EVALUATIONS =,IS)
OF COST GRADIENT EVALUATIONS =,ISI

GRADIENT EVALUATIONS =,ISI
GRADIENT EVALUATIONS ......•.. =,IS)

*DECK ERROR
SUBROUTINE ERROR(I)

C ******************************************************************
C PRINTS ERROR MESSAGES
C ******************************************************************

COMMON ITAPESI NIN,NOU
C

GO TO (100,110,120,130) , I
100 WRITE(NOU,2000)

GO TO S00
110 WRITE(NOU,2010)

GO TO 500
120 WRITE(NOU,2020)

GO TO 500
130 WRITE (NOU,2030)

C
500 STOP
2~00 FORMAT (/5X,40HERROR--DIMENSION OF ARRAV Z IS TOO SHORT)
2010 FORMAT (/SX,49HERROR--NO. OF FUNCTIONAL CONSTRAINTS EXCEEDS MAX.)
2020 FORMAT (/5X,48HERROR--NO. OF DISCRETIZATION POINTS EXCEEDS MAX.)
2030 FORMAT (/5X,48HERROR--NO.OF INEQUALITV CONSTRAINTS EXCEEDS MAX.)

END
*DECK MPRINT

SUBROUTINE MPRINT (A,NRA,NCA,TITLE)
C ******************************************************************
C PRINTS MATRICES AND ARRAYS
C ******************************************************************

DIMENSION A(NRA,!},TITLE (3)
COMMON ITAPES I NIN,NOU
WRITE (NOU,100) TITLE
DO 110 NC=1,NCA,8
NCC=NC+7
IF (NCC.GT.NCA) NCC=NCA
WRITE (NOU,120) (N,N=NC,NCe)
DO 130 NR=l,NRA

138 WRITE (NOU,140) NR,(A(NR,N),N=NC,NCC)
110 CONTINUE

C

C

100 FORMAT( ISX,3A18}
120 FORMAT( 8X,8I14)
140 FORMAT(I4,4X,8E14.7}

RETURN
END
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"'DECK WOLFE
SUBROUTINE WOLFE (N,Q,D,NCUT,TOL,Z,PHI,SY,KO,KOUT,A,B,JH,X,P,Y, WOLF

* KB,E,INFIX,ERR,R,C)
WOLF
WOLF
WOLF
WOLF

WOLF
WOLF

WOLF
WOLF
WOLF
WOLF
WOLF
WOLF

WOLF
WOLF

WOLF

WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF

WOLF
WOLF
WOLF
WOLF
WOLF

VALUE OF Y( I J
OF OPTIMALITY CONDITION

OPTIMALITV CONDITON

REQUIRED ARRAYS

INPUT QUANTITIES

OUTPUT QUANTITIES

WOLFE SOLVES QUADRATIC MINIMIZATION PROBLEM
PHI = MIN ( ZQZl2 + DZ J

SUBJECT TO Z(IJ.GE.g.g FOR I=l,N
AND R '" Z = C

Q( N"'N J,D( NJ ,Z(NJ,A( (N+2J*( 3"'N+2J J,B( N+2 J,
JH(N+2J,X(N+2J,P(N+2J,Y(N+2J,KB(3*N+2J,
E«N+2l*(N+2JJ,R(NJ

N DIMENSION OF Z VECTOR
Q = SECOND ORDER COEFFICIENT MATRIX

(STORE COLUMNWISE)
o = FIRST ORDER COEFFICIENT VECTOR

NCUT= THE MAXIMUM NUMBER OF ITERATIONS
TOL= TOLERANCES FOR SIMPLEX ALGORITHM

Z = SOLUTION VECTOR
(THIS IS NOT THE Z OF THE MAIN PROGRAM)

PHI= MINIMUM FUNCTION VALUE
KO = OUTPUT CONDITION INDICATER FOR SIMPLEX

FOR SIMPLEX ALGORITHM
3 - FEASIBLE AND OPTIMAL
4 - NO FEASIBLE SOLUTION
5 - NO PIVOT, INFINITE SOLUTION
6 - ITERATION LIMIT ( NCUT ) EXCEEDED

FOR WOLFE ALGORITHM
Ig - INITIALIZATION FOR SIMPLEX FAILED
2g - SOLN DOES NOT SATISFY OPTIMAL COND'N
3g - BOTH OF Ig AND 2g HAPPENED

IT WAS OUR EXPERIENCE THAT KO .GE. Ig IS CAUSED BY THE IMBALANCE
OF THE ENTRIES OF MATRIX Q AND VECTOR 0

SY = SUM OF ABSOLUTE
THIS SY WILL BE A MEASURE FOR VIOLATION
NOTE ACCORDING TO WOLFE SY = g.g IS

DIMENSION Q(I),.D(I),Z(1),A(I),B(I),INFIX(8),TOL<4),KOUT<7J,
'" ERR(8),JH( 1 J,X( 1 J,P( 1 J,V( 1 ),KB( 1 J,E( 1 J,R( 1 J

SET INTEGERS FOR SIMPLEX ALGORITHM
NS=3"'N+2
MS=N+2
NMS=NS"'MS
NV=2"'N+3
INFIX(l)=1
INFIX(2J=NS
INFIX(3)=MS
INFIX(4)=MS
INFIX(S)=2
INFIX(6J=1
INFIX(7J=NCUT
INFIX(SJ=g
SET MATRI X A
DO Ig I=I,NMS

1.0' A(IJ=g . .0'
L=1
DO 12 J=I,N
I=(J-l )"'MS+2
DO 11 K=I,N
A( I J=Q( LJ
I =1+1

11 L=L+l
12 A(I)=R(J)

1=1+2
DO 13 K=I,N
A(I)=-R(KJ

13 1=1+1
1=1+2
DO 14 K=I,N
A(I)=-I . .0'

14 I=I+MS+l
I=I-MS+2

C

C

C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C



SUBROUTINE SMPLX (INFIX,A,B,TOL,PRM,KOUT,ERS,JH,X,P,Y,KB,E)
CBOSS MASTER SUBROUTINE OF RS MSUB, VERSION 2.
C

C

C
C

C

C

C

C

C

C

C
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DO 15 K=l,N
A(I)=R(K)

15 1=1+1
I =I + 1
DO 16 K=l,N
A(I)=l.B

16 I=I+MS
DO 19 K=l,N
DEL TA=-D( K) -Q( K)
1=(2*N+K+1)*MS+K+1
A( I )=SIGN( 1.B,DELTA)

19 CONTINUE
SET VECTORS
B( 1 )=B.B

DO 2B K= 1, N
2B B(K+1)=-D(K)

B(MS)=C
PRM = B.IO
DO 21 l=l,MS

21 JH(I)=l
DO 22 J=l,NS

22 KB(J)=B
KB( 1 )=1
DO 23 J=NY,NS

23 KB(J)=l
USE SIMPLEX ALGORITHM WITH ADDITIONAL REQUIREMENT
CORRECTION IS MADE ONLY IN SUBROUTINE MIN
CALL SMPLX (INFIX,A,B,TOL,PRM,KOUT,ERR,JH,X,P,Y,KB,E
KO = KOUT( 1 )
GET SUMY = SUM OF ( ABS(X(KB(J»),J=NY,NS ), WHICH SHOULD BE ZERO
SUMY=B.B
DO 25 J=NY,NS
KBJ=KB(J)
!F(KBJ) 25,25,24

24 SUMY=SUMY+ABS (X(KBJ»
25 CONTI NUE

SY = SUMY
CHECK IF SUMY = B.B, WHICH IS OPTIMAL CONDITION FOR WOLFE
IF (ABS(SUMY> .LE. TOL< 1» GO TO 2
KO = KO + 2B
GET Z VECTOR FROM X AND KB

2 DO 28 J=l,N
KBJ=KB( J )
IF(KBJ) 26,26,27

26 Z(J)=B.B
GOTO 28

27 Z(J)=X(KBJ)
28 CONTINUE

GET PHI = MIN VALUE
PHI = B.B
L=B
DO 31 J=l,N
SUM=D(J)
DO 3B I=I,N
L=L+1

3B SUM = SUM + Z( I )*Q(l)*B.5
31 PHI = PHI + SUM*Z(J)

RETURN
END

oI ME NSION IN FI X( 8 ) ,A ( 1 ) ,B ( 1 ) , TOL< 4 ) , KOUT< 7 ) ,E RS ( 8 ) ,J H( 1 ) , X( 1 ) ,
1 P(1),Y(1},KB(1),E(1),ZZ(4), IOFIX(16) ., TERR(8)

EQUIVALENCE (INFLG ,IOFIX(1) ), (N , IOFIX(2) > ,
1 (ME,IOFIX(3», (M,IOFIX(4», (MF,IOFIX(S»,
2 (MC, IOFIX(6) >, (NCUT, IOFIX(7) ) , ( NVER, IOFIX(8) ),
3 ( K, IOFIX(9) ), (ITER, 10FIX(U> ), (INVC , 10FIX(11) >

EQUIVALENCE (NUMVR, IOFIX(12) >, ( NUMPV, IOFIX(13) > ,
4 (INFS, IOFIX(14l l, (JT, IOFIX(15» ,< LA , IOFIX(16) >,
5 (ZZ(l>,TPIV>, (ZZ<2l,TZERO>,(ZZ(3l,TCOSTl,(ZZ(4).TECOl)

WOLF

WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF

WOLF
WOLF
WOLF

WOLF
WOLF

WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF

WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF

MSUB2BBl
MSUB2BB2
MSUB2BB4
MSUB2BBS
MSUB2BB6
MSUB2BB7

MSUB2BB9
MSUB2B1B

MSUB2B13
MSUB2B14
MSUB2B1S
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C
C CHECK CHANGE OF PHASE .. GO BACK TO INVERT IF GONE INFEAS.

IF {INFS - JIN } 132fJ, 5ZZ, 2ZZ
C BECOME FEASIBLE

2fJZ INFS = Z
2fJl PMI X fJ.fJ
5RJRJ CALL GET M, MC, MF, JH, X, P, E, INFS, PMIX

CALL MIN JT, N, M, A, P, KB, ME, TCOST }
JM JT
J = JM

IF {JM} 2Z3, 2Z3, 222
C ALL COSTS NON-NEGATIVE ••• K = 3 OR 4

2Z3 K = 3 + INFS
GO TO 257

C NORMAL CYCLE
222 CALL JMV ( J, A, E, M, V, ME)

CAL L ROW ( I R, M, MF, J H, X, V, TP I V )
C TEST PIVOT

2fJ6 IF { I R} 2Z7, 2fJ7, 21 Z
C NO PIVOT

2Z7 K = 5
257 IF (PMIX) 2fJl, 4fJfJ, 2fJl

C ITERATION LIMIT FOR CUT OFF
21fJ IF (ITER -NCUT 2Z8, 16Z, 16fJ

C PIVOT FOUND
2Z8 CALL PIV IR, V, M, E, X, NUMPV, TECOL
221 JOLD = JH{ IR)

IF {JOLD} 213, 213, 214
214 KB{JOLD) fJ
213 KB{JM) = IR

JH{IR) =JM
LA fJ
ITER ITER +1
INVC INVC +1

C INVERSION FREQUENCV
IF (INVC-NVER ) UZ, 132Z, lZfJ

C CUT OFF TOO MANY ITERATIONS
16.0' K = 6
4fJfJ CALL

IF (LA)
191 LA 4

IF (INFLG
193 IF (K-5)
194 CALL

C
1392 DO 13Z9
13fJ9 ERS{I)

MOVE INPUTS
DO 134.0' I= I, 8

TERR{I) fJ.fJ
IOFIX{I+8) fJ

134fJ IOFIX(I} INFIX{I)
DO 13fJ8 I· 1 , 4

13fJ8 ZZ{ I} TOL< I)
PMIX = PRM
TCOST ABS (TCOST)
M2 = M"''''2
INFS = 1
LA fJ

MSUBZ.0'16
MSUB2.0'17
MSUB2Z18
MSUB2.0'19
MSUB2.0'2fJ
MSUB2.0'21
MSUB2.0'22
MSUB2.0'23

MSUB2.0'25
MSUB2.0'26
MSUB2.0'27
MSUB2.0'28
MSUB2fJ29
MSUB2.0'3fJ
MSUB2.0'31
MSUB2.0'32
MSUB2.0'33
MSUB2.0'34
MSUB2.0'35
MSUB2.0'36
MSUB2.0'37
MSUB2.0'38
MSUB2.0'39
MSUB2.0'4fJ
MSUB2.0'41
MSUB2.0'42
MSUB2fJ43
MSUB2.0'44
MSUB2.0'45
MSUB2.0'46
MSUB2.0'47
MSUB2.0'48
MSUB2fJ49
MSUB2fJ5fJ
MSUB2fJ51
MSUB2.0'52
MSUB2.0'53
MSUB2.0'54
MSUB2.0'55
MSUB2.0'56
MSUB2.0'57
MSUB2.0'58
MSUB2.0'59
MSUB2Z6fJ
MSUB2Z61
MSUB2.0'62
MSUB2.0'63
MSUB2.0'64
MSUB2.0'65
MSUB2.0'66
MSUB2fJ67
MSUB2.0'68
MSUB2.0'69
MSUB2Z7Z
MSUB2.0'71
MSUB2Z72
MSUB2Z73
MSUB2.0'74
MSUB2fJ75
MSUB2.0'76
MSUB2.0'77
MSUB2Z78
MSUB2.0'79
MSUB2.0'8.0'
MSUB2.0'81
MSUB2.0'82

MSUB2.0'84
MSUB2.0'85
MSUB2.0'86
MSUB2.0'87
MSUB2fJ88

ZERO OUTPUTS

4 ) 132fJ, 193, 193
1392, 194, 1392

JMY ( J, A, E, M, V, ME )
SET EX IT VALUES

1= 1, 8
TERR{ I )

ERR ( M, A, B, TERR, JH, X, P, V, ME, LA )
193, 191, 193

CHECK FOR ILLEGAL INPUT
IF (N) 13fJ4, 13fJ4, 1371

IF (M - MF ) 13fJ4, 13fJ4, 1372
IF (MF - MC) 13fJ4, 13fJ4, 1373
IF { MC } 13fJ4 ,13fJ4, 1374
IF (ME - M ) 13fJ4, 1375, 1375

K 7
GO TO 1392
IF{INFLG-{INFLG/4}'" 4 -1) 14fJfJ, 132fJ, IfJfJ

CALL NEW (M,N, JH, KB, A, B, MF, ME )
CALL VER ( A, B, JH, X, E, KB, V, N, ME, M, MF, INVC,

NUMVR, NUMPV, INFS, LA, TPIV, TECOL, M2 )
PERFORM ONE ITERATION

CALL XCK M, MF, JH, X, TZERO, JIN )IfJZ

1371
1372
1373
1374
13fJ4

1375
14fJfJ
132fJ

1

C

C

C
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C
3.0'.0' DT = .0'.

KDEL = (JM - 1) * ME

SUBROUTINE DEL ( JM, DT, M, A, P, ME )
CDELS DELTA-JAV. PRICES OUT ONE MATRIX COLUMN

DIMENSION A( 1), P( 1)

3.0'1 DO 3.0'3 IDEL = 1, M
KDEL = KDEL + 1
IF ( A(KDEL»3.0'4, 3.0'3, 3.0'4

3.0'4 IF ( P(IDEL) ) 3.0'2, 3.0'3, 3.0'2
3.0'2 DT = DT + P(IDEL) * A(KDEL)
3.0'3 CONTINUE

399 RETURN
END

MSUB2135
MSUB2136
MSUB2137
MSUB2138
MSUB2139
MSUB214.0'
MSUB2141

MSUB2144
MSUB2145
MSUB2146
MSUB2147

MSUB2.0'89
MSUB2.0'9.0'
MSUB2.0'91
MSUB2.0'92
MSUB2.0'93

MSUB2.0'96
MSUB2.0'95
MSUB2.0'97
MSUB2.0'98
IvlSUB2.0'99
MSUB2l.0'.0'
MSUB2l.0'1
MSUB2l.0'2
MSUB21.0'3
MSUB2l.0'4
MSUB21.0'5
MSUB2l.0'6
MSUB2l.0'7
MSUB2l.0'8
MSUB21.0'9
MSUB21l.0'

MSUB2113
MSUB2112
MSUB2114
MSUB2115
MSUB2116
MSUB2117
MSUB2118
MSUB2119
MSUB212.0'
MSUB2121
MSUB2122
MSUB2123
MSUB2124
MSUB2125
MSUB2126
MSUB2127
MSUB2128
MSUB2129
MSUB213.0'
MSUB2131
MSUB2132

482, 481, 481

= 1, 7
IOFIX(I+8)

D0481I=I,M
VI = VII)
IF ( JH(I» 472,471,472
VI=VI+X(l)

TERR(LA+1) = TERR(LA+l) + ABS (VI)
IF (ABS (TERR(LA+2»- ABS ( VI
TERR(LA+2) = VI

CONTINUE

FIND SUM AND MAXIMUM OF ERRORS

STORE P TIMES BASIS AT DT

SUBROUTINE ERR ( M, A, B, TERR, JH, X, P, V, ME, LA )
ERROR CHECK. COMPARES AX WITH B, PA WITH ZERO

DIMENSION JH(l), AU), B(I), X(I), P(1), V(I), TERR(8)
STORE AX-B AT V

DO 411 I = 1, M
JM = JH( I )
IF (JM ) 3.0'.0', 411 , 3.0'.0'

CALL DEL ( JM, DT, M, A, P, ME )
TERR(LA+3) TERR(LA +3) + ABS (DT)
IF (ABS (TERR(LA+4» ABS (DT) ) 413, 411, 411
TERR(LA+4) DT

CONTI NUE
RETURN
END

DO 4.0'1 I = 1, M
VII) =-B(I)
DO 4.0'2 I = 1, M
JA=JH(I)
IF (JA) 4.0'3, 4.0'2, 4.0'3
IA =ME* (JA-l)
DO 4.0'5 IT = 1, M
IA = IA + 1
IF ( A( IA) ) 41 5, 4.0'5, 415
V( IT) =V( IT) +X( I) * A( IA)
CONTINUE
CONTINUE

482
481

3.0'.0'
41.0'

471
472

413
411

4.0'3

415
4.0'5
4.0'2

4.0'1

END

DO 1329
1329 KOUT( I )

RETURN

C

C

C

C

C

C

C

C

C

CERRS

C

SUBROUTINE GET ( M, MC, MF, JH, X, P, E, INFS, PMIX )
CGETS GET PRICES

DIMENSION JH(l), X(1), P(l), Eel)

5.0'2 DO 5.0'3 J = 1 , M
P(J) = E(MMM)

5.0'3 MMM =MMM + M
IF ( INFS ) 5.0' 1 , 599, 5.0'1

C COMPOSITE PRICES
5.0'1 DO 5.0'4 J = 1 , M
5.0'4 P(J ) = P(J)* PMIX

C
5.0'.0' MMM = MC

PRIMAL PRICES

MSUB2151
MSUB215.0'
MSUB2152
MSUB2153
MSUB2154
MSUB2155
MSUB2156
MSUB2157
MSUB2158
MSUB2159
MSUB216.0'
MSUB2161
MSUB2162
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C

C

DO 5.0'5 I = MF, M
MMM =1
IF (X ( I) ) 5.0'6, 5.0'7, 5.0'7

5.0'6 DO S.0'8 J = I, M
P(J) = P(J) + E(MMM)

S.0'8 MMM = MMM + M
GO TO S.0'S

5.0'7 IF (J H( I » S.0'S, S.0'9, S.0'S
S.0'9 DO SI.0' J = I, M

P(J) = P(J) - E(MMM)
S12 MMM = MMM +M
S2S CONTINUE

S99 RETURN
END

MSUB2163
MSUB2164
MSUB2165
MSUB2166
MSUB2167
MSUB2168
MSUB2169
MSUB217.0'
MSUB2171
MSUB2172
MSUB2173
MSUB2174
MSUB217S
MSUB2176
MSUB2177

C

SUBROUTINE JMV (JT, A, E, M, V, ME )
CJMVS J MULTIPLV. BASIS INVERSE * COLUMN J

DIMENSION A(I), E(I), V{I)

622 DO 61.0' 1= I,M
612 V( I) =2.

LP JT*ME - ME
LL = 2
DO 6.0'S 1= 1, M
LP = LP + 1
IF (A(LP» 621,622,621

6.0'1 DO 6.0'6 J 1, M
LL = LL + 1

6.0'6 V(J) = V(J) + A(LP) * E(LL)
GO TO 6.0'S

6.0'2 LL = LL + M
6.0'S CONTINUE
699 RETURN

END
SUBROUTINE MIN ( JT, N, M, A, P, KB, ME, TCOST )

C THIS SUBROUTINE IS FOR THE MODIFIED (QP) PROGRAM
CMINS MIN D-J. SELECTS COLUMN TO ENTER BASIS

DIMENSION AU), P(I), KB{I)

7.0'2 JT = 2
DA = TCOST

721 DO 7.0'2 JM = I, N

MSUB2199
MSUB2221
MSUB2222
MSUB2223
MSUB2224
MSUB222S
MSUB2226
MSUB2227
MSUB2228
MSUB2229
MSUB2212
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
WOLF
MSUB2213
MSUB2214
MSUB221S
MSUB2218
MSUB2217
MSUB2219
MSUB22Z2
MSUB2221
MSUB2222
MSUB2223
MSlJB2224
MSUB222S
MSUB2226
MSUB2227
MSUB2228

MSUB2182
MSUB2179
MSUB2181
MSUB2182
MSUB2183
MSUB2184
MSUB218S
MSUB2186
MSUB2187
MSUB2188
MSUB2189
MSUB2192
MSUB2191
MSUB2192
MSUB2193
MSUB2194
MSUB219S
MSUB2196
MSUB2197
MSUB222.0'

INSTALL SINGLETONS

= 1, M

KT = .0'
DO 14.0'2 J = 1, N

KB(J) = 2
KTA KT + MF
KTB = KT + M

SKIP COLUMNS IN BASIS
IF ( KB(JM) ) 7.0'2, 3.0'2, 7.0'2

CALL DEL ( JM, DT, M, A, P, ME )
IF (DT - DA) 728, 7.0'2, 722
CHECK IF JM VIOLATES ADDITIONAL REQUIREMENT OF USABILITY,

I.E., ZE(I+N+l)"'ZE{I) = .0' . .0' FOR I=I,{N+l)

DO 1421
JH(I) = 2

NP=M-l
IF{JM-NP) 71.0',712,712
JMNP=JM+NP
GOTO 714
JMNP=JM-NP
IF(KB(JMNP» 7.0'2,716,7.0'2
JM MAVBE ADMITTED
DA=DT
JT=JM
END OF CORRECTION FOR WOLFE

CONTI NUE
RETURN
END
SUBROUTINE NEW (M,N, JH, KB, A, B, MF, ME )

STARTS PHASE ONE
DIMENSION JH(I), KB(I), A(I), B(I)

INITIATE

C

C

C
723
322
72S

C
C

728

712

712
714

C
716

C
7.0'2

CNEWS

C
14.0'2
14.0'1

C
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C

T3 = XIIR) I T2
XIIR} =.0'.
DO 9.0'8 I = 1, M

9.0'8 XI I) = XI I} +T3'" VI I )
C RESTORE VIIR}

SUBROUTINE PIV C IR, Y, M, E, X, NUMPV, TECOl }
CPIVS PIVOT. PIVOTS ON GIVEN ROW

DIMENSION VII), Ell}, XII)
C lEAVE TRANSFORMED COLUMN IN VII)
C

C
C AMONG EQS. WITH X=.0' , FIND MAX ABSIV) AMONG ARTIFICIAlS, OR, IF NONE.
C GET MAX POSITIVE VCI) AMONG REAlS.

1.0'.0'.0' IR = .0'
AA = .0' . .0'
IA .0'
DO 1.0'5.0' I = MF, M
IF I XII» 1.0'5.0',1.0'41, 1.0'5.0'

1.0'41 VI ABS I VII»
IF I VI TPIV) 1.0'5.0', 1.0'5.0', 1.0'42

1.0'42 IF I JHI I» 1.0'43, 1.0'44, 1.0'43
1.0'43 I FIlA) 1.0'5.0', 1.0'48, 1.0'5.0'
1.0'48 I F I VI I}) 1.0'5.0', 1.0'5.0', 1.0'45
1.0'44 I FIlA) 1.0'45, 1.0'46, 1.0'45
1.0'45 IF I VI AA) 1.0'5.0', 1.0'5.0', 1.0'47
1.0'46 IA = 1
1.0'47 AA VI

IR I
1.0'5.0' CONTI NUE

MSUB2282
MSUB2281
MSUB22B3
MSUB2284
MSUB2285
MSUB2286
MSUB2287
MSUB2288
MSUB2289
MSUB229.0'
MSUB2291

MSUB2293
MSUB2294
MSUB2295
MSUB2296
MSUB2297
MSUB2298
MSUB2299
MSUB23.0'.0'
MSUB2301
MSUB23.0'2

MSUB2229
MSUB223..0'
MSUB2231
MSUB2232
MSUB2233
MSUB2234
MSUB2235
MSUB2236
MSUB2237
MSUB2238
MSUB2239
MSUB224.0'
MSUB2241
MSUB2242
MSUB2243
MSUB2244
MSUB2245
MSUB2246

MSUB2249
MSUB2248
MSUB225.0'
MSUB2251
MSUB2252
MSUB2253
MSUB2254
MSUB2255
MSUB2256
MSUB2257
MSUB2258
MSUB2259
MSUB226.0'

MSUB2262
MSUB2263
MSUB2264
MSUB2265
MSUB2266
MSUB2267
MSUB226B
MSUB2269
MSUB227.0'
MSUB2271
MSUB2272
MSUB2273
MSUB2274
MSUB2275
MSUB2276
MSUB2277
MSUB2278
MSUB2279

914, 914, 9..0'5

TAllV ENTRIES IN CONSTRAINTS

NUMPV +

CHECK WHETHER J IS CANDIDATE
IF IKQ - 1) 14.0'2, 14.0'5, 14.0'2

= lQ- KT
IF I JHIIQ) ) 14.0'2, 14.0'6, 14.0'2

IAI lQ)"'BI IQ» 14.0'2, 14.0'7, 14.0'7
J IS CANDIDATE. INSTAll

SUBROUTINE ROW I IR, M, MF, JH, X, V, TPIV }
ROW SELECTION--COMPOSITE

DIMENSION JH(1), XII), VII}

KQ =.0'
DO 14.0'3 l = KTA,KTB
IF IAIl» 14.0'4,14.0'3,14.0'4
KQ = KQ+1
lQ = l

CONTINUE

JHIIQ) = J
KBIJ) = IQ
KT = KT + ME
RETURN
END

T2=-VIIR}
VIIR) =-1.
II = .0'

TRANSFORM X

TRANSFORM INVERSE

9..0'.0' NUMPV

9.0'3 DO 9.0'4 JP= 1, M
l = II + IR
IF I ABS I EILl - TECOLl

914 II = II + M
GO TO 9.0'4

9.0'5 T3 = Ell) I T2
Ell) =.0'.
DO 9.0'6 I 1, M
ll= II +1

9.0'6 EIll) = EIlL} +T3'" VII)
9..0'4 CONTINUE

VIIR)=-T2

999 RETURN
END

14.0'5 I Q

14..0'2

14.0'4

C

C

C

C

14.0'6 IF
C

14.0'7

C

14.0'3
C

CROWS

C
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C
SUBROUTINE VER { A, B, JH, X, E, KB, V, N, ME, M, MF, INVC,

1 NUMVR, NUMPV, INFS, LA, TPIV, TECOL, M2 }
CVERS FORMS INVERSE FROM KB

DIMENSION A{I}, B(l}, JH{l}, X(l}, E{I}, KB{I}, V{l}
C
C INITIATE

IF {LA} 1121, 1121, 1122
1121 I NVC = .0'
1122 NUMVR NUMVR +1

DO 1181 I I, M2
1181 E{I}=.0'.

MM=1
DO 1113 I 1, M

E{MM} =1 •.0'
X{I} = B{I)

1113 MM = MM + M + 1
DO 111. I = MF. M

IF {JH{I}} 1111, 1118, 1111
1111 JH{I} = 12345
1118 CONTINUE

INFS " 1

MSUB23.0'3
MSUB23.0'4
MSUB23.0'5
MSUB23.0'6
MSUB23.0'7
MSUB23.0'8
MSUB23.0'9
MSUB231.0'
MSUB2311
MSUB2312
MSUB2313
MSUB2314
MSUB2315
MSUB2316
MSUB2317
MSUB2318
MSUB2319
MSUB232.0'
MSUB2321
MSUB2322
MSUB2323
MSUB2324
MSUB2325
MSUB2326

MSUB2329
MSUB233.0'
MSUB2328
MSUB2331
MSUB2332
MSUB2333
MSUB2334
MSUB2335
MSUB2336
MSUB2337
MSUB2338
MSUB2339
MSUB234.0'
MSUB2341
MSUB2342
MSUB2343
MSUB2344
MSUB2345
MSUB2346
MSUB2347
MSUB2348
MSUB2349
MSUB23S.0'
MSUB2351
MSUB2352
MSUB2353
MSUB2354
MSUB2355
MSUB2356

MSUB:b58

MSUB236.0'
MSUB2361
MSUB2362
MSUB2363
MSUB2364
MSUB2365
MSUB2366
MSUB2367
MSUB2368
MSUB2369
MSUB237.0'
MSUB2371
MSUB2372
MSUB2373
MSUB2374
MSUB2375
MSUB2376
MSUB2377

ME )

11.0'9, 1112, 1189

IR, V, M, E, X, NUMPV, TECOL }

M
1.0'3., 183.
BB } 1.0'22, 1.0'3.0', 1.0'3.

X{ I } } 1.0'24, 1.24, 1.0'3.

I = MF, M
- 12345} 11.0'4, 11.5, 1184
V{ I} } - TV} 11.4, 11.0'4, 11.0'6

{ V{ I }

FORM INVERSE
J " 1, N
} 6• .0', 11.0'2 , 6.0'.0'
JMV ( J, A, E, M, V,

CHOOSE PIVOT

DO 11.0'2
IF { KB{J}

CALL

PIVOT

DO 11.9
IF { JH{I}
JH{ I} = •

CONTI NUE
RETURN
END

JH{IR} "J
KB{J} = IR

CALL PIV
CONTINUE

RESET ARTIFICIALS
I " 1, M
- 12345

TEST PIVOT
IF {TV - TP I V} 1187, 1188, 1188

BAD PIVOT, ROW IR, COLUMN J
KB{J} = •
GO TO 11.2

TV = .0'.
DO 11.0'4

IF {JH{I}
IF { ABS {
IR "I
TV = ABS

CONTINUE

9••
1182

C

1112
11.9

6••

C
11.0'8

C
1114

IF
18.0'1 AA

C

11.0'5
11.0'6

1184
C

C
11.0'7

{IR}I.0'99,I.0'.0'I,I.0'99
= 1 •.0'E+2.0'

FIND MIN. PIVOT AMONG POSITIVE EQUATIONS
DO 1818 IT = MF , M .
IF {V{ IT> TPIV} 1.18, 1.18, 18.0'2

1.0'.0'2 IF {X{IT}} 1.0'1.0', 1.0'1.0', 1.0'.0'3
18.0'3 XV X{ IT} / V{ IT}

IF { XV - AA} 1.0'.4, 18.5, 181.0'
1.0'.5 IF { JH{ IT>} 1.0'1.0', 1.0'.0'4, 1.0'18
1••4 AA = XV

I R = IT
1.0'1. CONTI NUE

C FIND PIVOT AMONG NEGATIVE EQUATIONS, IN WHICH X/V IS LESS THAN THE
C MINIMUM X/V IN THE POSITIVE EQUATIONS, THAT HAS THE LARGEST ABSF{¥)

1816 BB = - TPIV
DO 1.3.0' I = MF ,
IF (X{I» 1812,

1.0'12 IF {V{I}
1.22 IF { V{ I} * AA
1.24 BB V{I)

I R I
1.0'3.0' CONTINUE
1899 RETURN

END

C
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C
SUBROUTINE XCK ( M, MF, JH, X, TZERO, JIN ) MSUB23S.0'

CXCKS X CHECKER MSUB2379
DIMENSION JH(1), X( 1 ) MSUB2381

C MSUB2382
C RESET X AND CHECK FOR INFEASIBILITIES MSUB2383

1212 JIN .0' MSUB2384
DO 12.0' 1 I = MF, M MSUB2385
IF ( ABS ( X( I ) ) - TZERO) 12.0'2, 12.0'3, 12.0'3

12.0'2 X( I) = .0' •.0' MSUB2387
GO TO 12.0'1 MSUB2388

12.0'3 IF ( X( Il ) 12.0'6, 12.0'1, 12.0'5 MSUB2389
12.0'5 IF ( J H( I ) ) 12.0' 1 , 12.0'6, 12.0'1 MSUB239.0'
12.0'6 JIN = 1 MSUB2391
12.0'1 CONTI NUE MSUB2392

RETURN MSUB2393
END MSUB2394
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APPENDIX C - User-Supplied Subroutines for Constrained Minimiza­
tion Test Problem
SUBROUTINE FUNCF (N, Z, F, NFUNCF)

C ****************************************************************
C COST FUNCTION EVALUATION.
C **************************************************.**************
C

DIMENSION Z{ I}
c

Zl Z{ 1 )
Z2 Z(2)
Z3 Z(3}
Z4 Z(4}

C
F Zl*Zl + Z2*Z2 + 2.8*Z3*Z3 + Z4*Z4 - 5.8*Zl - 5.8*Z2 -

1 21.8*Z3 + 7.8*Z4
C

RETURN
END
SUBROUTINE GRADF (N, Z, GRAD)

C ******************************************************************
C EVALUATES GRADIENT OF COST FUNCTION.
C ******************************************************************
C

2.8 * ZI - 5.8
2.8 * Z2 - 5.8
4.8 * Z3 -21.8
2.fiJ * 24 + 7.fiJ

C

C

C

DIMENSION Z{ 1), GRAD( 1)

ZI Z{ 1 )
Z2 Z(2)
Z3 Z(3)
Z4 Z(4)

GRAD{l)
GRAD(2)
GRAD(3)
GRAD(4)

RETURN
END
SUBROUTINE FUNCG (N, JP, Z, G, PSI, NFUNCG)

C ************************************************************.******
C EVALUATES CONVENTIONAL INEQUALITY CONSTRAINTS ( FUNCTION G )
C ****************************************************************
C

C
DIMENSION Z(I), G(I)

ZI Z( 1 )
Z2 Z(2)
Z3 Z(3)
Z4 Z(4)

C
G{ 1 }
G (2)
G(3}

ZI*ZI + Z2*Z2 + Z3*Z3 + Z4*Z4 + ZI - Z2 + Z3 - Z4 - 8.S
ZI*ZI + 2.8*Z2*Z2 + Z3*Z3 + 2.8*Z4*Z4 - ZI - Z4 - IS.fiJ
2.S*ZI*ZI + Z2*Z2 + Z3*Z3 + 2.8*ZI - 2.8*Z2 - Z4 - 5.8

C

US
C

DO 188 I=I,JP
IF (G( I) .GT. PSI> PSI G( I>

RETURN
END
SUBROUTINE GRADG (N, J, Z, GRAD)

C ****************************************************************
C EVALUATES GRADIENTS OF G FUNCTIONS
C ****************************************************************
C

C

C
1

DIMENSION Z{ 1 }, GRAD( 1 }

GO TO (I, 2, 3 ) , J

GRAD( 1 } 2.8 * Z( 1 } + 1.8
GRAD{2} 2.8 * Z{ 2} - 1.8
GRAD(3l 2.fiJ * Z( 3) + 1.fiJ
GRAD( 4} 2.8 * Z( 4) - 1..0'
RETURN
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C
2 GRAD(l)

GRAD(2)
GRAD( 3)
GRAD( 4 )
RETURN

2.g '" Z( 1) - 1.g
4.g '" Z(2)
2.g '" Z(3)
4.g'" Z(4) - log

4.g '" Z( I} + 2.g
2.g'" Z(2) - log
2.g '" Z(3}
-log

GRAD( 1 }
GRAD(2)
GRAD(3)
GRAD(4)
RETURN

END
SUBROUTINE FUNCPH <N, NJO, JO, Z, Wg, WC, DEL TAW, NO, PHI, PSI,

1 NFUNCP)
C "'''''''''''''''' "'''''''*'''''''''''' "''''''' "''''''''''''' "''''''''''''''''''''''''''''''' "'''''''''''''''''''''''''''' "''''''''''''''''''''''''''''''' "''''''''''''''''''''''''''''
C EVALUATES DYNAMIC CONSTRAINTS ( FUNCTIONS PHI )
C ****************************************************************
C

C

C
3

C
DIMENSION Z(l), PHI(NJO,ll

RETURN
END
SUBROUTINE GRADPH (N, NJO, NACTIV, JO, Wg, WC, DEL TAW, NO, NEPTF,

1 L, Z, K, GRAD, IGRAD)
C *************************************.**************************
C EVALUATES GRADIENTS OF PHI CONSTRAINT FUNCTIONS
C ****************************************************************
C

C
DIMENSION Z(l), GRAD(l), NEPTF(NJO,l)

RETURN
END
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APPENDIX D - User-Supplied Subroutines for PID Controller Problem
SUBROUTI NE FUNCF (N, Z, F, NFUNCF)

C ****************************************************************
C COST FUNCTION EVALUATION.
C ****************************************************************
C

C

C

DIMENSION Z( 1)

21 Z( 1 )
22 Z(2)
23 Z(3)

C

DENOM = Z2 * (4Z8.Z + 56.Z * Z1 - 5Z.Z * Z2 + 6Z.Z * 23 +
1 1Z.Z*Z1*23-2.Z*Z1*Z1)

ANUM = Z2 * (122.Z + 17.Z * Z1 - 5.Z * Z2 + 6.Z * Z3 + Z1 * Z3) +
1 1BZ.Z * 23 - 36.Z * 21 + 1224.Z

F = ANUM / DENOM

RETURN
END
SUBROUTINE GRADF (N, Z, GRAD)

C ******************************************************************
C EVALUATES GRADIENT OF COST FUNCTION.
C ******************************************************************
C

C

C

DIMENSION Z(I), GRAD(l)

21 2( 1 )
22 Z(2)
23 2(3)

DENOM = Z2 * (4ZB.Z + 56.Z * ZI - 5Z.Z * 22 + 6Z.Z * Z3 +
1 1Z.Z * 21 * 23 - 2.Z * 21 * Z1)

ANUM = 22 * (122.Z + 17.Z * 21 - 5.Z * 22 + 6.Z * 23 + 21 * 23) +
1 18Z.Z * 23 - 36.Z * 21 + 1224.Z
GRAD(I) (17.Z * 22 + Z2 * 23 -36.Z) / DENOM -

1 (56.Z * 22 + 1Z.Z * 22 * 23 - 4.Z * 21 * 22) * ANUM /
2 (DENOM * DENOM)

GRAD(2) (122.Z + 17.Z * 21 - lZ.Z * 22 + 6.Z * 23 + 21 * 23) / DENOM
1 - (4ZB.Z + S6.Z * 21 - lZZ.Z * 22 + 6Z * Z3 + lZ.Z * ZI * Z3
2 2.Z * ZI * ZI) * ANUM / (DENOM * DENOM)

GRAD(3) (6.Z * 22 + ZI * Z2 + IBZ.Z) / DENOM -
1 (6Z.Z * 22 + lZ.Z * 21 * Z2) * ANUM / (DENOM * DENOM)

RETURN
END
SUBROUTINE FUNCG (N, JP, Z, G, PSI, NFUNCG)

C *******************************************************************
C EVALUATES CONVENTIONAL INEQUALITV CONSTRAINTS ( FUNCTION G )
C ****************************************************************
C

DIMENSION Z(I), G(I)
C

DO lZZ I=I,JP
IF (G(I) .GT. PSI> PSI

C

IfKZ
C

G( 1 )
G(Z)
G(3)
G(4)
G(S)
G(6)

-Z( 1 )
-Z(2) + Z.1
-Z( 3)
Z< 1) - lZZ.Z
Z(2) - UZ.Z
Z( 3) - lZZ.Z

G( I )

RETURN
END
SUBROUTINE GRADG (N, J, 2, GRAD)

C ****************************************************************
C EVALUATES GRADIENTS OF G FUNCTIONS
C ****************************************************************
C

C

C
1

DIMENSION Z( 1 ) , GRAD( 1 )

GO TO (I, 2, 3. 4, 5. 6 ) • J

GRAD( 1 ) -l.Z
GRAD{2) Z.Z
GRAD{3) Z.Z
RETURN
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C
2

C
3

C
4

C
5

C
6

GRAD{ 1 ) .0' • .0'
GRAD(2) -1..0'
GRAD(3) .0' • .0'
RETURN

GRAD{ 1 ) " .0' • .0'
GRAD(2) = .0' • .0'
GRAD(3) -1..0'
RETURN

GRAD ( 1 ) 1..0'
GRAD(2) .0' • .0'
GRAD(3) .0' • .0'
RETURN

GRAD{ 1 ) .0' • .0'
GRAD(2) 1..0'
GRAD(3) .0' • .0'
RETURN

GRAD{l) .0' • .0'
GRAD(2) .0' • .0'
GRAD(3) 1..0'
RETURN

C

C
END
SUBROUTINE FUNCPH (N, NJO, JQ, Z, W.0', WC, DELTAW, NO, PHI, PSI,

1 NFUNCP)
C ****************************************************************
C EVALUATES DYNAMIC CONSTRAINTS ( FUNCTIONS PHI )
C *************************~**************************** **********

C
DIMENSION Z{l), PHI{NJO,l)

W = W.0'
W2 = W * W
DO 1.0'13 I=l,NO
B = ({W2 + 9 . .0') * W2 + 4 • .0') * W2 + 36 • .0'
AR= «(W2 + 9 . .0' - Z(3» * W2 + 4 . .0' + 8 . .0' * Z(3) - 5 . .0' * Z(l) +

1 Z(Z» * wz + 36 • .0' + 6 • .0' * Z{l) - 8 • .0' * Z{Z» / B
AI= ({{Z(l) - 5.13 * Z(3» * WZ + 6 • .0' * Z(3) + 5 • .0' * Z(2) -8 •.0' *

1 Z{l» * W - (6 . .0' * Z{Z» / W) / B
PHI<l,I> = AI - 3.33*AR*AR + 1..0'
W = W + DEL TAW

1.0'.0' CONTINUE
C

11.0'
C

DO 11.0' L=l,JO
DO 11.0' K=l,NO
IF (PHI(L,K) .GT. PSI) PSI
CONTINUE

PHI<L,K)

RETURN
END
SUBROUTINE GRADPH (N, NJO, NACTIV, JO, W.0', WC, DELTAW, NO, NEPTF,

1 L, Z, K, GRAD, IGRAD)
C ****************************************************************
C EVALUATES GRADIENTS OF PHI CONSTRAINT FUNCTIONS
C ****************************************************************
C

DIMENSION Z(l), GRAD(l), NEPTF{NJO,l)
c

W = (K-1) * DELTAW + W.0'
W2 = W * W
B = ({ W2 + 9.13) * WZ + 4 •.0') * WZ + 36 • .0'
AR= ({(WZ + 9 • .0' - Z(3» * W2 + 4 • .0' + 8 • .0' * Z(3) - 5 • .0' * Z{l) +

I Z(Z» * WZ + 36 . .0' + 6 . .0' * Z{l) - B•.0' * Z{Z» / B
GRAD(l) {({WZ - B•.0') * W) / B) - 6.66 * AR * {(-5 • .0' * W2 +

1 6 . .0') / B)
GRAD(Z) «5 . .0' * W2 - 6 • .0') I ( W * B » - 6.66 * AR * ({WZ-

1 B. .0') / B)
GRAD(3) ({(-5 . .0'*WZ + 6 . .0') * W)/B) - 6.66*AR * ({(-WZ+8 •.0') *

1 WZ) I B)
C

RETURN
END
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