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15. Supplementary Notos
in Abstract (Limite 200 woris)
The study involves three stages: experimental observations, choice of the form for a mathematical model, and optimization analysis.

The masonry wall specimens were subjected to simulated earthquake ground motions, and horizontal and vertical periodic excitations. Evaluation of the experimental data indicates that the first two modal frequencies are close to each other. This is attributed, on physical grounds, to strong interaction between the brick and mortar phases of the wall. Hence, a two phase mathematical model (mixture model) is chosen to describe the wall behavior because of its capability of differentiating between the two phases of the wall and of taking into account the interaction between them. The equations of the mixture model are put into a discrete form to simplify the analysis.

The parameters appearing in the model are determined, through optimization, by matching theoretical and experimental responses in frequency space.
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In this study a mathematical model is proposed to predict the linear dynamic behavior of masonry walls. The study involves three stages: experimental observations, choice of the form for a mathematical model, and optimization analysis.

The experimental work was carried out using a shaking table, where the masonry wall specimens were subjected to simulated earthquake ground motions, and horizontal and vertical periodic excitations. Time histories of accelerations were recorded at the lower and upper ends of the specimens.

Evaluation of the experimental data indicates that the first two modal frequencies are close to each other. This is attributed, on physical grounds, to strong interaction between the brick and mortar phases of the wall. Accordingly, a two phase mathematical model, namely a mixture model, is chosen to describe the wall behavior because of its capability of differentiating between the two phases of the wall and of taking into account the interaction between them. The equations of the mixture model are put into a discrete form to simplify the analysis.

The parameters appearing in the model are determined, through optimization, by matching theoretical and experimental responses. Optimization analysis is performed in frequency space. The response quantities to be matched are chosen to be the complex frequency response functions (experimental and theoretical) relating the Fourier transforms of the top and base accelerations of the wall. Computations in the optimization analysis are carried out by introducing an object (error) function and minimizing it using a Gauss-Newton method.

The results show that the mixture model is capable of predicting correctly the dynamic response of masonry walls up to a frequency which is well above
the second modal frequency. It is also found that the mixture model remains valid in the presence of micro cracks which may exist between mortar and brick constituents.
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## ACKNOWLEDGEMENTS

The research reported here was supported by Grant No. 0-21851 from the National Science Foundation to the University of California at Berkeley, and NATO Project No. 1446 with the Middle East Technical University in Ankara, Turkey and the University of California at Berkeley. The support is gratefully acknowledged.

## TABLE OF CONTENTS

Page
ABSTRACT. ..... i
ACKNOWLEDGEMENTS ..... iii
TABLE OF CONTENTS ..... iv
LIST OF TABLES. ..... vii
LIST OF FIGURES ..... viii

1. INTRODUCTION ..... 1
2. EXPERIMENTS ..... 6
2.1 The Test Specimen. ..... 6
2.2 Instrumentation. ..... 6
2.3 Types of Input ..... 11
2.3.1 Horizontal Periodic Input ..... 11
2.3.2 Vertical Periodic Input ..... 11
2.3.3 Modified El Centro 1940 Input ..... 11
3. THEORETICAL MODEL ..... 15
3.1 General Theory ..... 15
3.2 Formulation of Special Problem Associated with Experiments ..... 18
3.3 The Discrete Model ..... 23
3.4 Force and Displacement Distributions ..... 30
3.4.1 Displacement Distribution ..... 31
3.4.2 Force Distribution. ..... 32
3.5 Effective Modulus Model ..... 33
4. THEORETICAL AND EXPERIMENTAL RESPONSE FUNCTIONS ..... 35
4.1 Theoretical Response Functions ..... 36
4.1.1 Response Function for the Mixture Model ..... 36
4.1.2 Response Function for the Effective Modulus Model ..... 39
Page
4.2 Experimental Response Functions ..... 40
4.2.1 CFRF Derived from the Periodic Runs ..... 41
4.2.2 CFRF Derived from the Modified E1 Centro Runs ..... 42
4.2.3 Discussions on the Experimental CFRF's. ..... 46
5. OPTIMIZATION ANALYSIS ..... 50
5.1 The Objective Function ..... 52
5.2 Optimization Algorithm ..... 53
5.2.1 Newton's Method ..... 56
5.2.2 Line Search Algorithm ..... 58
5.2.3 The Iterative Algorithm ..... 59
6. NUMERICAL RESULTS ..... 60
6.1 Parameters for Horizontal Response ..... 61
6.1.1 Effective Modulus Model ..... 62
6.1.2 Mixture Mode1 ..... 66
6.2 Parameters for Vertical Response ..... 70
6.3 Coefficients ..... 72
6.4 Discussion ..... 72
6.4.1 Comparison of the Parameters Obtained from Periodic and E1 Centro Data ..... 76
6.4.2 Comparison of Responses in Time Space ..... 79
6.4.3 Comparison of the Responses of Walls $A$ and $B$. ..... 82
6.4.4 Horizontal Response of the Constituents ..... 85
7. ASSESSMENT OF THE PROPOSED MODELS ..... 94
7.1 Comments on Closely Spaced Modal Frequencies ..... 94
7.2 Comments on the Effects of Debonding in the Behavior of Masonry Walls ..... 94
7.3 Dynamic Stiffness Matrix for a Wall Element. ..... 96
Page
REFERENCES. ..... 99
APPENDIX A ..... 102
APPENDIX B. ..... 104
APPENDIX C . ..... 106
Table ..... Page
1 Maximum amplitudes of modified El Centro inputs ..... 12
2 Driving frequencies of periodic runs; real and imaginary parts of the experimental complex frequency response functions (CFRF's) of the walls $A$ and $B$ (horizontal motion). ..... 43
3 Driving frequencies of periodic runs; real and imaginary parts of the experimental complex frequency response functions of walls A and B (vertical motion) ..... 44
4 Comparison of the converged values of model parameters determined through optimization with periodic and El Centro data (horizontal motion) ..... 68
5 Comparison of the converged values of model parameters for different values of $\alpha$ (horizontal motion) ..... 69
6 Comparison of the converged values of model parameters determined through optimization with periodic data (vertical) motion ..... 74
7 Comparison of the converged values of model parameters for different values of $\alpha$ (vertical motion) ..... 74
8 Optimum values of coefficients in the mixture model (horizontal motion). ..... 75
9 Optimum values of coefficients in the mixture model (vertical motion). ..... 75
B. 1 Derivatives of $a_{i j}(i, j=1,2)$ with respect to model parameters at $f=f_{j}$. ..... 105
$\qquad$

## LIST OF FIGURES

Figure Page
1 Front view photograph of the wall specimen on the shaking table. . . . . . . . . . . . . . . . . . . . . . . . . ..... 7
2 Side view photograph of the wall specimen on the shaking table. ..... 7
3 Front view of the wall specimen on the shaking table ..... 8
4 Side view of the wall specimen on the shaking table ..... 9
5 Geometric properties of the wall specimen, brick and mortar ..... 10
6 Photograph of the accelerometers measuring vertical and horizontal base accelerations. ..... 10
7 A sample record of an input-output acceleration pair in a periodic run (driving frequency $=18.58 \mathrm{~Hz}$ ). ..... 13
8 A sample record of an input-output acceleration pair in anEl Centro run (time scale factor $=3.46$ )14
9 Geometric description of the wall and the locations of accelerometers ..... 20
10 Amplitude spectrum of a periodic input-output acceleration pair (driving frequency $=18.58 \mathrm{~Hz}$ ) ..... 47
11 Amplitude spectrum of an El Centro input acceleration (time scale factor $=7.7$ ) ..... 47
12 Comparison of horizontal complex frequency response functions(experimental) derived from the periodic and El Centro runsfor wall A49
13 Theoretical and experimental complex frequency responsefunctions (CFRF's) for horizontal motions of wall A (periodicdata).63
14 Theoretical and experimental CFRF's for horizontal motion of wall B (periodic data) ..... 64
15 Theoretical and experimental amplification spectra forhorizontal motion of wall A (periodic data).65
16 Theoretical and experimental amplification spectra for horizontal motion of wall B (periodic data). ..... 65
17 Theoretical and experimental CFRF's for vertical motion of wall A (periodic data) ..... 73
Figure Page
18 Theoretical and experimental CFRF's for vertical motion of wall B (periodic data). ..... 73
19 Theoretical and experimental amplification spectra for vertical motion of wall A (periodic data) ..... 73
20 Theoretical and experimental CFRF's for horizontal motion of wall A (E1 Centro data) ..... 77
21 Theoretical and experimental CFRF's for horizontal motion of wall B (E1 Centro data) ..... 78
22 Comparison of time histories of theoretical and experimental top acceleration responses for wall A (for El. Centro input) ..... 80
23 Comparison of time histories of theoretical and experimental top acceleration responses for wall B (for E1 Centro input) ..... 81
24 Comparison of time histories of theoretical and experimental base shear force for wall A (for El Centro input) ..... 83
25 Comparison of time histories of theoretical and experimental base shear force for wall B (for El Centro input) ..... 84
26
CFRF for mortar constituent of wall A (horizontal motion) ..... 86
27
CFRF for brick constituent of wall A (horizontal motion). ..... 87
28
CFRF for mortar constituent of wall B (horizontal motion) ..... 88
29
CFRF for brick constituent of wall B (horizontal motion) ..... 89
30 Amplification spectra for mortar and brick constituents of wall A (horizontal motion) ..... 91
31 Phase spectra for mortar and brick constituents of wall A (horizontal motion) ..... 91
32 Amplification spectra for mortar and brick constituents of wall B (horizontal motion) ..... 92
33 Phase spectra for mortar and brick constituents of wall B (horizontal motion) ..... 92

## 1. INTRODUCTION

This report describes the first phase of a study the object of which is to develop a mathematical model for predicting the response of masonry walls to dynamic excitation. To our knowledge, such a model has not previously been developed, although a considerable number of experimental studies [1-6], aimed at modifying and improving the existing codes for masonry structures, have been undertaken. Mayes et al. [1-3] were concerned essentially with the strength, failure modes and cyclic shear bew havior of masonry piers. Hidalgo et al. [4] studied the cyclic behavior of masonry piers subjected to load reversals. Gülkan et al. [5,6] tested single-story masonry houses on a shaking table and investigated their experimental behavior by subjecting them to earthquake excitations.

This phase of the analysis is concerned with the dynamic behavior of masonry walls in the linear range. The second phase of the work, which will be done in the future, will use the results established here and the insight gained to extend the analysis to the nonlinear range.

The study is presented in three main stages: first, the experimental dynamic behavior of the masonry wall specimens is examined, then a mathematical model is chosen; finally, the parameters appearing in the model are determined through optimization. The selection of the form of the matrematical model is the most crucial stage in the analysis. An appropriat. model can be chosen only after careful interpretation of the experimental data. With a poor model the analysis may fail to produce the optimum values of the model parameters even if the most powerful optimization algorithm is used.

The experiments were performed at the Earthquake Engineering Research Center of the University of California, Berkeley, U.S.A.. In these experiments
masonry wall specimens were subjected to base motions on the shaking table. Two types of base motion were applied in the experiments; one periodic (parallel to the wall, in both the horizontal and vertical directions), the other derived from ground motion records of the EI Centro 1940 earthquake. The amplitudes of the base motions were kept small since the linear behavior of the walls was our primary concern. During the tests, accelerations at the top and bottom of the wall were recorded using accelerometers.

The most distinct feature of the experimentally observed behavior of the masonry wall specimens is that their first and second modal frequencies are close to each other. They are approximately equal to 19 and 24 Hz for horizontal motions of the wall specimens. It is suspected, on physical grounds, that the closeness of these modal frequencies is due to strong interaction between the mortar and brick phases of the wall. Consequently, the model should be capable of predicting these close frequencies but also able to differentiate between the two phases of the wall. In view of this reasoning, the mixture model is chosen for the analysis. (The theoretical framework of the mixture model has already been established in references [8-11].) The mixture model replaces the heterogeneous wall material by a two phase homogeneous material and takes into account the interaction between the two phases. The results obtained using this model indicate that the above speculation is well-founded. In fact, it is found that the mixture model has the ability to describe correctiy, not only the closely spaced modal frequencies, but also other experimentally observed characteristics of the wall behavior. Moreover, the model is valid for both horizontal and vertical motions and has the flexibility of incorporating the debonding characteristics of the wall.

In this study, the equations of the mixture model, which are partial differential equations, are simplified and put in a discrete form by following
a procedure outlined in reference [12]. The resulting equations relate the top displacements to the base displacements of the wall. The use of a discrete mixture model is preferred because it simplifies the analysis. For the discrete model the determination of the theoretical response requires the solution of ordinary differential equations only, rather than the partial differential equations of a continuum model. In deriving the discrete model from the continuum model, care is taken to preserve the capabilities of the model discussed in the previous paragraph. The discrete model contains mass, elastic stiffness and damping coefficients, which are to be determined through optimization.

The mixture model has the property that it reduces to a simple model, called the effective modulus model, as a special case. The effective modulus model is a one phase homogeneous model describing the wall behavior only up to the first modal frequency. This simple model is also considered in the analysis.

The model parameters are obtained through optimization by matching the theoretical and experimental complex response functions (which are designated by $H_{u}^{t}$ and $H_{u}^{e}$, respectively) in frequency space. The response function used in the study relates the top acceleration (output) to the base acceleration (input) and is defined by the ratio (Fourier transform of output) / (Fourier transform of input). The use of frequency space (rather than time space) and matching $H_{u}^{e}$ and $H_{u}^{t}$ are preferred in the optimization analysis for several reasons. First, the analysis indicates that matching the response functions in frequency space is very crucial and can be used as a criterion for the accuracy of the model. This criterion determines the frequency range over which the model is valid. Then with this knowledge, we can determine in advance whether or not the model adequately predicts
the response of the wall in time space to a given input by studying the Fourier spectrum of that input. Secondly, working in frequency space simplifies the optimization analysis because in frequency space the equations are simpler and there are less data points than in time space. In fact, to determine the theoretical response of the wall in time space we have to solve differential equations, but only simple algebraic equations in frequency space.

The response function (theoretical and experimental) is found using the definition given above. The Fast Fourier Transform (FFT) algorithm is used to evaluate $H_{u}^{e}$. A full discussion of Fourier analysis and of the FFT can be found in references [13-21].

In the optimization, an object (error) function is introduced to measure the accuracy of the match between $H_{u}^{e}$ and $H_{u}^{t}$. It is defined as the integral of $\left|H_{u}^{t}-H_{u}^{e}\right|^{2}$ over the frequency interval considered in the analysis and is a function of the model parameters. Optimum values of the model parameters are computed by using the Gauss-Newton method to minimize the object function. For this and other optimization methods, see references [22-27].

The results for both horizontal and vertical motions of the wall are presented and discussed in Chapters 6 and 7. It is found that the mixture model describes the wall behavior correctly up to a frequency which is well above the second modal frequency. It is also observed that the mixture model, with optimum values of the parameters computed through optimization in frequency space, predicts accurately the response of the wall in time space as expected in view of the argument given previously,

Finally we should point out that, although the two wall specimens tested have the same dimensions and are made of the same type of mortar and brick, they have quite different response functions (see Figs. 13,14). This
difference is due to their having different distributions of micro cracks which may exist between mortar and brick layers. Figures 13 and 14 show that the mixture model gives a good match for the response of both walls. This is anticipated because, as mentioned previously, the mixture model has the capability of taking into account the debonding characteristics of the wall.

Presentation of the study is arranged as follows. The experimental work is outlined in Chapter 2. The theoretical models are presented in Chapter 3, the theoretical and experimental frequency response functions are evaluated in Chapter 4. The optimization analysis is given in Chapter 5. In Chapter 6 the numerical results are presented and discussed and an assessment of the proposed models is made in Chapter 7.

## 2. EXPERIMENTS

The experiments were performed on a brick masonry wall specimen at the laboratories of Earthquake Engineering Research Center of the University of California during July and August 1979.

### 2.1 The Test Specimen

The test specimen was composed of two parallel walls connected to a steel base frame which, in turn, was attached to the shaking table. The upper ends of the two walls were connected to each other by means of a second steel frame. During experiments weights (concrete blocks) were put on the top frame (see Figs. 1 to 4). The total weight was $45,210 \mathrm{~N}(10,160 \mathrm{lbs}$ ). The dimensions of the walls are shown in Fig. 5. The mortar thicknesses and the dimensions of the brick used in constructing the walls are also indicated in Fig. 5.

In both of the walls no reinforcing was used and the mortar was of type S. The compressive strength (per gross unit area) of the bricks was $3304 \mathrm{~N} / \mathrm{cm}^{2}$ (4790 psi).

### 2.2 Instrumentation

The following instruments were used for each wall:
(i) Two accelerometers (at the middle of the lower and upper edges of the wall) measuring inplane horizontal base and top accelerations. (Figs. 3 and 6)
(ii) Two accelerometers (at the middle of the lower and upper edges of the wall) measuring vertical base and top accelerations. (Figs. 3 and 6)
(iii) Two potentiometers (directed along the two vertical edges of the wall) measuring vertical displacements.


Figure 1. Front view photograph of the wall specimen on the shaking table


Figure 2. Side view photograph of the wall specimen on the shaking table

(1) Horizontal Top Accelerometer (3) Vertical Top Accelerometer
(2) Horizontal Base Accelerometer (4) Vertical Base Accelerometer

Figure 3. Front view of the wall specimen on the shaking table


Figure 4. Side view of the wall specimen on the shaking table


Mortor thickness:
$1.27 \mathrm{~cm}\left(0.5^{\prime \prime}\right)$


Figure 5. Geometric properties of the wall specimen, brick and mortar


Figure 6. Photograph of the accelerometers measuring vertical and horizontal base accelerations
(iv) Two DCDT's (directed along the two diagonals of the rectangular flat surface of the wall) measuring the displacements in the directions of the diagonals.
(v) One potentiometer measuring the absolute inplane horizontal displacement of the upper edge of the wall from a fixed point.

### 2.3 Types of Input

The test specimen was subjected to the following three types of inplane base motion generated by the shaking table: horizontal periodic, vertical periodic and modified El Centro 1940. All types of input motion were recorded at equally spaced intervals along the time axis with a time increment of 0.00988 second.

### 2.3.1 Horizontal Periodic Input

The direction of motion was horizontal and in the plane of the wall. The periodic motion was approximately harmonic and possessed a fundamental driving frequency which was kept constant during the experiment. This frequency varied from 3 Hz to 30 Hz for different tests, with an increment between tests of 3 Hz or 1 Hz , depending on the occurrence of the resonance phenomena. The amplitude was about 0.05 g ( g is gravitational acceleration).

### 2.3.2 Vertical Periodic Input

The direction of motion was vertical and the driving frequency varied from 3 Hz to 30 Hz for different tests, as in Section 2.3.1. The amplitude was about 0.05 g .

### 2.3.3 Modified El Centro 1940 Input

This input is obtained from the El Centro 1940 record by modifying it as follows: The shape of the time variation of the El Centro record is kept the same. The time scale is squeezed by dividing the times in the original
record by a scale factor. In mathematical terms, if $f(t)$ and $g(t)$ are the original and modified records respectively, where $t=$ time, then $g(t)$ would be related to $f(t)$ by the relation $g(t)=f(s t)$, where $s$ is the time scale factor. This equation indicates that the value of the original record at a certain time, say at $t=\hat{t}$, would be shifted to the time $\hat{t} / \mathrm{s}$ in the modified record. The scale factors are shown to be $2.45,3.46$ and 7.7 . The reason for changing the time scale was to make the contributions coming to the output from high frequency components of the input significant. Thus the mathematical model can be established in a larger frequency range and consequently the high frequency behavior of the wall will be taken into consideration.

Since our objective was to determine the model parameters of the wall in the linear range, the amplitudes of the inputs were kept small in the tests. Maximum amplitudes of various modified El Centro inputs having different scale factors are shown in Table 1 (in Table 1, üg designates the table acceleration). After all of the tests were completed, the wall was subjected to the El Centro input with the scale factor 7.7 and its amplitude was increased until the wall cracked.

> Table 1
> Maximum amplitudes of modified El Centro inputs

| Time Scale <br> Factor | 1.0 (Normal Scale) |  |  |  |  |  | 2.45 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Run No. | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
| Max \|üg|/g | 0.043 | 0.097 | 0.155 | 0.198 | 0.361 | 0.403 | 0.525 | 0.074 | 0.233 | 0.314 | 0.457 |


| Time Scale <br> Factor | 3.46 |  |  | 7.70 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Run No. | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 |
| Max \|ügl/g | 0.155 | 0.338 | 0.569 | 0.236 | 0.359 | 0.488 | 0.597 | 0.750 | 0.874 | 1.046 | 1.203 |

Typical records are shown in Figs. 7 and 8 for a horizontal periodic table acceleration with a driving frequency of 18.58 Hz and for the modified E1 Centro input with the time scale factor 3.46 , respectively ( $u^{+}$is the horizontal top acceleration).


Figure 7. A sample record of an input-output acceleration pair in a periodic run (driving frequency $=18.58 \mathrm{~Hz}$ )


Figure 8. A sample record of an input-output acceleration pair in an El Centro run (time scale factor $=3.46$ )

## 3. THEORETICAL MODEL

To predict the dynamic behavior of the masonry wall two different mathematical models are chosen, namely the models based on mixture and effective modulus theories. Since the effective modulus model is a special case of the mixture model, the model based on mixture theory is discussed first.

### 3.1 General Theory

The mixture model replaces the heterogeneous material of the wall by a homogeneous one exhibiting orthotropic symmetry. It treats the wall as a composite made of brick and mortar constituents and takes into account the interaction between them. The equations of the model are composed of constitutive equations, linear momentum equations and strain - displacement relations. The wall under study is referred to a Cartesian coordinate system $\left(x_{1}, x_{2}, x_{3}\right)$ where the origin is coincident with the centroid of the wall. The ( $x_{1}-x_{2}$ ) plane coincides with the midplane of the wall and the $x_{1}$ axis is parallel to the horizontal layering (see Fig. 9). Then, using the results established in references [8-11], the governing equations for the inplane motions of the wall are as follows:

Linear momentum equations:

$$
\begin{align*}
& \partial_{j} \sigma_{j i}^{1}+F_{i}^{1}+Q_{i j}\left(u_{j}^{2}-u_{j}^{1}\right)=m_{i j}^{1} u_{j}^{1}-q_{i j} u_{j}^{2} \\
& \partial_{j} \sigma_{j i}^{2}+F_{i}^{2}+Q_{i j}\left(u_{j}^{1}-u_{j}^{2}\right)=-q_{i j} u_{j}^{1}+m_{i j}^{2} u_{j}^{2} \tag{3.1}
\end{align*}
$$

Constitutive equations:

$$
\begin{align*}
& {\left[\begin{array}{c}
\sigma_{11}^{1} \\
\sigma_{22}^{1} \\
\sigma_{12}^{1}
\end{array}\right]=\left[\begin{array}{lll}
s_{11}^{11} & s_{12}^{11} & 0 \\
s_{12}^{11} & s_{22}^{11} & 0 \\
0 & 0 & s_{44}^{11}
\end{array}\right]\left[\begin{array}{c}
e_{11}^{1} \\
e_{22}^{1} \\
2 e_{12}^{1}
\end{array}\right]+\left[\begin{array}{lll}
s_{11}^{12} & s_{12}^{12} & 0 \\
s_{21}^{12} & s_{22}^{12} & 0 \\
0 & 0 & s_{44}^{12}
\end{array}\right]\left[\begin{array}{c}
e_{11}^{2} \\
e_{22}^{2} \\
\sigma_{22}^{2} \\
2 e_{12}^{2}
\end{array}\right]=\left[\begin{array}{lll}
\sigma_{11}^{2} \\
s_{12}^{12} & s_{22}^{12} & 0 \\
0 & 0 & s_{44}^{12}
\end{array}\right]\left[\begin{array}{c}
e_{11}^{11} \\
e_{22}^{12} \\
e_{21}^{1} \\
2 e_{12}^{1}
\end{array}\right]+\left[\begin{array}{lll}
s_{11}^{22} & s_{12}^{22} & 0 \\
s_{12}^{22} & s_{22}^{22} & 0 \\
0 & 0 & s_{44}^{22}
\end{array}\right]\left[\begin{array}{c}
e_{11}^{2} \\
e_{22}^{2} \\
2 e_{12}^{2}
\end{array}\right]} \tag{3.2}
\end{align*}
$$

Strain-displacement relations:

$$
\begin{equation*}
e_{i j}^{\alpha}=\frac{1}{2}\left(\partial_{i} u_{j}^{\alpha}+\partial_{j} u_{i}^{\alpha}\right), \quad(\alpha=1,2) \tag{3.3}
\end{equation*}
$$

where
$\sigma_{i j}^{\alpha}$ : partial stress components for the $\alpha$ phase measured per unit area of the wall material
$F_{i}^{\alpha}$ : partial body force components for the $\alpha$ phase measured per unit volume of the wall material
$u_{i}^{\alpha}$ : displacement components averaged over the $\alpha$ phase
$e_{i j}^{\alpha}$ : strain components for the $\alpha$ phase.

In writing Eqs. (3.1, 3.3) the indicial notation is used. The subscripts $i, j$ take the values 1 and 2 only, and a repeated index implies summation over the range of that index. The dot denotes partial differentiation with respect to time and $\partial_{j}$ stands for $\partial / \partial x_{j}$.

In Eqs. (3.1-3.3) the superscripts 1 and 2 differentiate the two phases of the wall. In the following analysis the superscript 1 designates the mortar phase while the superscript 2 designates the brick phase.

It is noted that the constitutive equations, EqS. (3.2), exhibit orthotropic symmetry, and the constitutive equations of the mortar and brick phases are coupled. This implies that the partial stress of one phase would be affected not only by the deformation of that phase, but also by the deformation of the other. In order to accommodate the dissipated energy, which may be due to various causes (e.g., to friction produced by slipping between the brick and mortar phases), it is assumed that the constitutive equations are viscoelastic and viscoelastic moduli $s_{m n}^{\alpha \beta}$ appearing in these equations are differential operators in time. The Kelvin (Voight) model has been chosen for the viscoelastic constitutive equations. Accordingly the viscoelastic moduli $\mathrm{s}_{\mathrm{mn}}^{\alpha \beta}$ have the form $s_{m n}^{\alpha \beta}=k_{m n}^{\alpha \beta}+c_{m n}^{\alpha \beta} D$, where $D=d / d t$. The constants $k_{m n}^{\alpha \beta}$ and $c_{m n}^{\alpha \beta}$ represent elastic and viscous (damping) coefficients, respectively.

The terms $Q_{i j}, m_{i j}^{\alpha}(\alpha=1,2)$ and $q_{i j}$ in Eqs. (3.1) have the forms

$$
\begin{gather*}
\left(Q_{i j}\right)=\left[\begin{array}{ll}
Q_{1} & 0 \\
0 & Q_{2}
\end{array}\right] ; \underline{m}^{\alpha}=\left(m_{i j}^{\alpha}\right)=\left[\begin{array}{cc}
\left(\rho_{\alpha}+q_{1}\right) & 0 \\
0 & \left(\rho_{\alpha}+q_{2}\right)
\end{array}\right] ;  \tag{3.4}\\
\underline{q}=\left(q_{i j}\right)=\left[\begin{array}{cc}
q_{1} & 0 \\
0 & q_{2}
\end{array}\right]
\end{gather*}
$$

which, as noted before, exhibit orthotropic symmetry. In Eqs. (3.4) $\rho_{\alpha}$ denotes the partial mass, defined as the mass of the $\alpha$ phase per unit volume of the wall. $q_{7}$ and $q_{2}$ are constants with the dimension of mass per unit volume. $Q_{7}$ and $Q_{2}$ are some viscoelastic time dependent operators which, in view of the Kelvin model chosen in the analysis, take the form $Q_{\alpha}=k_{\alpha}+c_{\alpha} D$. It is observed from Eqs. (3.1) that $\left(Q_{i j}\right)$ and $\left(q_{i j}\right)$ represent the linear momentum interaction between the phases. A detailed discussion and interpretation of the terms $Q_{i j}, m_{i j}^{\alpha}$ and $q_{i j}$ can be found in [8].

A comment regarding some conditions to be satisfied by the constants $k_{m n}^{\alpha \beta}, c_{m n}^{\alpha \beta}, q_{\alpha}, q_{\alpha}, k_{\alpha}$ and $c_{\alpha}$ is now in order. Since the kinetic energy, strain energy and the energy loss due to dissipation are always positive the matrices

$$
\left[\begin{array}{ll}
\underline{m}^{1} & -q  \tag{3.5}\\
-\underline{q} & \underline{m}^{2}
\end{array}\right] ;\left[\begin{array}{ll}
\underline{k}^{11} & \underline{k}^{12} \\
\underline{\underline{k}}^{12 T} & \underline{k}^{22}
\end{array}\right] ;\left[\begin{array}{ll}
\underline{c}^{11} & c^{12} \\
\underline{c}^{12 T} & \underline{c}^{22}
\end{array}\right] ;\left[\begin{array}{ll}
k_{1} & 0 \\
0 & k_{2}
\end{array}\right] ;\left[\begin{array}{ll}
c_{1} & 0 \\
0 & c_{2}
\end{array}\right]
$$

should be positive definite, where $\underline{m}^{\alpha}=\left(m_{i j}^{\alpha}\right), \underline{q}=\left(q_{i j}\right), \underline{k}^{\alpha \beta}=\left(k_{m n}^{\alpha \beta}\right), \underline{c}^{\alpha \beta}=$ $\left(c_{m n}^{\alpha \beta}\right)$ and $(\cdot)^{\top}$ designates the transpose of $(\cdot)$. It should be noted that the first is a $4 \times 4$ matrix, the second and third are $6 \times 6$ matrices and the last two are $2 \times 2$ matrices.

Since this study is concerned with analysis involving the motion of the wall in its own plane, the equations of the mixture theory in the preceding paragraphs are given for the two dimensional case. However, if the out-of-plane motion of the wall is to be considered as well as the inplane, the three dimensional equations of mixture theory should be considered. These equations will have exactly the same form as Eqs. (3.1-3.3) and again the terms $q_{i j}, Q_{i j}, m_{i j}^{\alpha}$ will exhibit orthotropic symmetry. But in the three dimensional case the indices $\mathbf{i}$, $\mathbf{j}$ in Eqs. (3.7, 3.3) take values from 1 to 3 ; the matrices associated with $Q_{i j}, q_{i j}, m_{i j}^{\alpha}$ would be three dimensional and the matrices formed by the material moduli $s_{m n}^{\alpha \beta}$ in Eqs. (3.2) would be six dimensional.

### 3.2 Formulation of Special Problem Associated with Experiments

Using the loading and geometric conditions of the wall specimen we now establish equations governing the theoretical response of the wall. Because the width $b$ of the wall is large compared to its height $H$ (see Figs. 3 and 5) and the input in the experiments (base acceleration) is uniform
over the lower end of the wall, boundary effects coming from vertical edges of the wall will be disregarded. With this assumption, the dependent variables are functions of $x_{2}$ and $t$ only. Then the governing equations, Eqs. (3.1-3.3), for the inplane horizontal and vertical motions of the wall reduce to the following forms;
linear momentum equations:

$$
\begin{align*}
& \partial_{x}^{\sigma} \sigma_{1}+Q\left(u_{2}-u_{1}\right)=\left(\rho_{1}+q\right) \ddot{u}_{1}-q \ddot{u}_{2}  \tag{3.6}\\
& \partial_{x} \sigma_{2}+Q\left(u_{1}-u_{2}\right)=-q \ddot{u}_{1}+\left(\rho_{2}+q\right) \ddot{u}_{2}
\end{align*}
$$

constitutive equations:

$$
\left[\begin{array}{l}
\sigma_{1}  \tag{3.7}\\
\sigma_{2}
\end{array}\right]=\left[\begin{array}{ll}
s_{11} & s_{12} \\
s_{12} & s_{22}
\end{array}\right] \cdot\left[\begin{array}{l}
\partial_{x} u_{1} \\
\partial_{x} u_{2}
\end{array}\right]
$$

where

$$
\left(\sigma_{\alpha}, u_{\alpha}, Q, q, s_{\alpha \beta}\right)=\left\{\begin{array}{l}
\left(\sigma_{12}^{\alpha}, u_{1}^{\alpha}, Q_{1}, q_{1}, s_{44}^{\alpha \beta}\right) \text { for horizontal motion }  \tag{3.8}\\
\left(\sigma_{22}^{\alpha}, u_{2}^{\alpha}, Q_{2}, q_{2}, s_{22}^{\alpha \beta}\right) \text { for vertical motion }
\end{array}\right.
$$

and $x$ stands for $x_{2}$. In Eq. (3.8), the indices $\alpha$ and $\beta$ distinguish the phases and take values 1 or 2 for mortar or brick constituents, respectively. In writing Eqs. $(3.6,3.7)$ it is assumed that, for the vertical motion, $\sigma_{\alpha}, u_{\alpha}$ represent the deviations of stress and displacement from their static values. These static values are associated with the equilibrium state of the wall which exists initially under the influence of the weight of the wall and the top weight.

Before writing the boundary conditions along the upper and lower ends of the wall, volume ratios will be introduced. The volume ratio $n_{\alpha}$ is defined as the volume of the $\alpha$ phase per unit volume of the wall and satisfies the equation $n_{1}+n_{2}=1$. The partial mass $\rho_{\alpha}$ and actual mass density
$\rho_{\alpha}^{R}$ of the $\alpha$ phase are related through $n_{\alpha}$ by $\rho_{\alpha}=\rho_{\alpha}^{R} n_{\alpha}(\alpha=1,2)$.
In writing the boundary conditions at the upper end $x=H / 2$, it is assumed that the inertia force due to top weight is resisted by the partial phase stresses $\sigma_{1}$ and $\sigma_{2}$ associated with the factors $n_{1}$ and $n_{2}$, respectively. This leads to

$$
\begin{align*}
& n_{1} \overline{\frac{m}{h^{\top}}}\left(n_{1} u_{1}^{+}+n_{2} u_{2}^{+}\right)+\sigma_{1}^{+}=0  \tag{3.9}\\
& n_{2} \overline{\bar{m}^{\top}}\left(n_{1} u_{1}^{+}+n_{2} u_{2}^{+}\right)+\sigma_{2}^{+}=0
\end{align*}
$$
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Figure 9. Geometric description of the wall and the locations of accelerometers
where $\bar{m}$ is the mass of the top weight per unit length of the wall and $h^{\prime}$ is the thickness of the wall. In Eqs. (3.9), the notation $(\cdot)^{\overline{+}}=\left.(\cdot)\right|_{x=\overline{+} H / 2}$ is used (see Fig. 9). In writing Eqs. (3.9) it is assumed that the acceleration of the top weight can be expressed in terms of phase accelerations at the top by $\left(n_{1} u_{1}^{+}+n_{2} u_{2}^{+}\right)$. This assumption is consistent with smoothing operations used in the development of the mixture theory.

The boundary conditions at the lower end of the wall ( $x=-H / 2$ ) can be expressed in terms of base acceleration (measured using accelerometers 1 and 3). In agreement with the idealization implied by the mixture theory (see [8-11]), the phase accelerations are both assumed to be equal to the base acceleration at the lower end. Thus,

$$
\begin{equation*}
\ddot{u}_{1}^{-}=\ddot{u}_{2}^{-}=\ddot{u}_{g}(t) . \tag{3.10}
\end{equation*}
$$

In Eq. (3.10) $\ddot{u}_{g}$ represents the horizontal or vertical base acceleration depending upon whether the horizontal or vertical motion of the wall is being considered.

In this analysis it is more convenient to work with the dependent variables $\sigma, \tau, u, \psi$ defined by

$$
\begin{array}{ll}
\sigma=\sigma_{1}+\sigma_{2} \quad ; \quad \tau=\sigma_{1}-\sigma_{2}  \tag{3.11}\\
u=\left(u_{1}+u_{2}\right) / 2 ; & \psi=\left(u_{1}-u_{2}\right) / 2
\end{array}
$$

rather than the variables $\sigma_{\alpha}, u_{\alpha}$. Note that $\sigma$ defined in Eqs. (3.11) is the total stress measured per unit area of the wall and $u$ is the average of the phase displacements. In terms of these new variables, the governing equations, Eqs. (3.6, 3.7), and the boundary conditions, Eqs. (3.9, 3.10), are as follows;
linear momentum equations:

$$
\begin{align*}
& \partial_{x} \sigma=\rho \ddot{u}+s \ddot{\psi}  \tag{3.12}\\
& \partial_{x} T-Q^{\prime} \psi=s \ddot{u}+n \ddot{\psi}
\end{align*}
$$

constitutive equations:

$$
\left[\begin{array}{l}
\sigma  \tag{3.13}\\
\tau
\end{array}\right]=\left[\begin{array}{ll}
s_{11} & s_{12} \\
s_{12} & s_{22}
\end{array}\right]\left[\begin{array}{l}
\partial_{x} u \\
\partial_{x} \psi
\end{array}\right]
$$

boundary conditions:

$$
\begin{align*}
& \frac{\bar{m}}{h^{\prime}}\left(e_{11} u^{+}+e_{12} \ddot{\psi}^{+}\right)+\sigma^{+}=0 \\
& \frac{\bar{m}}{h^{\prime}}\left(e_{12} \ddot{u}^{+}+e_{22} \ddot{\psi}^{+}\right)+\tau^{+}=0  \tag{3.14}\\
& u^{-}=\ddot{u}_{g}(t) ; \quad \ddot{\psi}=0
\end{align*}
$$

where

$$
\begin{array}{ll}
\rho=\rho_{1}+\rho_{2} ; \quad s=\rho_{1}-\rho_{2} ; & n=\rho+4 q \\
s_{11}=s_{11}+s_{22}+2 s_{12} & \\
s_{12}=s_{11}-s_{22}  \tag{3.15}\\
s_{22}=s_{11}+s_{22}-2 s_{12} \\
Q^{\prime}=4 Q \\
e_{11}=1 ; \quad e_{12}=\left(n_{1}-n_{2}\right) ; & e_{22}=\left(n_{1}-n_{2}\right)^{2}
\end{array}
$$

The total mass density $\rho$ defined in Eqs. (3.15) designates the mass of the wall material per unit volume.

Since the matrices (3.5) are positive definite, the matrices

$$
\left[\begin{array}{ll}
\rho & s \\
s & n
\end{array}\right] ;\left[\begin{array}{ll}
k_{11} & k_{12} \\
k_{12} & k_{22}
\end{array}\right] ;\left[\begin{array}{ll}
c_{11} & c_{12} \\
c_{12} & c_{22}
\end{array}\right]
$$

are also positive definite, and $k$ and $c$ are positive, where ( $k_{\alpha \beta}, k$ ) and $\left.c_{\alpha \beta}, c\right)$ are, respectively, elastic and viscous coefficients of the operators $\left(S_{\alpha \beta}, Q^{\prime}\right)$; i.e., $S_{\alpha \beta}=k_{\alpha \beta}+c_{\alpha \beta} D$ and $Q^{\prime}=k+c D$.

The solution of EqS. $(3.12,3.13)$ subject to the boundary conditions, Eqs. (3.14), and zero initial conditions (the motion is assumed to start from rest position) determines the theoretical response.

### 3.3 The Discrete Model

The governing equations, Eqs. (3.12, 3.13), constitute a system of partial differential equations and determination of the theoretical response involves integration of these complicated equations. Therefore it is desirable to reduce them to a simpler form that is more suitable for optimization analysis. This reduction is made using a modified version of Galerkin's method proposed in [12] in connection with developing a higher order dynamic approximate theory for plates. As will be seen shortly, the resulting equations describe a discrete model.

Derivation of the equations of the discrete model starts by referring to Fig. 9. Let $h$ be half of the weight of the wall, i.e., $h=H / 2$, and $\bar{x}$ be a nondimensional distance measured in the vertical direction, defined by $\bar{x}=x / h$. To develop a discrete model we first choose a set of distribution functions $\left\{\phi_{i}(\bar{x}), i=0,1, \ldots\right\}$, which form a complete set in the sense that a given function $f(\bar{x})$ in the interval $-1 \leq \bar{x} \leq 1$ can be represented by the series

$$
\sum_{i=0}^{\infty} \alpha_{i} \phi_{i}(\bar{x}), \quad \text { i.e., } \operatorname{Lim}_{N \rightarrow \infty} \sum_{i=0}^{N} \alpha_{i} \phi_{i}(\bar{x})=f(\bar{x})
$$

where $\alpha_{i}$ are some constants. For developing an $m$ th order model, the elements $\left\{\phi_{0}, \phi_{1}, \ldots \ldots, \phi_{m}, \phi_{m+1}, \phi_{m+2}\right\}$ of the set should be retained, since the two additional functions $\phi_{m+1}, \phi_{m+2}$ are necessary to satisfy the end boundary conditions of the wall exactly. To keep the discrete model as simple as possible and for reasons which will be discussed later, the value of $m$ is taken to be zero in the analysis, i.e., only the elements $\phi_{0}, \phi_{1}$
and $\phi_{2}$ of the set are retained. The resulting equations will then constitute a zeroth order model. Legendre polynomials, which are orthogonal, are chosen as distribution functions to simplify the analysis; i.e., $\phi_{i}=P_{i}\left(i=0,1,2\right.$ and $P_{i}$ is the $i$ th order Legendre polynominal) or, explicitly,

$$
\begin{equation*}
\phi_{0}=1 ; \quad \phi_{1}=\bar{x} ; \quad \phi_{2}=\left(-1+3 \bar{x}^{2}\right) / 2 . \tag{3.16}
\end{equation*}
$$

It should be noted that $\phi_{i}$ thus chosen satisfy

$$
\begin{align*}
& \int_{-1}^{+1} \phi_{i} \phi_{j} \mathrm{~d} \bar{x}=\frac{2}{2 i+1} \delta_{i j} \\
& \phi_{0}(\bar{\mp} 1)=\phi_{2}(\mp 1)=1 ; \phi_{1}(\mp 1)=\bar{\mp} 1  \tag{3.17}\\
& \left.\phi_{0}^{\prime}(\mp\rceil\right)=0
\end{align*} \quad ; \quad \phi_{1}^{\prime}(\mp 1)=1 ; \phi_{2}^{\prime}(\bar{\mp} 1)=\bar{\mp} 3 .
$$

where $\delta_{i j}$ is the Kronecker delta, $(\cdot)^{\prime}=\mathrm{d}(\cdot) / \mathrm{d} \overline{\mathrm{x}}$ and a line appearing under a repeated index implies that the summation rule does not hold for that index.

Before starting the analysis, we will introduce an averaging operator, generalized displacements, and the end quantities involving the values of stresses and displacements at the lower and upper end of the wall, which are defined as follows.

Averaging operator:

$$
\begin{equation*}
L=\frac{1}{2 h} \int_{-h}^{+h}(\cdot) \phi_{0} d x, \tag{3.18}
\end{equation*}
$$

generalized displacements:

$$
\begin{equation*}
\left(u_{0}, \psi_{0}\right)=L(u, \psi) \tag{3.19}
\end{equation*}
$$

end quantities:

$$
\begin{array}{ll}
s^{\overline{+}}=u^{+} \mp u^{-} ; & \psi^{\overline{+}}=\psi^{+} \mp \psi^{-} \\
R^{\overline{+}}=\sigma^{+} \mp \sigma^{-} ; & T^{\overline{+}}=\tau^{+} \bar{\mp} \tau^{-} . \tag{3.20}
\end{array}
$$

To establish the equations of the zeroth order theory, first the weighted average of the linear momentum equations is taken over the height of the wall using $\phi_{0}$ as the weighting function, i.e., the operator $L$ is applied to Eqs. (3.12). This gives

$$
\begin{align*}
& \frac{R^{-}}{H}=\rho \ddot{u}_{0}+s \ddot{\psi}_{0}  \tag{3.21}\\
& \frac{T^{-}}{H}-Q^{\prime} \psi_{0}=s \ddot{u}_{0}+n \ddot{\psi}_{0} .
\end{align*}
$$

To complete the equations of the approximate theory, the constitutive relations for the end quantities are added to Eqs. (3.21). With the object of establishing these equations, $u$ and $\psi$ are expanded in terms of $\phi_{0}, \phi_{1}$ and $\phi_{2}$ as

$$
\begin{align*}
& u=a_{0} \phi_{0}+a_{1} \phi_{1}+a_{2} \phi_{2}  \tag{3.22}\\
& \psi=b_{0} \phi_{0}+b_{1} \phi_{1}+b_{2} \phi_{2}
\end{align*}
$$

where $a_{i}$ and $b_{i}$ are some functions of time. Then $i n$ order to relate $a_{i}$ and $b_{i}$ to the dependent variables appearing in the approximate theory the operator $L$ is applied to both of the equations in (3.22). Because the $\phi_{i}$ are orthogonal this gives

$$
\begin{equation*}
\left(a_{0}, b_{0}\right)=\left(u_{0}, \psi_{0}\right) \tag{3.23}
\end{equation*}
$$

To find the other $\left(a_{i}, b_{i}\right)$, the values of $u$ and $\psi$ from Eqs. (3.22) at $x=$ Fh are substituted into the expressions for $S^{\bar{\mp}}$ and $\psi^{\bar{\mp}}$ defined by Eqs. (3.20). This yields

$$
\begin{array}{ll}
a_{1}=\frac{s^{-}}{2} & ; \quad b_{1}=\frac{\psi^{-}}{2} \\
a_{2}=\frac{s^{+}}{2}-u_{0} & ; \quad b_{2}=\frac{\psi^{+}}{2}-\psi_{0} . \tag{3.24}
\end{array}
$$

The final step in obtaining the constitutive relations of the end quantities involves first the substitution of Eqs. (3.22) into Eqs. (3.13), from which we obtain

$$
\begin{align*}
\sigma & =\frac{2 S_{11}}{H}\left(a_{1} \phi_{1}^{\prime}+a_{2} \phi_{2}^{\prime}\right)+\frac{2 S_{12}}{H}\left(b_{1} \phi_{1}^{\prime}+b_{2} \phi_{2}^{\prime}\right) \\
\tau & =\frac{2 S_{12}}{H}\left(a_{1} \phi_{1}^{\prime}+a_{2} \phi_{2}^{\prime}\right)+\frac{2 S_{22}}{H}\left(b_{1} \phi_{1}^{\prime}+b_{2} \phi_{2}^{\prime}\right) \tag{3.25}
\end{align*}
$$

Finally, if these expressions for $\sigma$ and $\tau$ at $x=\mp$ in are substituted into the relations $R^{\bar{\mp}}=\sigma^{+} \bar{\mp} \sigma^{-}$and $T^{\bar{\mp}}=\tau^{+} \bar{\mp} \tau^{-}$the constitutive equations for the end quantities are

$$
\begin{align*}
& R^{+}=\frac{2}{H}\left(S_{11} S^{-}+S_{12} \psi^{-}\right) \\
& R^{-}=\frac{6}{H}\left[S_{11}\left(S^{+}-2 u_{0}\right)+S_{12}\left(\psi^{+}-2 \psi_{0}\right)\right] \\
& T^{+}=\frac{2}{H}\left(S_{12} S^{-}+S_{22} \psi^{-}\right)  \tag{3.26}\\
& T^{-}=\frac{6}{H}\left[S_{12}\left(S^{+}-2 u_{0}\right)+S_{22}\left(\psi^{+}-2 \psi_{0}\right)\right]
\end{align*}
$$

In obtaining Eqs. (3.26), the defining expressions of $\phi_{i}(i=0,1,2)$ in Eqs. (3.16) are used.

The boundary conditions of the problem, Eqs. (3.14), can be expressed in terms of end quantities of the approximate theory. In view of Eqs. (3.20), they take the form

$$
\begin{align*}
& \frac{\bar{m}}{h^{\prime}}\left[e_{11}\left(\check{S}^{+}+\ddot{S}^{-}\right)+e_{12}\left(\ddot{\psi}^{+}+\ddot{\psi}^{-}\right)\right]+R^{+}+R^{-}=0 \\
& \frac{\bar{m}}{h^{+}}\left[e_{12}\left(\ddot{S}^{+}+\ddot{S}^{-}\right)+e_{22}\left(\ddot{\psi}^{+}+\ddot{\psi}^{+}\right)\right]+T^{+}+T^{-}=0 \\
& \ddot{S}^{+}-\ddot{S}^{-}=2 \ddot{u}_{g}  \tag{3.27}\\
& \ddot{\psi}^{+}-\ddot{\psi}^{-}=0 .
\end{align*}
$$

The equations of the approximate theory are now complete. They are Eqs. (3.21, 3.26 and 3.27), which constitute ten equations governing the ten unknowns ( $u_{0}, \psi_{0}, S^{\mp}, \psi^{\overline{+}}, R^{\bar{\mp}}, T^{\mp}$ ).

The reduced model equations can be simplified further by employing a procedure explained below. The procedure begins by taking the Fourier transforms of the model equations, Eqs. (3.21, 3.27 and 3.27), from which we obtain the following matrix equations:
linear momentum equations:

$$
\frac{1}{H}\left[\begin{array}{l}
R^{-F}  \tag{3.28}\\
T^{-F}
\end{array}\right]=-\left[\begin{array}{cc}
\rho \omega^{2} & s \omega^{2} \\
s \omega^{2} & n \omega^{2}-\bar{Q}^{\prime}
\end{array}\right]\left[\begin{array}{c}
u_{0}^{F} \\
\psi_{0}^{F}
\end{array}\right]
$$

constitutive equations for end quantities:

$$
\begin{align*}
& {\left[\begin{array}{l}
R^{+F} \\
T^{+F}
\end{array}\right]=\frac{2}{H}\left[\begin{array}{ll}
\bar{S}_{11} & \bar{S}_{12} \\
\bar{S}_{12} & \bar{S}_{22}
\end{array}\right]\left[\begin{array}{l}
S^{-F} \\
\psi^{-F}
\end{array}\right]}  \tag{3.29}\\
& {\left[\begin{array}{l}
R^{-F} \\
T^{-F}
\end{array}\right]=\frac{6}{H}\left[\begin{array}{ll}
\bar{S}_{11} & \bar{S}_{12} \\
\bar{S}_{12} & \bar{S}_{22}
\end{array}\right]\left[\begin{array}{l}
S^{+F} \\
\psi^{+F}
\end{array}\right]-\frac{12}{H}\left[\begin{array}{ll}
\bar{S}_{11} & \bar{S}_{12} \\
\bar{S}_{12} & \bar{S}_{22}
\end{array}\right]\left[\begin{array}{l}
u_{0}^{F} \\
\psi_{0}^{F}
\end{array}\right]} \tag{3.30}
\end{align*}
$$

boundary conditions:

$$
\begin{align*}
& -\omega^{2} \frac{\bar{m}}{h^{\top}}\left[\begin{array}{ll}
e_{11} & e_{12} \\
e_{12} & e_{22}
\end{array}\right]\left[\begin{array}{l}
S^{+F}+S^{-F} \\
\psi^{+F}+\psi^{-F}
\end{array}\right]+\left[\begin{array}{l}
R^{+F} \\
T^{+F}
\end{array}\right]+\left[\begin{array}{l}
R^{-F} \\
T^{-F}
\end{array}\right]=\underline{0}  \tag{3.31}\\
& s^{+F}-s^{-F}=2 u_{g}^{F}  \tag{3.32}\\
& \psi^{+F}-\psi^{-F}=0,
\end{align*}
$$

where $\bar{Q}^{\prime}=k+i \omega c ; \bar{S}_{\alpha \beta}=k_{\alpha \beta}+i \omega c_{\alpha \beta},(\alpha, \beta=1,2) ; \omega$ is angular frequency; $i^{2}=-1$ and $(\cdot)^{F}$ designates the Fourier transform of $(\cdot)$. Equations (3.28 to 3.32) correspond to the wall being initially at rest.

$$
\begin{align*}
\text { When } \underline{f}^{-F} & =\left[R^{-F} T^{-F}\right]^{\top} \text { from Eq. (3.28) is substituted into Eq. (3.30), } \\
& -H \underline{A} \underline{W}_{-0}^{F}=\frac{6}{H} \underline{s} \underline{W}^{+F}-\frac{12}{H} \underline{\bar{s}} \underline{W}_{-0}^{F} \tag{3.33}
\end{align*}
$$

Here

$$
\begin{align*}
& A=\left[\begin{array}{cc}
\rho \omega^{2} & s \omega^{2} \\
s \omega^{2} & n \omega^{2}-\bar{Q}^{\prime}
\end{array}\right] ; \quad \underline{\bar{s}}=\left[\begin{array}{ll}
\bar{S}_{11} & \bar{S}_{12} \\
\bar{S}_{12} & \bar{S}_{22}
\end{array}\right] ;  \tag{3.34}\\
& \underline{W}_{0}^{F}=\left[\begin{array}{ll}
u_{0}^{F} & \psi_{0}^{F}
\end{array}\right]^{T} ; \quad \underline{W}^{+F}=\left[s^{+F} \psi^{+F}\right]^{\top} .
\end{align*}
$$

After some manipulation, Eq. (3.33) can be written as

$$
\begin{equation*}
\left(\underline{I}-\frac{H^{2}}{12} \underline{S}^{-1} A\right){\underset{W}{W}}_{0}^{F}=\frac{1}{2} \underline{W}^{+F} \tag{3.35}
\end{equation*}
$$

where $\underline{I}$ is the identity matrix, and $(\cdot)^{-1}$ is the inverse of (.). It will be shown in Appendix $A$ that the norm of $\left(H^{2} / 12\right) \underline{S}^{-1}$ A is small compared to unity for the frequency range considered in this study and for the optimum values of the model parameters which will be found later. Accordingly, the inverse of the coefficient matrix of $W_{0}$ in Eq. (3.35) is approximately equal to $\left(\underline{I}+\left(H^{2} / 12\right) \bar{S}^{-1} \underline{A}\right)$. Thus, the approximate solution of $\underline{W}_{0}$ in terms of $\underline{W}^{+}$would be

$$
\begin{equation*}
W_{-0}^{F}=\frac{1}{2}\left(\underline{I}+\frac{H^{2}}{12} \underline{S}^{-1} \underline{A}\right) \underline{W}^{+F} . \tag{3.36}
\end{equation*}
$$

Substitution of the equation above into Eq. (3.30) yields after some manipulation

$$
\begin{equation*}
\underline{f}^{-F}=-\frac{H}{2} \underline{A} \underline{W}^{+F} \tag{3.37}
\end{equation*}
$$

Finally, substituting the expressions of $\underline{f}^{-F}$ and $\left[R^{+F} \quad T^{+F}\right]^{\top}$ given in Eqs. (3.37, 3.29) into Eq. (3.31), gives

$$
\begin{equation*}
-\omega^{2} \frac{\bar{m}}{h^{1}} \underline{E}\left(\underline{W}^{+F}+\underline{W}^{-F}\right)+\frac{2}{H} \bar{S} \underline{W}^{-F}-\frac{H}{2} \underline{A} \underline{W}^{+F}=0 \tag{3.38}
\end{equation*}
$$

where

$$
\underline{E}=\left[\begin{array}{ll}
e_{11} & e_{12}  \tag{3.39}\\
e_{12} & e_{22}
\end{array}\right] ; \underline{W}^{-F}=\left[\begin{array}{ll}
s^{-F} & \psi^{-F}
\end{array}\right]^{\top} .
$$

Let $y$ and $r$ be the relative values of $u$ and $\psi$ at the upper end of the wall with respect to their values at the lower end, i.e.,

$$
\begin{equation*}
y=u^{+}-u^{-} ; \quad r=\psi^{+}-\psi^{-} . \tag{3.40}
\end{equation*}
$$

Then with the boundary conditions at the lower end, Eqs. (3.40) take the form

$$
\begin{equation*}
y=u^{+}-u_{g} ; \quad r=\psi^{+} \tag{3.4!}
\end{equation*}
$$

Then, from Eqs. (3.20),

$$
\begin{align*}
& S^{+}=y+2 u_{g} ; \quad S^{-}=y  \tag{3.42}\\
& \psi^{+}=\psi^{-}=r
\end{align*}
$$

Eqs. (3.42) and the expressions defining $\underline{W}^{\bar{\top}}$ yield

$$
\begin{align*}
& \underline{w}^{+F}=\underline{a}^{F}+2 u_{g}^{F} \underline{b}  \tag{3.43}\\
& \underline{w}^{-F}=\underline{a}^{F}
\end{align*}
$$

where

$$
\underline{a}=\left[\begin{array}{ll}
y & r
\end{array}\right]^{\top} ; \quad \underline{b}=\left[\begin{array}{lll}
1 & 0 \tag{3.44}
\end{array}\right]^{\top} .
$$

Substituting Eqs. (3.43) into (3.38) and multiplying the resulting equation by bh' gives

$$
\begin{equation*}
-\omega^{2}\left(M \underline{E}+\frac{b h^{\prime} H}{4} \underline{A}^{\prime}\right) \underline{a} F+\left(\frac{b h^{\prime}}{H} \bar{S}+\frac{b h^{\prime} H}{4} \bar{Q}^{\prime} \underline{B}\right) \underline{a} \underline{a}^{F}=\omega^{2} u_{g}^{F}\left(M \underline{E}+\frac{b h^{\prime} H}{2} \underline{A}^{\prime}\right) \underline{b} \tag{3.45}
\end{equation*}
$$

where $M=\bar{m} b$ is the total mass of the top weight for one wall and

$$
\underline{A}^{\prime}=\left[\begin{array}{ll}
p & s  \tag{3.46}\\
s & n
\end{array}\right] ; \underline{B}=\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right]
$$

In obtaining Eq. (3.45), the fact that $\underline{B} \underline{b}=\underline{0}$ is used.
Taking into account the relations $\bar{Q}^{\prime}=k+i \omega c, \bar{S}_{\alpha \beta}=k_{\alpha \beta}+i \omega c_{\alpha \beta}$
Eq. (3.45) can be written finally in expanded form as

$$
\left(-\omega^{2}\left[\begin{array}{ll}
M_{11} & M_{12}  \tag{3.47}\\
M_{12} & M_{22}
\end{array}\right]+i \omega\left[\begin{array}{ll}
c_{11} & c_{12} \\
c_{12} & c_{22}
\end{array}\right]+\left[\begin{array}{ll}
k_{11} & k_{12} \\
k_{12} & k_{22}
\end{array}\right]\right)\left[\begin{array}{c}
y^{F} \\
r^{F}
\end{array}\right]=\omega^{2}\left[\begin{array}{c}
M_{11}^{\prime} \\
M_{12}
\end{array}\right] u_{g}^{F}
$$

where

$$
\begin{array}{ll}
M_{11}=e_{11} M+\frac{f_{11}}{4} ; \quad M_{12}=e_{12} M+\frac{f_{12}}{4} \\
M_{22}=e_{22} M+\frac{f_{22}}{4} \\
M_{11}^{\prime}=e_{11} M+\frac{f_{11}}{2} ; \quad M_{12}^{\prime}=e_{12} M+\frac{f_{12}}{2} \\
f_{11}=\text { obh'H (mass of the wal1) }  \tag{3.48}\\
f_{12}=\text { sbh'H }^{\prime} ; \quad f_{22}=\text { nbh' }^{\prime} H \\
C_{11}=\frac{b h^{\prime} c_{11}}{H} ; \quad C_{12}=\frac{b h^{\prime} c_{12}}{H} ; \quad c_{22}=\frac{b h^{\prime} c_{22}}{H}+\frac{b h^{\prime} H c}{4} \\
K_{11}=\frac{b h^{\prime} k_{11}}{H} \quad ; \quad K_{12}=\frac{b h^{\prime} k_{12}}{H} ; \quad K_{22}=\frac{b h^{\prime} k_{22}}{H}+\frac{b h^{\prime} H k}{4}
\end{array}
$$

Inversion of Eq. (3.47) would give the equations of the discrete model in the time domain. They are, in matrix form

$$
\left[\begin{array}{ll}
M_{11} & M_{12}  \tag{3.49}\\
M_{12} & M_{22}
\end{array}\right]\left[\begin{array}{l}
\ddot{y} \\
\ddot{r}
\end{array}\right]+\left[\begin{array}{ll}
C_{11} & C_{12} \\
C_{12} & c_{22}
\end{array}\right]\left[\begin{array}{l}
\dot{y} \\
\dot{r}
\end{array}\right]+\left[\begin{array}{ll}
K_{11} & K_{12} \\
K_{12} & K_{22}
\end{array}\right]\left[\begin{array}{l}
y \\
r
\end{array}\right]=-\left[\begin{array}{c}
M_{11}^{\prime} \\
M_{12}
\end{array}\right] \ddot{u_{g}}
$$

This is a system of two coupled ordinary differential equations in time and has a form encountered widely in structural dynamics. The equations of the discrete model, Eqs. (3.49), are simpler to handle than the equations of the continuous system, Eqs. (3.12 to 3.14), which are composed of partial differential equations in the time-space domain.

### 3.4 Force and Displacement Distributions

The object of this section is to relate the displacement and force distributions within the wall to the variables $y$ and $r$ of the discrete model.

### 3.4.1 Displacement Distribution

To determine the displacement distribution, we first take the Fourier transform of Eqs. (3.22). This gives

$$
\begin{align*}
& u^{F}=a_{0}^{F} \phi_{0}+a_{1}^{F} \phi_{1}+a_{2}^{F} \phi_{2}  \tag{3,50}\\
& \psi^{F}=b_{0}^{F} \phi_{0}+b_{1}^{F} \phi_{1}+b_{2}^{F} \phi_{2}
\end{align*}
$$

In view of the Eqs. $(3.23,3.24)$, Eqs. (3.50) can be written as

$$
\begin{equation*}
\underline{W}^{F}=W_{0}^{F}\left(\phi_{0}-\phi_{2}\right)+\frac{1}{2} \underline{W}^{-F} \phi_{1}+\frac{1}{2} \underline{W}^{+F_{\phi_{2}}} \tag{3.51}
\end{equation*}
$$

where $\underline{w}^{F}=\left[\begin{array}{ll}u^{F} & \psi^{F}\end{array}\right]^{\top}$. When Eq. (3.36) is substituted into this equation, and the distribution functions given by Eqs. (3.16) are taken into account, Eq. (3.51) becomes

In this equation, it is to be noted that the factor (1- $\bar{x}^{2}$ ) is less than one. Hence in accordance with the assumption used in deriving Eq. (3.36), the second term in the parentheses will be neglected. Substituting Eqs. (3.43) into Eq. (3.52) gives

$$
\begin{equation*}
\underline{w}^{F} \simeq \frac{1}{2}(1+\bar{x}) \underline{a}^{F}+\underline{b} u_{g}^{F} \tag{3.53}
\end{equation*}
$$

which, after inversion, can be written in expanded form as

$$
\left[\begin{array}{c}
u-u_{g}  \tag{3.54}\\
\psi
\end{array}\right] \simeq \frac{\bar{x}+1}{2}\left[\begin{array}{l}
y \\
r
\end{array}\right]
$$

Eq. (3.54) indicates that the average displacement (the average of the phase displacements) relative to the base $\left(u-u_{g}\right)$ and the difference of the phase displacements $\psi$ have approximately linear distributions over the height of the wall.

### 3.4.2 Force Distribution

The determination of the force distribution starts with multiplying Eqs. (3.25) by bh' and taking the Fourier transform of the resulting equations. This yields

$$
\begin{equation*}
\underline{F}^{F}=\frac{2 b h^{\prime}}{H}\left(\underline{\bar{S}} \underline{d}_{1}^{F} \phi_{1}^{\prime}+\underline{\bar{s}} \underline{d}_{2}^{F} \phi_{2}^{\prime}\right) \tag{3.55}
\end{equation*}
$$

where

$$
\begin{align*}
& d_{\alpha}^{F}=\left[\begin{array}{ll}
a_{\alpha}^{F} & b_{\alpha}^{F}
\end{array}\right]^{\top}, \quad(\alpha=1,2) \\
& \underline{F}^{F}=\left[\begin{array}{ll}
V^{F} & \Delta^{F}
\end{array}\right]^{\top}  \tag{3.56}\\
& V=b h^{\prime} \sigma \quad ; \quad \Delta=b h^{\prime} \tau .
\end{align*}
$$

Now $\sigma$ was the total stress measured per unit area of the wall material, so $V$ defined in Eqs. (3.56) describes the usual force acting on the whole horizontal cross section of the wall. On the other hand, from the definition $\tau=\sigma_{1}-\sigma_{2}$, it follows that $\Delta$ is a force quantity associated with the difference of phase stresses (partial stresses), which appears in the analysis because the mixture model distinguishes the two phases of the wall. Further, it should be noted that $V$ describes the shear force for the horizontal motion of the wall and the deviation of the normal force from its static value for the vertical motion of the wall.

When the expressions for ${\underset{-}{-\alpha}}_{F}^{F}, \phi_{\alpha}^{\prime}(\alpha=1,2)$ are carried into Eqs. (3.55) from Eqs. (3.16, 3.24), respectively, and Eq. (3.36) is used, Eq. (3.55) reduces to

$$
\begin{equation*}
\underline{F}^{F}=\frac{b h^{\prime}}{H} \underline{S} \underline{W}^{-F}-\frac{b h^{\prime} H}{4} \bar{x} \underline{A}^{W^{+F}} . \tag{3.57}
\end{equation*}
$$

Substituting Eqs. (3.43) into the equation above gives

$$
\begin{equation*}
\underline{F}^{F}=\left(\frac{b h^{\prime}}{H} \underline{S}-\bar{x} \frac{b h^{\prime} H}{4} \underline{A}\right) \underline{a}^{F}-\bar{x} \frac{b h^{\prime} H}{2} \underline{A} \underline{b} u_{g}^{F} . \tag{3.58}
\end{equation*}
$$

Using the definitions of $\underline{\bar{S}}, \underline{A}, \underline{a} \underline{a}^{F}$ and $\underline{b}$, the first component $V^{F}$ of $\underline{F}^{F}$ is given by

$$
\begin{equation*}
v^{F}=\left(K_{11}+i \omega C_{11}-\omega^{2} \bar{x} \frac{f_{11}}{4}\right) y^{F}+\left(K_{12}+i \omega C_{12}-\omega^{2} \bar{x} \frac{f_{12}}{4}\right) r^{F}-\omega^{2} \bar{x} \frac{f_{11}}{2} u_{g}^{F} \tag{3.59}
\end{equation*}
$$

from $\bar{S}_{\alpha \beta}=k_{\alpha \beta}+i \omega c_{\alpha \beta}$ and the definitions given in Eqs. (3.48). In the time domain, Eq. (3.59) takes the form

$$
\begin{equation*}
v=\left(k_{11} y+c_{11} \dot{y}+\bar{x} \frac{f_{11}}{4} \ddot{y}\right)+\left(k_{12} r+c_{12} \dot{r}+\bar{x} \frac{f_{12}}{4} \ddot{r}\right)+\bar{x} \frac{f_{11}}{2} \dot{u}_{g} \tag{3.60}
\end{equation*}
$$

From Eq. (3.58), it is clear that the forces $V$ and $\Delta$ vary linearly over the height of the wall.

### 3.5 Effective Modulus Model

Up to this point we have been considering the mixture model. A second model, the effective modulus model, can be obtained from the mixture model as a special case.

To reduce the length of the analysis, the equations of the effective modulus theory are presented only for the special one dimensional problems formulated in Section 3.2 for the loading and geometrical conditions of the wall specimen tested experimentally. The effective modulus model replaces the wall material by one-phase homogeneous material and does not differentiate mortar and brick phases. To derive the equations of the effective modulus theory let $u_{1}=u_{2}$ and then, from Eq. (3.11), $u=u_{1}=u_{2}$ and $\psi=0$. Then Eqs. (3.12-3.14) show that the dependent variables of the effective modulus theory, $u$ and $\sigma$ are governed by the first members of these equations. They are

$$
\begin{align*}
& \partial_{x} \sigma=\rho \ddot{u} \\
& \sigma=S_{11} \partial_{x}^{u} \\
& \frac{\bar{m}}{\bar{h}^{\prime}} \ddot{u}^{+}+\sigma^{+}=0  \tag{3.61}\\
& \ddot{u}^{-}=\ddot{u}_{g}^{-}(t)
\end{align*}
$$

The definitions of the parameters in the governing equations of the effective modulus theory, i.e., in Eqs. (3.61), are the same as those given for the mixture model.

Equations (3.61) can be put in a discrete form by following the procedure outlined in Section 3.3, to yield
in the frequency domain:

$$
\begin{equation*}
\left(-\omega^{2} M_{11}+i \omega C_{11}+K_{11}\right) y^{F}=\omega^{2} M_{11}^{1} u_{g}^{F} \tag{3.62}
\end{equation*}
$$

in the time domain:

$$
\begin{equation*}
M_{11} \ddot{y}+C_{11} \dot{y}+K_{11} y=-M_{11}^{\prime} \ddot{u}_{g} \tag{3.63}
\end{equation*}
$$

with $M_{11}, M_{11}^{1}, C_{17}, K_{71}$ and $y$ as defined previously by Eqs. (3.48 and 3.41). 3.41).

The expressions relating displacement and force distributions in the wall to the variable $y$ of the discrete effective modulus model can be derived by using the procedure followed in Section 3.4. They are
displacement distribution:

$$
\begin{equation*}
u-u_{g}=\frac{1}{2}(\bar{x}+1) y \tag{3.64}
\end{equation*}
$$

force distribution:

$$
\begin{equation*}
V=\left(K_{11} y+c_{11} \dot{y}+\bar{x} \frac{f_{11}}{4} \ddot{y}\right)+\bar{x} \frac{f_{11}}{2} \ddot{u}_{g} \tag{3.65}
\end{equation*}
$$

## 4. THEORETICAL AND EXPERIMENTAL RESPONSE FUNCTIONS

In this chapter, theoretical response functions are derived from the mixture and effective modulus theories, and the procedure for obtaining the experimental response function is presented. The parameters appearing in the theoretical models will be determined through optimization analysis by matching theoretical and experimental response functions of the wall in the following chapters. First, we define the response function for a general system and review very briefly its basic properties (for a more complete discussion see references [13-17]).

A response function, in general, is a function relating the output of a system at a specified location to a given input. When the system is linear and the input $x$ and output $y$ are functions of time, $x$ and $y$ are related by the convolution integral

$$
\begin{equation*}
y(t)=\int_{-\infty}^{\infty} h(\tau) x(t-\tau) d \tau \tag{4.1}
\end{equation*}
$$

The corresponding relation in the frequency domain is

$$
\begin{equation*}
Y(f)=H(f) \cdot X(f) \tag{4.2}
\end{equation*}
$$

where $Y(f), H(f)$ and $X(f)$ are the Fourier transforms of $y(t), h(t)$ and $X(t)$, respectively, and the frequency $f$ is related to the angular frequency $\omega$ by $f=\omega / 2 \pi$. The response function $h(t)$ in the time domain is called the impulse response function whereas the response function $H(f)$ in the frequency domain is called the complex frequency response function (CFRF) of the system. The absolute value of CFRF, $|H(f)|$, describes the amplification of the input and $\tan ^{-1}\left(H_{I}(f) / H_{R}(f)\right)$ gives the phase angle difference between the output and input. Here $H_{I}$ and $H_{R}$ denote imaginary and real parts of CFRF, respectively.

In the evaluation of theoretical and experimental response functions of the wall, the base and top accelerations are chosen to be, respectively, the input and output of the wall. This choice is dictated by the fact that, because of the rigidity of the walls, reliable and sensitive measurements in experiments are obtained only from accelerometers. Since in this study, for reasons discussed later, the optimization analysis is carried out in frequency space rather than in time space, in what follows the response functions (relating base and top accelerations of the wall) are evaluated in frequency space only.

### 4.1 Theoretical Response Functions

In Chapter 3, two different mathematical models, namely the mixture and effective modulus models, were proposed to determine the theoretical response of masonry walls. Here, CFRF's based on these models are derived by using the relation

$$
\begin{equation*}
H_{u}^{t}=\frac{\left(\ddot{u}^{+}\right)^{F}}{\left(\ddot{u}_{g}\right)^{F}}=\frac{u^{+F}}{u_{g}^{F}} \tag{4.3}
\end{equation*}
$$

in accordance with the definition given in Eq. (4.2), where $H_{u}^{t}$ is the CFRF; and $\left(\ddot{u}^{+}\right)^{F}$ and $\left(\ddot{u}_{g}\right)^{F}$ are the transforms of the top and base accelerations, respectively. The last term of Eq. (4.3) follows since $\langle\ddot{g}\rangle^{F}=-\omega^{2} g^{F}$ for any function $g(t)$.

### 4.1.1 Response Function for the Mixture Model

Dividing the governing equation of the mixture model in the frequency domain, Eq. (3.47), by $\mathrm{M}_{11}$ gives

$$
\left(-\omega^{2}\left[\begin{array}{ll}
1 & m^{\prime}  \tag{4.4}\\
m^{\prime} & \alpha
\end{array}\right]+2 i \xi \omega \omega^{-}\left[\begin{array}{cc}
1 & \gamma^{\prime} \\
\gamma^{\prime} & \alpha^{\prime}
\end{array}\right]+\bar{\omega}^{2}\left[\begin{array}{ll}
1 & \gamma \\
\gamma & p
\end{array}\right]\right)\left[\begin{array}{c}
y^{F} \\
r^{F}
\end{array}\right]=\omega^{2} q^{\prime}\left[\begin{array}{l}
1 \\
\ell
\end{array}\right] u_{g}^{F}
$$

where $\bar{\omega}^{2}=K_{11} / M_{11} ; \xi$ is the damping coefficient defined by $\xi=C_{11} / 2 M_{11} \bar{\omega}$ and

$$
\begin{array}{lr}
\alpha=\frac{M_{22}}{M_{11}} ; & m^{\prime}=\frac{M_{12}}{M_{11}} \\
\alpha^{\prime}=\frac{C_{22}}{C_{11}} ; & \gamma^{\prime}=\frac{C_{12}}{C_{11}}  \tag{4.5}\\
p=\frac{K_{22}}{K_{11}} ; & \gamma=\frac{K_{12}}{K_{11}} \\
q^{\prime}=\frac{M_{11}^{\prime}}{M_{11}} ; & \ell=\frac{M_{12}^{\prime}}{M_{11}^{1}}
\end{array}
$$

It should be noted that the constants $\alpha, m^{\prime}, \alpha^{\prime}, \gamma^{\prime}, p, \gamma, q^{\prime}$ and $\ell$ are nondimensional. Solving Eq. (4.4), which is a system of linear algebraic equations, for $y^{F}$; then substituting $u^{+F}=y^{F}+u_{g}^{F}$ in Eq. (4.3), gives

$$
\begin{equation*}
H_{u}^{t}=\frac{q^{\prime} z^{2}}{D}\left(a_{22}-a_{12} l\right)+1 \tag{4.6}
\end{equation*}
$$

where $z$ is the nondimensional frequency defined by $z=\omega / \bar{\omega}$ and

$$
\begin{align*}
D & =a_{11} a_{22}-a_{12}^{2} \\
a_{11} & =1+2 \xi i z-z^{2}  \tag{4.7}\\
a_{22} & =p+2 \alpha^{\prime} \xi i z-\alpha z^{2} \\
a_{12} & =\gamma+2 \gamma^{\prime} \xi i z-m^{\prime} z^{2} .
\end{align*}
$$

Although the number of parameters appearing in the mixture model is 11 $\left(M_{11}, \bar{\omega}, \alpha, m^{\prime}, \xi, \alpha^{\prime}, \gamma^{\prime}, p, \gamma, q^{\prime}, \ell\right)$, some of the parameters have preassigned values and do not enter into the optimization analysis as unknowns.

The values of these parameters can be computed from the physical and geometric properties of the wall specimen stated below

$$
\begin{array}{lll}
n_{1}=0.20 & ; & n_{2}=0.80 \\
\rho_{1}^{R}=1800 \mathrm{~kg} / \mathrm{m}^{3} & ; & \rho_{2}^{R}=1320 \mathrm{~kg} / \mathrm{m}^{3} \tag{4.8}
\end{array}
$$

$$
\begin{array}{ll}
b=2.64 \mathrm{~m} \quad ; & H=1.52 \mathrm{~m} ; \\
M=2304 \mathrm{~kg} ; & h^{\prime}=0.092 \mathrm{~m} . \tag{4.8Cont'd}
\end{array}
$$

In writing the value of $\rho_{2}^{R}$, the volume of the hole in the brick is taken into account, i.e., $\rho_{2}^{R}$ is computed by dividing the mass of a brick by its total volume, including the holes in it. When the values of $n_{\alpha}$ and $\rho_{\alpha}^{R}$ are substituted from Eqs. (4.8) into Eqs. (3.15), taking into account the relation $\rho_{\alpha}=n_{\alpha} \rho_{\alpha}^{R}(\alpha=1,2$; no summation on $\alpha)$, the following results are obtained.

$$
\begin{align*}
e_{11}=1 & ; e_{12}=-0.60 \quad ; e_{22}=0.36 \\
\rho_{1}=360 \mathrm{~kg} / \mathrm{m}^{3} & ; \quad \rho_{2}=1056 \mathrm{~kg} / \mathrm{m}^{3}  \tag{4.9}\\
\rho & =1416 \mathrm{~kg} / \mathrm{m}^{3} ;
\end{align*} \quad \mathrm{s}=-696 \mathrm{~kg} / \mathrm{m}^{3} .
$$

Substitution of these values, and the values of $b, h ', H$ from Eqs. (4.8) into Eqs. (3.48) gives

$$
\begin{array}{ll}
f_{11}=523 \mathrm{~kg} & ; f_{12}=-257 \mathrm{~kg} \\
M_{11}=2435 \mathrm{~kg} & ; M_{12}=-1447 \mathrm{~kg}  \tag{4.10}\\
M_{11}^{\prime}=2566 \mathrm{~kg} & ; M_{12}^{\prime}=-1511 \mathrm{~kg} .
\end{array}
$$

Then using the definitions of $m^{\prime}, q^{\prime}$ and $\ell$ in Eqs. (4.5), their values can be computed as

$$
\begin{equation*}
m^{\prime}=-0.59 \quad ; \quad q^{\prime}=1.05 ; \ell=-0.59 . \tag{4.11}
\end{equation*}
$$

Since the values of the model parameters $M_{11}, m^{\prime}, q^{\prime}$ and $\ell$ are assigned, there remain only the 7 parameters $\left(\bar{\omega}, \xi, \alpha, \alpha^{\prime}, \gamma^{\prime}, p, \gamma\right)$ to be determined through optimization.

In addition to having preassigned values for some parameters (given by Eq. (4.11)) there are also some constraints to be satisfied by the model parameters. To establish these constraints, we note first that the matrices $\underline{M}=\left(M_{i j}\right), \underline{C}=\left(C_{i j}\right)$ and $\underline{K}=\left(K_{i j}\right)$ in Eq. (3.47) can be written in the forms

$$
\begin{align*}
& \underline{M}=M E+\frac{b h^{\prime} H}{4} \underline{A}^{\prime} \\
& \underline{C}=\frac{b h^{\prime}}{H} \underline{c}+\frac{b h^{\prime} H}{4} c \underline{B}  \tag{4.12}\\
& \underline{K}=\frac{b h^{\prime}}{H} \underline{k}+\frac{b h^{\prime} H}{4} k \underline{B}
\end{align*}
$$

where $\underline{E}, \underline{A}^{\prime}$ and $\underline{B}$ are given in Eqs. (3.39, 3.46) and $\underline{c}=\left(c_{i j}\right), \underline{k}=\left(k_{i j}\right)$ where $\left(c_{i j}, k_{i j}\right)$ were defined in Section 3.2. It was stated in Section 3.2 that the matrices $\underline{A}^{\prime}, \underline{k}$, and $\underline{c}$ are positive definite and the constants $k$ and $c$ are positive. Moreover, the matrices $E$ and $\underline{B}$ are semi positive definite in view of their definitions. Hence, it follows from Eq. (4.12) that the matrices $\underline{M}, \underline{C}$, and $\underline{K}$ are positive definite. This, in turn, implies that the matrices appearing in Eq. (4.4) are also positive definite, and leads to the constraints

$$
\begin{equation*}
\alpha-m^{\prime 2}>0 ; \alpha^{\prime}-\gamma^{\prime 2}>0 ; p-\gamma^{2}>0 \tag{4.13}
\end{equation*}
$$

on the model parameters.

### 4.1.2 Response Function for the Effective Modulus Model

The theoretical response function associated with the effective modulus model can be obtained by following the procedure outlined in Section 4.1.1.

Dividing Eq. (3.62) by $M_{11}$ and using the definitions of $\bar{\omega}, \xi, q^{\prime}$ and $z$ in the previous section, $H_{u}^{t}$ can be obtained as

$$
\begin{equation*}
H_{u}^{t}=\frac{q^{\prime} z^{2}}{1+2 \xi i z-z^{2}}+1 \tag{4.14}
\end{equation*}
$$

The effective modulus model contains only two parameters to be determined by optimization, namely $\bar{\omega}$ and $\xi$.

The CFRF of the effective modulus model can also be derived from the CFRF of the mixture model (Eq. (4.6)) by simply setting the parameters $\mathrm{m}^{\prime}$, $\gamma, \alpha^{\prime}$ and $\gamma^{\prime}$ equal to zero.

### 4.2 Experimental Response Functions

The experimental CFRF's based on experiments are evaluated by using the simple relation

$$
\begin{equation*}
H_{u}^{e}\left(f_{j}\right)=\frac{u_{e}^{F}\left(f_{j}\right)}{u_{g}^{F}\left(f_{j}\right)} \tag{4.15}
\end{equation*}
$$

where $H_{u}^{e}$ is the experimental CFRF, $u_{e}^{F}$ and $u_{g}^{F}$ are the Fourier transforms (spectra) of the acceleration records taken from accelerometers at the top and base of each wall of the test specimen during experiments, and $f_{j}$ is the $j$ th discrete frequency component. During each run of the experiments, the input and output acceleration histories are recorded at a set of equally spaced data points with a constant time increment $\Delta t(0.00988 \mathrm{sec}$.$) and$ a data record length of ND (number of data points). Fourier transforms of such discrete records in the time domain can be determined by using Discrete Fourier Transform techniques (DFT). The Fast Fourier Transform (FFT) is the algorithm chosen in the present study to determine the Fourier transforms of the discrete acceleration records. Detailed discussions of DFT, in particular the FFT, can be found in references [17-21].

The FFT gives the complex valued ordinates of the transformed records in the frequency domain at a set of equally spaced points, increment $\Delta f=1 / T$, for $N F=N D / 2+1$ data points. Here, $T$ is the time length of the original record in the time domain, defined by $T=N D \cdot \Delta t$ and $N F$ is related to the cut off (aliasing) frequency $f_{c}$ by $f_{c}=N F \cdot \Delta f$. The record length $N D$ is varied at each run depending on the type of input motion.

As mentioned in Chapter 2 the wall specimen is composed of two parallel walls with identical instrumentation. These two walls will be referred to as walls $A$ and $B$ in the study. The specimen is subjected to two types of base excitation, classified in Chapter 2 as "periodic input" (in horizontal and vertical directions) and "modified El Centro input". In
the sections which follow, the experimental CFRF's obtained by using the experimental data associated with these two types of input are presented and discussed separately.

### 4.2.1 CFRF Derived from the Periodic Runs

The wall specimen is subjected to two different types of periodic base excitation, one being parallel and the other being perpendicular to the horizontal layering. The time lengths of all periodic runs are about 2.5 seconds, which corresponds to a record length of 256 data points.

The periodic inputs have approximately sinusoidal variations in time. If their variations were perfectly sinusoidal, the Fourier transform of each input should contain a Dirac delta function at its associated frequency. However, because of its not being perfectly sinusoidal, the Fourier transform of a periodic input remains finite for all frequencies; it reaches a maximum (in absolute value) at a certain frequency, then decreases rapidly and approaches zero, in both directions from that frequency. The frequency corresponding to the maximum value is designated as the "driving frequency" of that input. In harmony with the terminology used in the analysis of random processes, the variation described above will be called "narrow banded spectral density distribution" (NBSD). The time variation of an input-output pair is given in Fig. 7, for the driving frequency of 18.58 Hz . The associated distribution in the Fourier domain is presented in Fig. 10. From this figure it is apparent that the input-output pair has a NBSD with a band width of about 0.6 Hz , centered at the driving frequency 18.58 Hz .

The procedure for obtaining the experimental CFRF is now presented. This procedure is valid for both the horizontal and vertical periodic motions. Now let $\bar{f}_{j}(j=1-N)$ be the driving frequency of the $j$ th input-
output pair, where $N$ is the number of periodic runs. It must be noted that, for the $j$ th run the spectral density distribution has a narrow banded structure centered at $\bar{f}_{j}$. Then it is clear from Eq. (4.15) that the experimental CFRF can be reliably found only in that narrow band, because the denominator of this equation fluctuates about zero outside the narrow band. Obviously, it has the most reliable value at $\bar{f}_{j}$. Accordingly the experimental value of CFRF at each $\bar{f}_{j}(j=1-N)$ is obtained by dividing the Fourier transform of output by that of input of the $j$ th run at $\bar{f}_{j}$, i.e., using the relation given by Eq. (4.15) for the $j$ th run at $\bar{f}_{j}$. Thus each periodic run gives a single value of CFRF at the driving frequency of that run. We note that in the experiments the driving frequencies of the periodic inputs varied from 3 Hz . to 30 Hz .

A last comment regarding the procedure outlined above is now in order. It is clear that, using the $j$ th run it is possible to determine experimental values of CFRF not only at $\bar{f}_{j}$ but also in the neighborhood of $\bar{f}_{j}$, provided that the frequencies remain in the narrow band. However, CFRF values obtained at these frequencies will not provide additional information because all these frequencies would be closely packed about $\bar{f}_{j}$.

The driving frequencies, and the real and imaginary parts of the experimental CFRF's evaluated at these frequencies, derived from the horizontal runs, are given in Table 2 for each of the walls A and B. CFRF's obtained from the vertical periodic runs are presented in Table 3 for each of the walls. Graphical representations of these CFRF's are shown in Figs. 13,14 and 17,18 , respectively, for the horizontal and vertical runs.

### 4.2.2 CFRF Derived from the Modified El Centro Runs

The base acceleration records used in the experiments which are derived from the E1 Centro 1940 ground acceleration records possess both

Table 2
Driving frequencies of periodic runs; real and imaginary parts of the experimental complex frequency response functions (CFRF's) of walls $A$ and $B$ (horizontal motion)

| $\begin{gathered} f \\ (H z) \end{gathered}$ | WALL A |  | WALL B |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{Re}(\mathrm{Hu})$ | Im ( Hu ) | $\mathrm{Re}(\mathrm{Hu})$ | Im ( Hu ) |
| 3.56 | $+1.009$ | $+0.015$ | $+1: 007$ | $+0.019$ |
| 6.32 | $+1.072$ | - 0.029 | $+1.062$ | - 0.014 |
| 12.26 | $+1.342$ | - 0.109 | $+1.317$ | - 0.043 |
| 15.42 | + 2.276 | - 0.556 | $+2.025$ | - 0.404 |
| 16.61 | + 3.619 | - 2.240 | $+2.900$ | -1.535 |
| 17.40 | $+3.323$ | - 5.022 | + 2.504 | - 3.241 |
| 18.58 | - 0.562 | - 5.951 | $+0.120$ | $-3.917$ |
| 19.37 | - 3.330 | - 3.611 | -1.205 | - 2.028 |
| 20.56 | - 3.497 | $-1.485$ | - 0.876 | - 1.067 |
| 21.75 | - 2.833 | - 0.432 | - 0.050 | - 0.500 |
| 22.54 | - 2.512 | $+0.451$ | $+0.618$ | - 0.643 |
| 23.72 | - 1.268 | + 2.146 | $+1.090$ | - 2.334 |
| 24.51 | + 0.360 | + 0.766 | - 1.516 | - 1.656 |
| 25.70 | $+0.319$ | $+0.246$ | - 1.314 | - 0.229 |
| 27.68 | $+0.050$ | -0.0211 | $-0.229$ | + 0.040 |
| 30.84 | $+0.222$ | - 0.004 | $+0.175$ | $+0.045$ |

Table 3
Driving frequencies of periodic runs; real and imaginary parts of the experimental complex frequency response functions of walls $A$ and $B$ (vertical motion)

| f <br> (Hz) | WALLA |  | WALL B |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Re (Hu) | Im (Hu) | Re (Hu) | Im (Hu) |
| 3.56 | +0.999 | +0.005 | +0.990 | -0.022 |
| 6.32 | +1.023 | +0.044 | +1.012 | -0.012 |
| 9.49 | +1.047 | +0.032 | +1.016 | +0.026 |
| 12.26 | +1.053 | +0.014 | +1.002 | -0.050 |
| 15.42 | +1.110 | +0.023 | +1.016 | -0.050 |
| 16.61 | +1.199 | -0.019 | +1.010 | -0.037 |
| 17.40 | +1.386 | -0.045 | +1.050 | -0.027 |
| 18.58 | +1.544 | -0.554 | +1.041 | -0.078 |
| 19.77 | +0.331 | -0.196 | +1.004 | -0.091 |
| 20.56 | +0.706 | -0.002 | +0.958 | -0.053 |
| 21.75 | +0.868 | -0.006 | +0.974 | -0.067 |
| 24.51 | +0.821 | -0.046 | +1.037 | -0.006 |
| 27.68 | +0.926 | +0.020 | +1.035 | -0.076 |
| 30.84 | +0.985 | +0.069 | +1.039 | -0.094 |

horizontal and vertical acceleration components. However, analysis of readings of the vertical components did not lead to meaningful results because of their having negligibly small values compared with the horizontal components. Accordingly, only the records obtained from horizontal component accelerometers are considered and used in the analysis.

Time lengths of the modified El Centro runs obtained from the El Centro 1940 record depend on the time scale factor $s$, defined and explained in Section 2.3.3. For $s=1.0,2.45,3.46$ and 7.7 the time lengths of the El Centro runs are $28,11.4,8$, and 3.6 seconds, respectively. The corresponding data record lengths of these runs are $N D=2384,1158,819$, and 368.

The input and output accelerations recorded during modified El Centro runs have similar spectral density distributions in Fourier space. The Fourier transforms of input-output acceleration pairs indicate that they all have "wide banded spectral density distributions" (WBSD): their Fourier transforms in absolute values have well-defined values over a wide frequency band, gradually decrease towards the ends and then fluctuate around zero outside the band. The widths of the bands depend on the $s$ factors of the runs. The lower limits of the bands are 2 Hz for all runs, the upper limits are approximately $7,9,11$ and 15 Hz for the runs with $s$ factors of $1.0,2.45$, 3.46 and 7.7 , respectively. The Fourier transform of the input acceleration for $s=7.7$ is given in absolute values in Fig. 11. The WBSD structure of the input can be clearly observed in this figure.

The experimental CFRF may be obtained for the modified El Centro runs by taking the Fourier transform of an input-output acceleration pair and using Eq. (4.15). But, because of the reasons stated in Section 4.2.1, the CFRF obtained in this way would have reliable values only in the frequency band of its associated input-output pair. Thus, from the previous paragraph
it is clear that this interval, which will be called the "reliable frequency band" (RFB), is $(2 \leq f \leq 15) \mathrm{Hz}$ for the run with $s=7.7$, which is the widest of the El Centro runs. Consequently, only this run is considered in the analysis.

The CFRF's of the walls $A$ and $B$ derived from the modified El Centro run with $s=7.7$ are presented graphically in Figs. 20 and 21 . The figures show clearly that the CFRF's have relatively smooth behavior over their RFB $(2 \leq f \leq 15) \mathrm{Hz}$. Outside the RFB the experimental points defining the CFRF's exhibit very large scattering with unacceptable variances about their expected values.

### 4.2.3 Discussions on the Experimental CFRF's

In the previous two sections the experimental CFRF's are derived for the walls $A$ and $B$, using the periodic and the modified El Centro runs. The CFRF's relating the vertical input and output accelerations are obtained only from the periodic runs, but the CFRF's relating the horizontal ones are obtained from both types of excitation.

The discrete points defining the CFRF's obtained from the horizontal periodic runs are spaced in a frequency interval of ( $3 \leq \mathrm{f} \leq 32$ ) Hz with frequency increments of 1 or 3 Hz . Those obtained from the horizontal component of the modified El Centro run with $s=7.7$ define the horizontal CFRF's in the RFB of $s=7.7,(2 \leq f \leq 15) \mathrm{Hz}$, at more closely spaced frequency points, with a constant frequency increment of 0.198 Hz .


Figure 10. Amplitude spectrum of a periodic input-output acceleration pair (driving frequency $=18.58 \mathrm{~Hz}$ )


Figure 11. Amplitude spectrum of an El Centro input acceleration (time scale factor $=7.7$ )

Taking into account the rigidity of masonry walls, the resonance phenomena for the walls in the test specimen can be expected to occur at high frequencies. In fact, information obtained from the horizontal periodic runs shows that the first resonance occurs at about $16-18 \mathrm{~Hz}$ (see Figs. 13, 14). Hence, it is clear that even the widest RFB of the CFRF obtained from the E1 Centro run with $s=7.7$ does not contain the first resonance frequency. This means that the El Centro run with $s=7.7$ can provide experimental data only in the low frequency range. To have data from the E1 Centro runs in the high frequency range, it is necessary to increase the value of the scaling factor s. Unfortunately experiments were not performed for s values greater than 7.7. Therefore the experimental data obtained from the periodic runs which accommodate both the low and high frequency behavior of the wall, are considered in the optimization analysis presented in the next chapter.

In Fig. 12 the horizontal CFRF's derived from the horizontal periodic and E1 Centro runs are compared in the frequency interval $(2 \leq f \leq 15) \mathrm{Hz}$ for the wall A. The very close agreement shown between these two CFRF's indicates that the response of the wall during the experiments is in the linear range. This justifies the use of linear models in the optimization analysis.


Figure 12. Comparison of horizontal complex frequency response functions (experimental) derived from the periodic and El Centro runs for wall A

## 5. OPTIMIZATION ANALYSIS

Optimization analysis involves three main steps:(a) choosing a suitable mathematical model describing the behavior of a given system; (b) introducing an objective function measuring the goodness of the match between theoretical and experimental responses and(c) finding the unknown parameters or functions appearing in the theoretical model by minimizing the objective function with the aid of an optimization algorithm.

The most important step among these three is deciding on the mathematical model. On one hand, the model should be capable of predicting the experimental behavior of the system and should accommodate its desired characteristics but on the other it should be as simple as possible. A logical way of constructing the mathematical model might involve the following phases. First, starting from physical laws and considerations, the equations of the model should be established in a general form which can accommodate all the observed characteristics of the experimental response. Then the model should be simplified as much as possible, by discarding the model parameters or functions which have very little influence on the response, by taking into account the specific frequency or time interval considered in the optimization analysis, etc. It must be emphasized again that the choice of an appropriate theoretical model is crucial. In fact, starting the analysis with a bad model would rarely lead to a good match even for optimum model parameters or functions.

The other two steps involve mathematical analysis and are of less significance in optimization than the first. The objective function can be considered as a norm for the error measuring the goodness of the match between the experimental and theoretical responses. It must be selected in such a way that it would be zero if and only if the theoretical and
experimental values coincide at all points considered in the optimization analysis. Moreover, the theoretical response could be obtained in terms of unknown model parameters or functions, then the objective function would be a function or functional of these unknowns. The last step involves finding the model parameters or functions by minimizing the objective function with the aid of an optimization algorithm. Various algorithms exist for different types of optimization problems [22-27]; these are mostly based on iterative schemes derived from the approximation of the error surface by a simpler analytical surface in the neighborhood of the minimum point. Selection of a suitable algorithm for a given problem depends on the structure of the objective function (i.e., on whether it is a function or functional of unknowns), on whether the problem has any constraints or not, etc.

In the present study a two phase parametric model is chosen to predict the dynamic behavior of masonry walls. The equations of this model have already been established in Chapter 3. To complete the optimization analysis, it remains now to select both an appropriate objective function, and an optimization algorithm for minimizing the objective function. This is done in the following two sections. Before proceeding to these two sections, it is important to note the use of frequency space in the analysis. The optimization analysis is carried out by matching experimental and theoretical CFRF's in frequency space. The CFRF governs the response of the wall through Eq. (4.3) or Eq. (4.15) and, consequently, matching the CFRF's leads to matching the responses. Carrying out the optimization in frequency space rather than in time space has various advantages. First it determines the frequency range over which the model is valid. Then by studying the Fourier spectrum of a given input, we can determine in advance whether or not the model predicts adequately the response in time space for that given input. For example, if the major portion of the spectral density of input is
contained in the frequency region over which the model is valid, then we would know immediately that the model would predict the response to that input correctly. Secondly, the analysis indicates that the matching of CFRF's in frequency space is very crucial and can be used as a criterion for the goodness of the model. Thirdly, working in frequency space simplifies the optimization analysis. This is because the equations are simpler and there are less data points in frequency space compared with those in time space. In fact, in this study, to determine the theoretical response it is necessary to solve differential equations (Eq. 3.49) in time space whereas simple algebraic equations in frequency space (Eqs. 3.47).

### 5.1 The Objective Function

The objective function is expressed as the integrated least squares error between the theoretical and experimental. CFRF's over the frequency interval $[0, \hat{f}]$, which can be written as

$$
\begin{equation*}
J(\underline{\beta})=\int_{0}^{\hat{f}}\left(H_{u}^{t}-H_{u}^{e}\right)\left(H_{u}^{t}-H_{u}^{e}\right)^{*} d f . \tag{5.1}
\end{equation*}
$$

Here, $\underline{B}^{\top}=\left(\alpha, m^{\prime}, \bar{\omega}, p, \gamma, \xi, \alpha^{\prime}, \gamma^{\prime}\right)$ is the vector of model parameters, $(\cdot)^{*}$ denotes the complex conjugate of $(\cdot)$ and $[0, \hat{f}]$ is the interval considered in the analysis. $J$ is a scalar quantity which is a function of $\underline{\beta}$ since $H_{u}^{t}$ in Eq. (5.1) is a function of the model parameters $\underline{B}$.

Because $H_{u}^{e}$ is a discrete function of frequency as defined in Chapter 4, integration in Eq. (5.1) must be performed numerically. This is done by using the trapezoidal rule. Thus, denoting the argument of the integral at the frequency point $f=f_{j}$ by $c_{j}$,

$$
\begin{equation*}
J(\underline{\beta})=\frac{1}{2} \sum_{j=1}^{N-1}\left(c_{j}+c_{j+1}\right)\left(f_{j+1}-f_{j}\right) \tag{5.2}
\end{equation*}
$$

where $N$ is the number of frequency points for which $H_{U}^{e}$ has defined values. Eq. (5.2) can be written in a more suitable form for optimization as

$$
\begin{equation*}
J(\underline{\beta})=\sum_{j=1}^{N} w_{j}\left[\left(r_{j}-\bar{r}_{j}\right)^{2}+\left(s_{j}-\bar{s}_{j}\right)^{2}\right] \tag{5.3}
\end{equation*}
$$

In this equation, $w_{j}$ denotes the weight for the $j$ th frequency point $f_{j}$, defined by $w_{j}=\left(f_{j+1}-f_{j-1}\right) / 2(j=2-(N-1)), w_{1}=\left(f_{2}-f_{1}\right) / 2$, $w_{N}=\left(f_{N}-f_{N-1}\right) / 2$ and $\left(r_{j}, s_{j}\right)$ and $\left(\bar{r}_{j}, \bar{s}_{j}\right)$ are (real, imaginary) parts of the values of $H_{u}^{t}$ and $H_{u}^{e}$ at $f_{j}$, respectively.

The $j$ th term in Eq. (5.3) is associated with the frequency point $f_{j}$. In the analysis $f_{j}$ will be taken as the driving frequency of the $j$ th run for periodic inputs, and the $j$ th discrete frequency point in the reliable frequency band (RFB) for El Centro inputs.

It is important to note that the number of data points in Eq. (5.3) defining an objective functirn in frequency space is much less than in a comparable objective function that can be defined in time space. This can be seen very clearly by considering the periodic runs for which the number of data points in Eq. (5.3) is equal to the number of periodic runs, say $M$, whereas the objective function defined in time space for the same periodic runs would have ( $M \times N D$ ) data points, where $N D$ is the number of time points in each periodic run.

### 5.2 Optimization Algorithm

The objective function $e=J(\underline{\beta})$ describes an error surface of an $n+1$ dimensional space $\left(\beta_{1}, \beta_{2}, \ldots, \beta_{n}, e\right)$ where $n$ is the number of model parameters and $e$ is the value of $J$ at $\underline{\beta}$. Each set of parameters $\underline{\beta}$ defines a different point on the error surface with coordinates ( $\underline{\beta}, J(\underline{\beta})$ ). The first element of ( $\underline{\beta}, J(\underline{\beta})$ ) gives the projection of that point on the $\underline{\beta}-p l a n e$. In optimization analysis the object is to determine that set of parameters for which the error surface has a minimum. Such a set is called the optimum
set. In the present study, the optimum set will be found by using an optimization algorithm based on an iterative scheme. Before discussing the specific algorithm chosen in the study, it is useful to comment on some aspects common to all iterative algorithms. In an iterative algorithm, first an initial approximation $\underline{\beta}_{0}$ to the optimum $\underline{\beta}$ is chosen. Then a sequence $\left\{\underline{\beta}_{0}, \underline{\beta}_{7}, \underline{\beta}_{2}, \ldots\right\}$ is generated by using a recurrence formula of the form

$$
\begin{equation*}
\underline{\beta}_{i+1}=\underline{\beta}_{i}+\Delta \underline{\beta}_{i} \quad(i=0,1,2, \ldots) \tag{5.4}
\end{equation*}
$$

where $\underline{\beta}_{i+1}$ designates the updated set at the $i$ th iteration. The expression defining $\Delta \underline{B}_{i}$ has different forms for different iterative algorithms. If the optimization algorithm generates a convergent sequence, the error e decreases at each iteration, i.e.,

$$
\begin{equation*}
J\left(\underline{\beta}_{i+1}\right)<J\left(\underline{\beta}_{i}\right) \tag{5.5}
\end{equation*}
$$

and reaches its minimum value, within a limit of certain accuracy, in a finite number of iterations. In the neighborhood of a local minimum, the rate of convergence slows down. Iterations are stopped when a certain criterion for convergence is satisfied. The most commonly used convergence criterion is based on the relative change of either the error e or the set $B$ and has the form

$$
\begin{equation*}
\frac{\left|e_{i+1}-e_{i}\right|}{e_{i}}<\varepsilon \tag{5.6}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\left\|\Delta \beta_{i}\right\|}{\left\|\beta_{i}\right\|}<\varepsilon \tag{5.7}
\end{equation*}
$$

where $\varepsilon$ is a prescribed positive small number and $\|(\cdot)\|$ designates the maximum norm of a vector quantity (e).

The initial estimate of the optimum set is an important stage of the analysis. Starting the iterations with a poor initial estimate, which
defines a point on the error surface far away from the minimum, may lead to divergence of the sequence, or convergence only after a large number of iterations. To make a good guess for the initial estimate $\underline{\beta}_{0}$ it is first necessary to establish a feasible region for $\underline{\beta}$. This can be done by taking into account the parameters which have preassigned values, and by considering the conditions to be imposed on the parameters by physical and geometric constraints of the problem. Then, by gaining some insight into the physical aspects of the problem under consideration, an appropriate $\underline{B}_{0}$ can be chosen in the feasible region of $\underline{\beta}$.

The incremental set $\Delta \underline{B}_{i}$ in Eq. (5.4) defines an improvement to $\underline{B}_{i}$ satisfying the inequality in Eq. (5.5). An optimization algorithm, in general, generates $\Delta \underline{\beta}_{j}$ at each iteration. Such an algorithm can be modified to increase the rate of convergence as follows. Let $\underline{d}_{i}$ be the increment generated by the algorithm and $\Delta \underline{B}_{j}$ be the increment modified as

$$
\begin{equation*}
\Delta \underline{B}_{i}=\lambda_{i} \underline{d}_{i} \quad(\text { no sum on } i) \tag{5.8}
\end{equation*}
$$

where $\lambda_{i}$ is the modification factor. It is to be noted that Eq. (5.8) with $\lambda_{i}=1$ gives the unmodified increment. $\lambda_{i}$ is to be determined at each iteration $i$ in such a way that the error e becomes a minimum along the descent direction $d_{i}$. This procedure for determining $\lambda_{i}$ is called a "line search".

The algorithm used in the present study to find the increment $d_{i}$ in Eq. (5.8) is Newton's method which is discussed briefly in the next section, and followed by a description of the line search algorithm. A full discussion of Newton's method and other multivariable or single variable optimization methods can be found in references [22-27].

### 5.2.1 Newton's Method

Newton's method which is also referred to as the second order gradient method in the literature, is based on Taylor's expansion of the objective function around a set $\underline{\beta}$, i.e.,

$$
\begin{equation*}
J(\underline{\beta}+\underline{d})=J(\underline{\beta})+\underline{G}^{\top} \underline{d}+\frac{1}{2} \underline{d}^{\top} \underline{H} \underline{d}+\text { higher order terms } \tag{5.9}
\end{equation*}
$$

where $\underline{G}$ is the gradient vector, $\underline{H}$ is the Hessian matrix, both evaluated at $\underline{\beta}$, and $\underline{d}$ is an incremental vector. The elements of the gradient vector $\left(G_{k}\right)$ and the Hessian matrix $\left(\mathrm{H}_{\mathrm{kl}}\right)$ are defined by the relations

$$
\begin{equation*}
G_{k}=\frac{2 J(\underline{\beta})}{\partial \beta_{k}} ; \quad H_{k}=\frac{\partial^{2} J(\underline{\beta})}{\partial \beta_{k} \partial \beta_{\ell}} \quad(k, \ell=1-n) \tag{5.10}
\end{equation*}
$$

Let $\underline{\beta}$ in Eq. (5.9) be an approximation to the optimum set $\underline{\beta}_{\min }$ and $||\underline{d}||$ be small, then the expansion in Eq. (5.9), when higher order terms are neglected, takes the form

$$
\begin{equation*}
J(\underline{\beta}+\underline{d}) \simeq J(\underline{\beta})+\underline{G}^{\top} \underline{d}+\frac{1}{2} \underline{d}^{\top} \underline{H} \underline{d}=Q(\underline{d}) . \tag{5.11}
\end{equation*}
$$

The object is to determine $\underline{d}$ so that $\underline{\beta}+\underline{d}=\underline{\beta}_{\min }$. For fixed $\underline{\beta}$ and variable $\underline{d}, e=Q(\underline{d})$ defines a quadratic surface approximating the error surface in the neighborhood of the point $(\underline{\beta}, J(\underline{\beta}))$. We know that at the minimum point $\left(\underline{B}_{\min }, J\left(\underline{\beta}_{\min }\right)\right)$ the slope of the error surface must be zero. This is approximately satisfied if the derivative of $Q(\underline{d})$ with respect to $\underline{d}$ vanishes. Thus, from Eq. (5.11),

$$
\underline{G}+\underline{H} \underline{d}=\underline{0}
$$

or

$$
\begin{equation*}
\underline{d}=-\underline{H}^{-1} \underline{G} \tag{5.12}
\end{equation*}
$$

Because the error surface is approximated by a quadratic surface, the increment $\underline{d}$ determined by Eq. (5.12) would be approximate, unless the error
surface is actually quadratic. Therefore $(\underline{\beta}+\underline{d})$ determines the next approximation to $\mathcal{B}_{\min }$. The repeated use of this improvement procedure gives the Newton recurrence relation

$$
\begin{equation*}
\underline{\beta}_{i+1}=\underline{\beta}_{i}+d_{i} \quad(i=0,1, \ldots) \tag{5.13}
\end{equation*}
$$

with

$$
\begin{equation*}
\underline{d}_{i}=-H^{-1}\left(\underline{\beta}_{i}\right) \underline{G}\left(\underline{B}_{i}\right) . \tag{5.14}
\end{equation*}
$$

Computation of ${\underset{d}{i}}^{\text {from } E q .}$ (5.14) requires the inversion of the Hessian. Alternatively, ${\underset{i}{i}}^{\text {can }}$ be found by solving the linear algebraic equations

$$
\begin{equation*}
H\left(\underline{B}_{i}\right) \underline{d}_{i}=-\underline{G}\left(\underline{B}_{i}\right) \tag{5.15}
\end{equation*}
$$

with the aid of an elimination technique which is more suitable for computer use than the inversion of the Hessian.

Evaluation of $\underline{G}$ and $\underline{H}$ for the Present Problem
The objective function in this study is given by Eq. (5.3). Hence, the elements of $\underline{G}$ and $\underline{H}$ are obtained by substituting Eq. (5.3) into Eqs. (5.10). This results in

$$
\begin{gather*}
G_{k}=2 \sum_{j=1}^{N} w_{j}\left[\left(r_{j}-\bar{r}_{j}\right) \frac{\partial r_{j}}{\partial \beta_{k}}+\left(s_{j}-\bar{s}_{j}\right) \frac{\partial s_{j}}{\partial \beta_{k}}\right]  \tag{5.16}\\
H_{k \ell}=2 \sum_{j=1}^{N} w_{j}\left[\frac{\partial r_{j}}{\partial \beta_{k}} \frac{\partial r_{j}}{\partial \beta_{l}}+\frac{\partial s_{j}}{\partial \beta_{k}} \frac{\partial s_{j}}{\partial \beta_{l}}+\left(r_{j}-\bar{r}_{j}\right) \frac{\partial^{2} r_{j}}{\partial \beta_{k} \partial \beta_{\ell}}+\left(s_{j}-\bar{s}_{j}\right) \frac{\partial^{2} s_{j}}{\partial \beta_{k} \partial \beta_{\ell}}\right]_{(5 .} . \tag{5.17}
\end{gather*}
$$

The Hessian matrix may be estimated by neglecting terms with second order partial derivatives (see [22]). This gives

$$
\begin{equation*}
H_{k \ell} \simeq H_{k \ell}^{\prime}=2 \sum w_{j}\left[\frac{\partial r_{j}}{\partial \beta_{k}} \frac{\partial r_{j}}{\partial \beta_{\ell}}+\frac{\partial s_{j}}{\partial \beta_{k}} \frac{\partial s_{j}}{\partial \beta_{\ell}}\right] \text {. } \tag{5.18}
\end{equation*}
$$

The approximate Hessian $\underline{H}^{\prime}$ approaches the Hessian $\underline{H}$ as $\underline{\beta} \rightarrow \underline{\beta}_{\min }$. To evaluate $\underline{H}^{\prime}$ it is not necessary to determine the second partial derivatives of $r_{j}$ and
$s_{j}$, so the procedure is simplified. From Eqs. (5.16) and (5.18) it follows that the first order derivatives $\partial r_{j} / \partial \beta_{k}$ and $\partial s_{j} / \partial \beta_{k}$ are sufficient to find both $\underline{G}$ and $\underline{H}$. . These derivatives, called sensitivity coefficients, are evaluated and presented in Appendix B. The modified version of Newton's method in which $\underline{H}$ is approximated by $\underline{H}^{\prime}$, is referred to as the Gauss-Newton method.

### 5.2.2 Line Search Algorithm

Let $\underline{\beta}$ and $\underline{d}$ be, respectively, the approximation and increment found in a particular, say $i$ th, iteration. Then, $(\underline{\beta}+\underline{d})$ determines the approximation in the next iteration. It was stated earlier (see Eq. (5.8)) that the convergence can be improved by modifying the increment $\underline{d}$ to $\lambda d$, where $\lambda$ is a modification factor to be determined by a "line search". For fixed $\underline{\beta}$ and $\underline{d}$ and variable $\lambda$, the equation

$$
\begin{equation*}
e=J(\underline{\beta}+\lambda \underline{d}) \tag{5.19}
\end{equation*}
$$

describes a profile of the error surface along a line $L$ (in the $\underline{\beta}$ plane) passing through the point $\underline{B}$ and having the direction $\underline{d}$. By searching along the line $L$ the minimum of the profile is located. The value of $\lambda$ corresponding to this minimum determines the value of $\lambda$ to be used in the $\boldsymbol{i}$ th iteration. It should be noted that $\lambda$ has a different value in each iteration.

In the present study a simple line search algorithm is used in the analysis. Its derivation is based on the approximation of the error profile along $L$ by a second order interpolating polynomial reproducing the three function values

$$
\begin{equation*}
e_{0}=J(\underline{\beta}) ; \quad e_{1}=J(\underline{\beta}+\underline{d}) ; \quad e_{2}=J(\underline{\beta}+2 \underline{d}) \tag{5.20}
\end{equation*}
$$

at $\lambda=0,1,2$, respectively. Then the value of $\lambda$ associated with the minimum point of the approximate profile may be found easily. It is

$$
\begin{equation*}
\lambda=\frac{e_{2}-4 e_{1}+3 e_{0}}{2\left(e_{2}-2 e_{1}+e_{0}\right)} \tag{5.21}
\end{equation*}
$$

which involves evaluation of three error values in each iteration.
A value of $\lambda$ close to 1 in a certain iteration indicates that the point on the error surface corresponding to $\bar{\beta}$ in that iteration is near the minimum and, consequently, the error surface in the neighborhood of that point is approximately quadratic. Accordingly, the value of $\lambda$ associated with a selected initial approximation $\underline{\beta}_{0}$ gives a rough indication of whether the sequence $\left\{\beta_{0}, \beta_{1}, \ldots\right\}$ will converge or diverge.

### 5.2.3 The Iterative Algorithm

The method of optimization used in this study is presented and discussed in detail in the previous sections. The iterative algorithm is now summarized step by step:

1. Find an initial estimate ${\underset{-}{0}}^{0}$ to ${ }_{-}{ }_{\text {min }}$, set $i=0$
2. Evaluate $e_{i}=J\left(\underline{B}_{i}\right)$ [Eq. (5.3)]
3. Evaluate $\underline{G}\left(\underline{\beta}_{i}\right), \underline{H}^{\prime}\left(\underline{\beta}_{i}\right)$
[Eqs. (5.16), (5.18)]
4. Solve $\underline{H}^{\prime}\left(\underline{\beta}_{i}\right) \underline{d}_{i}=-\underline{G}\left(\underline{\beta}_{i}\right)$ for $\underline{d}_{i}$
[Eq. (5.15)]
5. Determine $\lambda_{i}$
[Eqs. (5.20),(5.21)]
6. Find the modified increment $\Delta \underline{\beta}_{i}=\lambda_{i} \underline{d}_{i}$
[Eq. (5.8)]
7. Obtain the next approximation by using $\underline{B}_{\mathbf{i}+1}=\underline{B}_{\mathbf{i}}+\Delta \underline{B}_{\mathrm{i}}[\mathrm{Eq}$. (5.4)]
8. Evaluate $e_{i+1}=J\left(\underline{B}_{i+1}\right)$
[Eq. (5.3)]
9. Check convergence
[Eqs. (5.6) or (5.7)]
10. If not converged, set $i=i+1$, go to step 3 .

## 6. NUMERICAL RESULTS AND DISCUSSIONS

Two theoretical models, namely the mixture and the effective modulus models, have been developed (Chapter 3) and their associated CFRF's obtained (Chapter 4), containing seven and two parameters, respectively. These models (CFRF's) are valid for both horizontal and vertical directions of motion. Therefore, associated with each model there are two sets of parameters to be determined through optimization, one for the horizontal and the other for the vertical response of the wall.

A general purpose computer program was developed to determine the model parameters through optimization and, together with its flowchart, is presented in Appendix C. The program, which is based on the Gauss-Newton method, is general in the sense that it has two features explained below.
(a) The program has the flexibility of varying the values of an arbitrary number of parameters in the set $\underline{\beta}$ while fixing the values of the remaining ones. This property can be used effectively to facilitate the optimization analysis as described below. (i) It may be used for shortening the computations. In fact, this property of the program makes it possible to examine, at any point on the error surface, the sensitivity of the error to changes in each parameter separately. If it is observed that the sensitivity of the error to a particular parameter is small compared with that of the others in the feasible region of $\underline{\beta}$, then the value of that parameter can be fixed during optimization, so that the number of variables is reduced. (ii) It gives control over the convergence and an appropriate initial estimate leading to a convergent sequence can be chosen. When convergence cannot be achieved by releasing all of the parameters, a sequential procedure may be tried. Optimization is started by releasing only the parameters having stable characteristics, say $\underline{B}^{*}$, with the number of
elements $n^{*}<7$. Upon convergence, the next step is to release one more parameter and to choose an initial estimate composed of the converged values of $\underline{\beta}^{*}$ found in the previous step and an estimate for the new parameter. Also, when necessity arises, the effect of one parameter on another can be observed by releasing these two only.
(b) The program can be used for evaluating parameters appearing in both the mixture and the effective modulus models. This generality is introduced into the program because the effective modulus model may be obtained from the mixture model as its special case. To compute the optimum values of the parameters $\bar{\omega}$ and $\xi$ in the effective modulus model, zero values are assigned to $\alpha^{\prime}, \gamma^{\prime}, \gamma$ and $m^{\prime}$, and two fixed dummy values to $\alpha$ and $p$.

The optimization program is used first to determine the parameters associated with the horizontal, then with the vertical response of the masonry walls.

### 6.1 Parameters for Horizontal Response

The parameters of the effective modulus and mixture models are determined by minimizing the objective function defined in Eq. (5.1), where $H_{u}^{t}$ and $H_{u}^{e}$ are, respectively, the theoretical and experimental CFRF's associated with the horizontal motion of the walls. The $H_{u}^{e}$ values in this expression are obtained from the periodic runs rather than from the El Centro runs, for the reasons stated in Chapter 4. The El Centro data are used for comparison only.

First, the simplest of the two models, the effective modulus model, is considered. Then, the information and experience gained from the study of this model is used to analyze the more complicated mixture model.

### 6.1.1 Effective Modulus Model

The effective modulus model contains only two parameters, namely $\underline{\beta}=(\bar{\omega}, \xi)$. Selection of the initial approximation $\underline{\beta}_{0}$ is rather straight forward for this model. The parameters $\bar{\omega}$ and $\xi$ can be interpreted, respectively, as the undamped angular frequency and the nondimensional damping coefficient of the fundamental mode. An estimate for $\bar{\omega}$ can be obtained from the first intercept of $R e\left[H_{u}^{e}\right]$ on the frequency axis or by the frequency where $\operatorname{Im}\left[H_{u}^{e}\right]$ has the first peak. From Figs. 13 and $14 \bar{\omega}$ is estimated as about 113 rads ( 18 Hz ) for wall A and 119 rads ( 19 Hz ) for wall B. A short survey made on the error surface by using these values for $\bar{\omega}$ and varying $\xi$ showed that $\xi$ is roughly about 0.08 for wall $A$ and 0.12 for wall $B$, and that the error surface is approximately quadratic in the neighborhood of the points defined by these estimated values. With the initial approximations $\underline{\beta}_{0}=(113,0.08)$ for wall $A$ and $(119,0.12)$ for wall $B$, the sequence generated by the program converged to the optimum values in 3 iterations for wall $A$ and 6 iterations for wall B. The results are presented in Table 4, where the relative error is defined by

$$
e / \sum_{j=1}^{N}\left(\bar{r}_{j}^{2}+\bar{s}_{j}^{2}\right)
$$

As seen from the table, the optimum value of $\xi$ for wall B is larger than that for wall A. This is expected because (see Figs. 15 and 16) the dissipation for wall B appears to be greater than that for wall A. The theoretical CFRF's obtained using the optimum values of $\bar{\omega}$ and $\xi$ are compared with the experimental CFRF's in Figs. 13 to 16 . The two CFRF's match fairly well for both walls $A$ and $B$ in the low frequency range, up to the first modal frequency. The model has no ability to predict the high frequency response of masonry walls.


Figure 13. Theoretical and experimental complex frequency response functions (CFRF's) for horizontal motions of wall A (periodic data)


Figure 14. Theoretical and experimental CFRF's for horizontal motion of wall B (periodic data)


Figure 15. Theoretical and experimental amplification spectra for horizontal motion of wall A (periodic data)


Figure 16. Theoretical and experimental amplification spectra for horizontal motion of wall B (periodic data)

### 6.1.2 Mixture Model

Finding a reasonable initial approximation which leads to convergence when all of the seven parameters are released is almost impossible for this model. A rational way to proceed is, first to establish a feasible region for the parameter set $\underline{\beta}$, then to start the optimization with a set of three or four released parameters and to increase the number of released parameters sequentially, upon convergence of each set. The set $(\bar{\omega}, \xi)$ is taken here as as basis for starting the analysis, because the optimum values of these parameters in the mixture model are expected to be approximated by those predicted by the effective modulus model, and the sensitivity of the error to these parameters is similar for both models.

To establish a feasible region, it is necessary to determine the bounds for each parameter. In view of the definitions in Eqs. (3.48), (3.15) and (4.8 to 4.10 ), the parameter $\alpha$ defined in Eq. (4.5) is only dependent on the term $q$ describing linear momentum interaction between the phases of the wall. For the two extreme values of $q$, which are zero (no interaction) and $\rho$ (complete interaction), $\alpha$ assumes the values 0.40 and 0.60 . These values establish a feasible interval for $\alpha(0.40 \leq \alpha \leq 0.60)$ which also meets the constraint condition stated in Eq. (4.13). On the other hand, the restrictions on the other parameters $(p, \gamma)$ and $\left(\alpha^{\prime}, \gamma^{\prime}\right)$, representing the elastic and viscous coefficients, respectively, come only from the constraint conditions in Eq. (4.13). However, these restrictions are not sufficient to determine well defined bounds for these parameters. The sequential procedure used in the analysis is explained below step by step. The arguments given are valid for both walls.

In the first step the released set is chosen to be composed of $\bar{\omega}, \xi$ and the elastic parameters $p, \gamma$. The fixed parameter $\alpha$ is assumed to take an average value of 0.5 , and zero is assigned to $\alpha^{\prime}$ and $\gamma^{\prime}$, which is the
value of these parameters in the effective modulus model. The initial estimates $\left(\bar{\omega}_{0}, \xi_{0}\right)$ for $(\bar{\omega}, \xi)$ are taken as their optimum values predicted by the effective modulus model, $\gamma_{0}$ is estimated to be -0.5 by assuming that brick is stiffer than mortar and $p_{0}$ is taken to be 1.0. Optimization of the released parameters with these initial estimates gives the desired result. The minimized relative error for both walls decreases by about $30 \%$ compared with that of the effective modulus model and no difficulty arises in convergence. There is no significant change in ( $\bar{\omega}, \xi)$ as expected, $\gamma$ remains near its estimated value and the converged value of $p$ is between 0.5 and 1. In the second step, the parameters $\bar{\omega}, \xi, a^{\prime}$ and $\gamma^{\prime}$ are varied while fixing the remaining parameters $\alpha, p, \gamma$ to the values $\alpha=0.5$ and $(p, \gamma)=$ their converged values obtained in the first step. The initial estimates of the released parameters are chosen to be $\alpha_{0}^{\prime}=\gamma_{0}^{\prime}=0$ and $\left(\bar{\omega}_{0}, \xi_{0}\right)=$ their converged values in the first step. The convergence is again achieved in a few iterations, improving the minimum relative error. The converged values of the parameters are similar in magnitude and sign for both walls. In the third step all of the parameters except $\alpha$, which is fixed to the value $\alpha=0.5$ are released, with the initial estimates $\left(p_{0}, \gamma_{0}\right)=$ their converged values in the first step and $\left(\bar{\omega}_{0}, \xi_{0}, \alpha_{0}^{\prime}, \gamma_{0}^{\prime}\right)=$ their converged values in the second step. The converged values of the parameters and the associated relative error obtained in this step are presented in Table 4. As a last step, all of the seven parameters are released, by estimating the initial values of parameters to be those given in the table; but in this case, the sequence of parameter sets diverges after a few iterations for both walls.

The same sequential procedure is repeated for the other feasible values of $\alpha, \alpha=0.45$ and 0.55 , and the same convergence phenomenon is observed at the third step. The converged values of the parameters for these $\alpha^{\prime} s$ are presented in Table 5 for both walls $A$ and $B$. As seen from the
Table 4
Comparison of the converged values of model parameters determined through optimization with periodic and El Centro data (horizontal motion)

| $\stackrel{ \pm}{ \pm}$ | $\begin{aligned} & N \\ & \infty \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \stackrel{9}{N} \\ & \underline{0} \\ & \vdots \end{aligned}$ | $\begin{aligned} & \omega \\ & \stackrel{y}{m} \\ & \hline 0 \end{aligned}$ | $\begin{aligned} & \text { M } \\ & \underset{O}{N} \\ & \underset{\sim}{0} \end{aligned}$ | $\begin{aligned} & \hat{N} \\ & \stackrel{N}{N} \\ & \dot{0} \end{aligned}$ | N |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda$ | $\begin{aligned} & 0 \\ & 0 \\ & \stackrel{0}{0} \\ & 0 \\ & i \end{aligned}$ | 1 | 0 $\sim$ $\sim$ $\sim$ 0 0 1 | 1 | $\begin{aligned} & \text { M } \\ & \stackrel{0}{0} \\ & \stackrel{1}{+} \\ & 0 \\ & 1 \end{aligned}$ | ¢ $\stackrel{\sim}{N}$ 0 0 1 |
| \% | $\stackrel{\mathrm{O}}{\stackrel{1}{N}}$ | 1 | $\begin{aligned} & \infty \\ & 0 \\ & \infty \\ & m \\ & \hline \end{aligned}$ | 1 | $\frac{O}{N}$ | $\infty$ 0 0 $m$ 0 0 |
| us | $\begin{aligned} & \sim \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \text { M } \\ & \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & N \\ & \stackrel{N}{N} \\ & \hline \end{aligned}$ | ¢ <br> 8 <br> 8 <br> 0 | 응 | $\bullet$ <br> 0 <br>  |
| $\lambda$ | $\begin{aligned} & \dot{+} \\ & \mathbf{\infty} \\ & \hline \\ & \dot{0} \\ & i \end{aligned}$ | 1 | $\begin{aligned} & \text { N } \\ & 0 \\ & 0 \\ & 0 \\ & 1 \end{aligned}$ | 1 | $\begin{aligned} & \circ \\ & \stackrel{9}{\circ} \\ & \stackrel{3}{n} \\ & \stackrel{0}{1} \end{aligned}$ | 0 <br>  <br> 0 <br> 0 <br> 1 |
| Q | $\begin{aligned} & \infty \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | 1 | $\begin{aligned} & \bar{\sim} \\ & \stackrel{0}{n} \\ & \stackrel{0}{n} \end{aligned}$ | 1 | $\begin{aligned} & \infty \\ & \stackrel{\infty}{\underset{J}{\bullet}} \\ & \stackrel{0}{\circ} \end{aligned}$ | 8 0 0 0 |
| 13 | $\begin{aligned} & \bar{N} \\ & \end{aligned}$ | $\begin{aligned} & \dot{\infty} \\ & \stackrel{\infty}{m} \end{aligned}$ | $\frac{\curvearrowleft}{n}$ | $\begin{aligned} & \underset{\sim}{m} \\ & \underset{m}{m} \end{aligned}$ | $\stackrel{0}{\sim}$ $\stackrel{\sim}{\sim}$ | 응 |
| ' $\varepsilon$ | 0 0 0 0 | 1 | 0 0 0 0 1 | 1 | 0 0 0 1 | 0 0 0 1 |
| O | $\stackrel{\sim}{0}$ | 1 | $\stackrel{\sim}{0}$ | 1 | $\stackrel{n}{0}$ | $\stackrel{\sim}{0}$ |
|  | $\frac{0}{\frac{0}{2}}$ |  | $\frac{\stackrel{y}{5}}{\substack{\frac{x}{x} \\ \Sigma}}$ |  | - |  |
| $\overline{\overline{0}}$ |  | 4 |  |  | $\varangle$ | $\infty$ |
|  | 9poided |  |  |  | 0ı4ua) 13 |  |

Table 5
Comparison of the converged values of model parameters for different values of a (horizontal motion)

| Type of Experiment | Wall | Type of Model | $\alpha$ | $\mathrm{m}^{\prime}$ | $\bar{\omega}$ | p | $\gamma$ | $\xi$ | $\alpha^{\prime}$ | $\gamma^{\prime}$ | Relative Error |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| - | A |  | 0.45 | -0.59 | 115.66 | 0.561 | $-0.612$ | 0.0831 | 0.263 | -0.385 | 0.04822 |
|  |  |  | 0.50 |  | 115.21 | 0.664 | -0.618 | 0.0802 | 0.211 | -0.266 | 0.04822 |
|  |  |  | 0.55 |  | 114.73 | 0.768 | -0.623 | 0.0786 | 0.156 | -0.140 | 0.04822 |
| $\begin{aligned} & -\frac{0}{0} \\ & -\frac{0}{0} \\ & \text { in } \end{aligned}$ | B | - | 0.45 | -0. 59 | 115.13 | 0.491 | -0.572 | 0.1111 | 0.338 | -0.542 | 0.1346 |
|  |  |  | 0.50 |  | 115. 15 | 0.562 | $-0.564$ | 0.1122 | 0.337 | -0.524 | 0.1346 |
|  |  |  | 0.55 |  | 115.26 | 0.632 | -0.556 | 0.1130 | 0.333 | -0.504 | 0.1346 |

table, the relative errors of the three parameter sets with $\alpha=0.45,0.50$, 0.55 are identical. The computations andicate that the three sets, furthermore, lead to an identical match between theoretical and experimental CFRF's. The theoretical CFRF's the same for the three $\alpha$ 's are shown for walls $A$ and $B$ in Figs. 13, 15 and 14, 16, respectively.

The arguments presented above indicate the existence of a uniqueness problem regarding the parameter $\alpha$. However this problem does not cause any major inconvenience for the following reasons. First, for extreme values of the linear momentum interaction coefficient $q$, the parameter $\alpha$ varies over a narrow interval, $0.40 \leq \alpha \leq 0.60$, in which the parameters change smoothly and slowly. Moreover, the value of q is at most about 0.30 for layered composites (see reference [8]). Because of these observations, the parameters for $\alpha=0.45$, which corresponds to $q=0.26$, are suggested for practical purposes. The set associated with $\alpha=0.45$ is named as the optimum set of the mixture model. In order to be more precise about the value of $\alpha$, additional observations should be made at intermediate locations of the wall and the associated readings should be included in the analysis. Unfortunately, in the present study the measurements were made only at the top and bottom ends of the wall because of the limited number of available accelerometers. Comparison of the experimental and theoretical CFRF's presented in Figs. 13 to 16 suggests that the mixture model is capable of predicting not only low frequency, but also high frequency response of the walls.

### 6.2 Parameters for Vertical Response

The experimental CFRF's associated with the vertical excitations of the walls $A$ and $B$ are presented in Figs. 17 and 18, respectively. It may be observed that there are some marked differences between these CFRF's and those for the horizontal response. Before presenting the analysis, it is
appropriate to examine a characteristic of the experimental CFRF's for the vertical response. In Figs. 17,18 it can be seen that $\operatorname{Re}\left[H_{u}^{e}\right]$ and $\operatorname{Im}\left[H_{u}^{e}\right]$ have approximately constant values of about one and zero, respectively, except for a narrow frequency interval where they deviate slightly from these constant values. This implies that the wall will behave rigidly when it is subjected to vertical periodic base excitation with a frequency not contained in the narrow interval. This peculiar behavior may be attributed partly to the fact that masonry walls constitute a highly dissipative medium for vertical excitations, resulting in damping out of the vertical amplification.

The function $H_{u}^{e}\left(f_{j}\right)$ for wall $A$ has better defined values than for wall $B$ and gives a rough idea at least about the response of the wall around the first modal frequency. For this reason, the parameters of wall A will be determined first. A procedure similar to that outlined in the previous section is used in the analysis. Because the high frequency response of the wall is very uncertain after the first modal frequency, there is difficulty in choosing the released parameters. Through the search, the most suitable released parameter set leading to a convergent sequence is found to be $\left(\bar{\omega}, \xi, \alpha^{\prime}, \gamma\right)$. Using the optimization program, the converged values of the released parameters are determined for fixed values of $\alpha, p, \gamma^{\prime}$. A survey based on the feasible values of $p$ and $\gamma^{\prime}$ yields as the most suitable values, 0.35 for $p$ and zero for $\gamma^{\prime}$.

It is found that the uniqueness problem regarding the parameter $\alpha$ exists also for the vertical case. Three different sets of parameters are obtained for the three fixed values of $\alpha, \alpha=0.45,0.50$ and 0.55 , and are presented in Table 7. Similar to the horizontal case, these three sets give identical relative errors and identical CFRF's.

After determining the optimum set of parameters for wall $A$, the parameters for wall B are found by choosing an initial set which is, except $\xi$, equal to the optimum set for wall $\mathrm{A} . \xi_{0}$ is modified because an increased value is expected for it. The result of optimization supported this expectation: the optimum $\xi$ of wall $B$ is found to be about eight times that of wall A.

The values of parameters for both walls are presented in Table 6, for $\alpha=0.5$. The theoretical CFRF's of the two walls A and B obtained using the optimum parameters are compared with the experimental CFRF's in Figs. 17 and 18. A comparison of the theoretical and experimental CFRF's in absolute values is given in Fig. 19 for wall A.

### 6.3 Coefficients

The coefficients appearing in the governing equations of the mixture model, Eq. (3.48), can be determined in terms of the model parameters considered in the optimization analysis. The relations between the model parameters and these coefficients are given in Eqs. (4.5). Using the relations $\bar{\omega}^{2}=K_{11} / M_{11} ; \xi=C_{11} / 2 M_{11} \bar{\omega}$, and taking into account the definitions given in Eqs. (4.10), the coefficients $M_{i j}, C_{i j}$ and $K_{i j}$ ( $i, j=1,2$ ) associated with both horizontal and vertical responses are computed for walls A and B. The results are presented in Tables 8 and 9. If it is desired, the corresponding coefficients appearing in the effective modulus model, Eq. (3.62), can be obtained by following the same procedure.

### 6.4 Discussion

The results obtained in the previous sections and their implications are now discussed in detail. The discussion is essentially based on comparison of the experimental and theoretical responses in the frequency and time spaces, and on the relative participation of the brick and mortar constituents


Figure 17. Theoretical and experimental CFRF's for vertical motion of wall A (periodic data)


Figure 18. Theoretical and experimental CFRF's for vertical motion of wall B (periodic data)


Figure 19. Theoretical and experimental amplification spectra for vertical motion of wall A (periodic data)
Table 6
Comparison of the converged values of model parameters determined through optimization with periodic data (vertical motion)

| Type of <br> Experiment | Wall | Type of <br> Model | $\alpha$ | $m^{\prime}$ | $\bar{\omega}$ | $p$ | $\gamma$ | $\xi$ | $\alpha^{\prime}$ | $\gamma^{\prime}$ | Relative <br> Error |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Periodic | A | Mixture | 0.5 | -0.59 | 146.01 | 0.350 | -0.3841 | 0.5708 | 0.0130 | 0.0 | 0.03524 |
| Periodic | B | Mixture | 0.5 | -0.59 | 147.17 | 0.340 | -0.4060 | 4.2716 | 0.0062 | 0.0 | 0.00035 |

Table 7


| Type of Experiment | Wall | Type of Model | $\alpha$ | $m^{\prime}$ | $\bar{\omega}$ | $p$ | $\gamma$ | $\xi$ | $\alpha^{\prime}$ | $\gamma^{\prime}$ | Relative Error |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| - | A | - | 0.45 | $-0.59$ | 145.52 | 0.330 | -0.420 | 0.387 | 0.0113 | 0.0 | 0.03569 |
|  |  |  | 0.50 |  | 146.00 | 0.350 | -0.384 | 0.571 | 0.0130 | 0.0 | 0.03524 |
|  |  |  | 0.55 |  | 154.41 | 0.345 | -0.336 | 0.582 | 0.0129 | 0.0 | 0.03538 |
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in the dynamic response of the masonry walls. Since the mixture model is a more refined model than the effective modulus model, only the results obtained from the former model will be considered in the discussions.

### 6.4.1 Comparison of the Parameters Obtained from Periodic and El Centro Data

In this section, the optimum values of the parameters are computed using the El Centro data and these values are compared with those already determined from the periodic data.

The experimental CFRF's derived from the El Centro runs were found in Chapter 4 for the horizontal response, and presented in Figs. 20 and 21, respectively, for walls $A$ and $B$. They are truncated at $f=24 \mathrm{~Hz}$ because of large fluctuations after $f=24 \mathrm{~Hz}$ (caused by the unreliability of the E1 Centro data at higher frequencies). These CFRF's are used in the optimization analysis to determine the values of parameters associated with the El Centro data. The lack of information in the neighborhood of and after the second modal frequency in the El Centro data necessitate fixing $\left(\alpha, \alpha^{\prime}, \gamma^{\prime}\right)$ to achieve convergence. The fixed values of $\left(\alpha, \alpha^{\prime}, \gamma^{\prime}\right)$ and the initial values of the released parameters ( $\bar{\omega}, \xi, p, \gamma$ ) are chosen to be $\alpha=0.50 ;\left(\alpha^{\prime}, \gamma^{\prime}, \bar{w}_{0}, \xi_{0}, p_{0}, \gamma_{0}\right)=$ their converged values found from the periodic data with $\alpha=0.5$

The results of the optimization analysis are presented in Table 4 together with the corresponding relative errors. When the two sets of parameters computed from the periodic and the E1 Centro data are compared in this table, some small differences for ( $\bar{\omega}, p$ ) and relatively large differences for $(\xi, \gamma)$ may be observed for both of the walls. These differences are expected for the following reasons. First, the frequency interval considered in the optimization analysis is different for the periodic data and the El Centro data. In fact, it is $0 \leq f \leq 32 \mathrm{~Hz}$ for the periodic data and


Figure 20. Theoretical and experimental CFRF's for horizontal motion of wall A (El Centro data)


Figure 21. Theoretical and experimental CFRF's for horizontal motion of wall B (El Centro data)
$0 \leq f \leq 24 \mathrm{~Hz}$ for the El Centro data. Secondly, the $H_{u}^{e}$ obtained from the periodic and from the El Centro data differ considerably outside the interval $2 \leq \mathrm{f} \leq 15 \mathrm{~Hz}$ (which is the reliable frequency band (RFB) of $H_{u}^{e}$ computed from the El Centro data).

The $H_{u}^{t}$ are computed using the parameters obtained from the El Centro data and are compared with the experimental values in Figs. 20 and 21 for walls $A$ and $B$, respectively.

### 6.4.2 Comparison of Response in Time Space

Comparisons are presented for the horizontal top acceleration $\ddot{u}^{+}(t)$ and the base shear force $V^{-}(t)$. The experimental $\ddot{u}^{+}$used for comparison is the acceleration output recorded during the E1 Centro run with $\mathrm{s}=7.7$ (the maximum amplitude of the input acceleration $\ddot{u}_{g}$ for this run is 0.236 g ). The theoretical $\ddot{u}^{+}$is obtained as follows: the Fourier transform of the input acceleration $\left(\ddot{u}_{g}\right)^{F}$ is multiplied by the theoretical CFRF $H_{u}^{t}$ computed using the parameters presented in Table 4 (obtained from the periodic data). From Eq. (4.2) the resulting quantity determines $\left(u^{+}\right)^{F}$ which is the Fourier transform of the output acceleration; its inverse transform gives the theoretical $u^{+}$. The experimental and theoretical $u^{+}$are compared in Figs. 22 and 23 for walls $A$ and $B$, respectively. The figures indicate that the two $\mathrm{u}^{+}$time histories match fairly well. This good match is anticipated because, as seen from Figs. 13 and $14, H_{u}^{t}$ matches $H_{u}^{e}$ closely in the frequency band $(F B)(2 \leq f \leq 15 \mathrm{~Hz})$ of the input acceleration.

A general comment will be made now regarding the advantage of optimization using the CFRF. The match of $H_{u}^{t}$ and $H_{u}^{e}$ only in the frequency band of the input governs the goodness of the match between the experimental and theoretical outputs. The match of the outputs is not affected by differences in $H_{u}^{t}$ and $H_{u}^{e}$ at frequencies outside this band. If the optimization is based


on matching CFRF's, then a study of the match of the $H_{u}$ in the FB of a given input could determine in advance whether or not the model would predict adequately the response to that input. A good match in time space associated with a certain input is not a reliable indicator for the goodness of the model. It shows only that the model predicts the response correctly for the excitations with FB's contained in the FB of that input.

Although the shear force at the base of the wall is not measured during the tests, it can be computed from a free body analysis of the wall by using the horizontal base and top acceleration records, and by assuming a linear acceleration distribution over the height of the wall. The theoretical base shear force can be found in frequency space by using Eq. (3.59) with $\bar{x}=-1$. The coefficients in this equation are listed in Table 8. Transformation from frequency to time space yields the theoretical $\mathrm{V}^{-}(\mathrm{t})$. The experimental (computed) and the theoretical $V^{-}$are obtained for the El Centro run with $s=7.7$ (having the maximum $\ddot{u}_{g}$ of 0.236 g ). The results are compared in Figs. 24 and 25 for walls $A$ and $B$, respectively. The close match in these figures can be attributed to the good agreement between the $\ddot{u}^{+}$. This can be seen more clearly by comparing Fig. 24 with Fig. 22 and Fig. 25 with Fig. 23.

### 6.4.3 Comparison of the Responses of Walls $A$ and $B$

The horizontal response of the walls is governed by their CFRF's shown in Figs. 13 and 14. It is clear from these figures that the low frequency behaviors of the walls $A$ and $B$ are similar and their first modal frequencies are close ( 18 Hz for wall A and 18.5 Hz for wall B). The only marked difference in the first mode is in the amount of amplification, which is greater in wall A than in wall B. This difference is certainly due to different energy dissipation in the two walls. The second modal frequencies of walls



$A$ and $B$ are also close ( $\sim 23.5 \mathrm{~Hz}$ for both walls), but their behaviors after the first modal frequency are completely different: the second peak values of the $\operatorname{Im}\left[H_{u}\right]$ have opposite signs, and the second and third intercepts of the $\operatorname{Re}\left[H_{u}\right]$ with the frequency axis are different for walls $A$ and $B$. These differences are due to different micro slip distributions in the two walls. A detailed discussion of slip phenomenon is given in the next Chapter. It is remarkable that the mixture model is able to predict the response of both walls in spite of their having very different CFRF's.

CFRF's for the vertical response were presented in Figs. 17 and 18 for walls $A$ and $B$, respectively. A comparison of the figures indicates that the difference in the vertical responses of the two walls stems from the amount of dissipated energy which is extremely high for wall B compared with that for wall A. The optimum values of the parameters for walls $A$ and $B$ support this observation (Table 6) where, among all of the parameters, only the value of the damping coefficient $\xi$ differs considerably for the two walls.

### 6.4.4 Horizontal Response of the Constituents

CFRF's for the horizontal response of the brick and mortar constituents are obtained theoretically for walls $A$ and $B$ by using the mixture model with the optimum parameters given in Table 5. These CFRF's relating the horizontal top accelerations of the constitutents to the horizontal base acceleration are found using the equation

$$
\begin{equation*}
H u_{\alpha}=\frac{\left(u_{\alpha}^{+}\right)^{F}}{\left(u_{g}\right)^{F}}=\frac{u_{\alpha}^{+F}}{u_{g}^{F}} \quad(\alpha=1,2) \tag{6.1}
\end{equation*}
$$

and by taking into account Eqs. (3.11, 3.40, 3.47). The results are shown in Figs. 26, 27 and 28, 29 for walls A and B, respectively. (The subscripts 1 and 2 designate mortar and brick constituents, respectively, in these figures).


Figure 26. CFRF for mortar constituent of wall A (horizontal motion)


Figure 27. CFRF for brick constituent of wall A (horizontal motion)


Figure 28. CFRF for mortar constituent of wall B (horizontal motion)


Figure 29. CFRF for brick constituent of wall B (horizontal motion)

When the theoretical CFRF's of the constitutents in walls $A$ and $B$ are compared, it is found that the response of brick is similar for both walls whereas the response of mortar is completely different. To understand the dynamic behavior of the constituents more clearly, their amplifications $\left|H u_{j}\right|$ and phase angles $\alpha_{i}=\tan ^{-1}\left\{\operatorname{Im}\left[H u_{i}\right] / \operatorname{Re}\left[H u_{i}\right]\right\}$ are obtained separately. The amplification and phase spectra are shown in Figs. (30 to 33) for the constituents of walls $A$ and $B$. The angle $\alpha_{i}$ in the figures designates the phase shift of the top acceleration of the $\mathfrak{i}$ th constituent with respect to the base acceleration, and is measured counterclockwise from the $\operatorname{Re}\left[H u_{i}\right]$ axis in the complex $H u_{i}$ plane with the range $0 \leq \alpha_{i} \leq 2 \pi$.

In Fig. 30 the amplification curves for the brick and mortar constituents of wall A are approximately parallel throughout the frequency range under consideration. The phase difference between constituent top accelerations, designated by $\left(\alpha_{2}-\alpha_{1}\right)$ in Fig. 31, is zero at $f=0$ and then, varying slowly, reaches a value of about $\pi / 4$ at the first modal frequency. Afterwards it increases more rapidly between the two modal frequencies and assumes an average value of about $\pi$ in the high frequency range. In view of these observations we conclude that the top accelerations of the two constituents are "in phase" in the low frequency range and "out of phase" in the high frequency range. The amplification of mortar is greater than that of brick by $18 \%$ in the first mode and by $30 \%$ in the second mode.

The situation is rather different for wall B (see Figs. 32, 33). The constituent accelerations are almost in phase in the first mode. The phase difference $\left(\alpha_{2}-\alpha_{1}\right)$ suddenly jumps from $\pi / 8$ to $\pi$ at $f \simeq 20 \mathrm{~Hz}$, which is between the two modal frequencies, then reaches a value of about $3 \pi / 2$ in the second mode (out of phase). An interesting situation is observed at $f \simeq 20 \mathrm{~Hz}$ for the mortar constituent. Around this frequency the amplification curve passes through a minimum while its phase shift suddenly decreases


Figure 30. Amplification spectra for mortar and brick constituents of wall A (horizontal motion)


Figure 31. Phase spectra for mortar and brick constituents of wall A (horizontal motion)


Figure 32. Amplification spectra for mortar and brick constituents of wall B (horizontal motion)


Figure 33. Phase spectra for mortar and brick constituents of wall B (horizontal motion)
from $1.2 \pi$ to $0.3 \pi$. This singular behavior of the mortar around $f \simeq 20 \mathrm{~Hz}$ is probably due to the propagation (initiated at this frequency) of micro cracks which might be present initially between the mortar and brick layers. Micro cracks may exist in a wall because of imperfections in its structure. The peculiar behavior at $f \simeq 20 \mathrm{~Hz}$ is observed only for wall $B$, not for wall A. This is probably due to a higher density of micro cracks in wall $B$ than in wall $A$.

## 7. ASSESSMENT OF THE PROPOSED MODELS

In the following sections the results obtained in the previous chapter are discussed and interpreted further, and the dynamic stiffness matrix for a wall element is presented to appraise the models used in the study. Suggestions are also made regarding research areas that need to be investigated in the future.

### 7.1 Comments on Closely Spaced Modal Frequencies

In the present study a two-phase model was chosen to study the dynamic behavior of masonry walls. This choice was dictated by experimental observation. As can be seen from Figs. 13 and 14, the first two resonance frequencies of the wall predicted by experiment are close to each other. It may be expected on physical grounds that the closeness of these two frequencies is due to the strong interaction between the brick and mortar phases of the wall, and accordingly that this interaction could be taken into account only by a model that differentiates the two phases of the wall. The results obtained in Chapter 6 verify this expectation. The mixture model yields a CFRF which duplicates closely the experimental CFRF up to a frequency which is well above the second modal frequency, whereas the effective modulus model gives satisfactory results only up to the first model frequency (see Figs. 13-16).

### 7.2 Comments on the Effect of Debonding in the Behavior of Masonry Walls

In the previous chapter, it was observed that the CFRF's of walls A and $B$ were very different and this difference was attributed to different densities of micro crack distributions in the two walls. Some further remarks follow regarding the influence of micro cracks on the wall behavior.

Slip and debonding phenomena in elastic composites have been studied by many researchers (see, for example [28-31]). In references [30] and [31]
the mixture and effective modulus theories are proposed for layered composites. The incorporation of slip (along constituent interfaces) in the formulation does not change the form of the equations of the mixture or effective modulus theory for perfectly bonded constituents, but the model parameters appearing in these equations become dependent on the slip coefficient.

The form of the equations of the mixture theory, Eqs. (3.1 to 3.3), used in this study to analyze the dynamic behavior of masonry walls was established in references [8 to 11] by assuming that the constituents were perfectly bonded. However, in view of the findings mentioned in the previous paragraph, it is anticipated that this form could be used also to determine the response of the wall when slip and debonding are present between brick and mortar constituents. In fact, the results obtained in the previous chapter support this expectation. There, it was found that the mixture model could predict the response of both walls $A$ and $B$ each having very different debonding and slip characteristics.

Much work remains to be done to establish the debonding and slip phenomena in walls more rigorously. Developments in this direction could follow the steps outlined below. First, parameters describing the debonding characteristics must be chosen. The selection of slip coefficient and the density of micro crack (separation) distribution seem reasonable for this purpose. Secondly, the type of dependence of the parameters of the mixture model on the slip parameters should be established from a theoretical analysis. Finally, the type of experiments necessary to evaluate the slip parameters must be ascertained; and, with the aid of such experiments, the values of the slip parameters should be determined through optimization.

### 7.3 Dynamic Stiffness Matrix for a Wall Element

In this section, a dynamic stiffness matrix relating the forces to displacements, at the lower and upper ends of a wall element, is developed using the mixture theory. To this end, Eqs. (3.29) and (3.37) will be rewritten in matrix form

$$
\left[\begin{array}{l}
\underline{f}^{+F}  \tag{7.1}\\
\underline{f}^{-F}
\end{array}\right]=\left[\begin{array}{cc}
0 & \frac{2}{H} \underline{S} \\
-\frac{H}{2} \underline{A} & \underline{0}
\end{array}\right]\left[\begin{array}{l}
\underline{W}^{+F} \\
\underline{W}^{-F}
\end{array}\right]
$$

where

$$
\underline{f}^{\overline{\mp F}}=\left[\begin{array}{ll}
R^{\mp F} & T^{\mp F} \tag{7.2}
\end{array}\right] T \quad \underline{W}^{\overline{\mp F}}=\left[\bar{S}^{\bar{\mp} F} \Psi^{\bar{\mp} F}\right] T .
$$

From the definitions in Eqs. (3.20),

$$
\begin{align*}
& {\left[\begin{array}{l}
\underline{f}^{+F} \\
\underline{f}^{-F}
\end{array}\right]=\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]\left[\begin{array}{l}
\underline{g}^{+F} \\
\underline{g}^{-F}
\end{array}\right]} \\
& {\left[\begin{array}{l}
\underline{w}^{+F} \\
\underline{w}^{-F}
\end{array}\right]=\left[\begin{array}{ll}
1 & 1 \\
1 & -1
\end{array}\right]\left[\begin{array}{l}
\underline{j}^{+F} \\
\underline{j}^{-F}
\end{array}\right]} \tag{7.3}
\end{align*}
$$

where

$$
\underline{g}^{\mp F}=\left[\begin{array}{ll}
\sigma^{\mp F} & \tau^{\mp F} \tag{7.4}
\end{array}\right]^{\top} ; \underline{j}^{\bar{\mp} F}=\left[u^{\bar{\mp} F} \Psi^{\mp F}\right]^{\top} \text {. }
$$

Substitution of Eqs. (7.3) into Eq. (7.1), solving for $\left[g^{+F} g^{-F}\right]^{\top}$ and multiplying the resulting equation by bh' give

$$
\left[\begin{array}{l}
\underline{F}^{+F}  \tag{7.5}\\
\underline{F}^{-F}
\end{array}\right]=\left[\begin{array}{cc}
\underline{D}^{1} & -\underline{D}^{2} \\
\underline{D}^{2} & -\underline{D}^{1}
\end{array}\right]\left[\begin{array}{l}
\underline{j}^{+F} \\
\underline{j}^{-F}
\end{array}\right]
$$

where

$$
\underline{F}^{\overline{\mp F}}=\left[\begin{array}{ll}
v^{\bar{\mp} F} & \Delta^{\overline{+F}} \tag{7.6}
\end{array}\right]^{T} .
$$

with

$$
\begin{align*}
& v^{\mp F}=b h^{\prime} \sigma^{\mp F}, \Delta^{\mp F}=b h^{\prime} \tau^{\mp F} \text { and } \\
& D_{11}^{1}=K_{11}+i \omega C_{11}-\omega^{2} \frac{f_{11}}{4} \\
& D_{12}^{1}=D_{21}^{1}=k_{12}+i \omega C_{12}-\omega^{2} \frac{f_{12}}{4}  \tag{7.7}\\
& D_{22}^{1}=k_{22}+i \omega C_{22}-\omega^{2} \frac{f_{22}}{4}
\end{align*}
$$

and

$$
\begin{align*}
& D_{11}^{2}=K_{11}+i \omega C_{11}+\omega^{2} \frac{f_{11}}{4} \\
& D_{12}^{2}=D_{21}^{2}=K_{12}+i \omega C_{12}+\omega^{2} \frac{f_{12}}{4}  \tag{7.8}\\
& D_{22}^{2}=K_{22}^{\prime}+i \omega C_{22}^{1}+\omega^{2} \frac{f_{22}}{4}
\end{align*}
$$

In Eqs. (7.8)

$$
\begin{equation*}
K_{22}^{\prime}=\frac{b^{\prime} k_{22}}{H}-\frac{b h^{\prime} H k}{4} ; \quad C_{22}^{\prime}=\frac{b h^{\prime} c_{22}}{H}-\frac{b h^{\prime} H c}{4} ; \tag{7.9}
\end{equation*}
$$

all of the coefficients in Eqs. (7.7) and (7.8) are defined in Eqs. (3.48).
The $4 \times 4$ matrix

$$
D=\left[\begin{array}{cc}
\underline{D}^{1} & -\underline{D}^{2}  \tag{7.10}\\
\underline{D}^{2} & -\underline{D}^{1}
\end{array}\right]
$$

is the dynamic stiffness matrix which is being sought. It may be noted that the discrete form of the governing equations of the mixture model, Eq. (3.47), could be derived also from the dynamic stiffness relation, Eq. (7.5), by taking into account the boundary conditions, Eqs. (3.27).

Study of Eqs. (7.7 to 7.9) indicates that all of the elements except $D_{22}^{2}$ in the dynamic stiffness matrix $\underline{D}$ could be computed using the optimum values of parameters determined in Chapter 6. From Eq. (7.8), and from the comparison of the relations defining $\left(K_{22}, C_{22}\right)$ and $\left.K_{22}^{1}, C_{22}^{1}\right)$ in Eqs. (3.48) and (7.9) it is clear that $D_{22}^{2}$ could also be evaluated if the nondimensional parameters $\bar{K}$ and $\bar{C}$ defined by

$$
\begin{equation*}
\bar{K}=\frac{\mathrm{bh}^{\prime} H k}{\mathrm{~K}_{11}}, \quad \overline{\mathrm{C}}=\frac{\mathrm{bh}^{\prime} H \mathrm{c}}{\mathrm{C}_{11}} \tag{7.11}
\end{equation*}
$$

are known. Unfortunately, the experimental data used in this study were not sufficient to determine these two parameters through optimization.

The values of $\bar{K}$ and $\bar{C}$ could perhaps be estimated theoretically. Such analysis might be very complicated but could be simplified by taking into account the periodicity of the wall, and consequently basing the analysis on a unit cell of the wall. This could involve the use of certain hypotheses regarding deformation modes of the unit cell. The determination of $\bar{K}$ and $\bar{C}$ in this way remains to be done in a later study.

It should be noted that some intervals with well defined lower and upper bounds exist for $\bar{K}$ and $\bar{C}$. Since $k$ and $c$ are positive (see Section 3.2), the lower bound for $\bar{K}$ and $\bar{C}$ is zero. The limiting situation $|\underline{k}|=0,|\underline{c}|=0$ of $\underline{k}=\left(k_{i j}\right)$ and $\underline{c}=\left(c_{i j}\right)$ establishes the upper bounds of $\bar{K}$ and $\bar{C}$, which can be computed using the optimum values of parameters presented in Chapter 6 . For example, associated with the horizontal motion of wall A, they are found to be 0.744 and 0.460 for $\bar{K}$ and $\bar{C}$, respectively. The use of the rough estimate $\bar{K}=\bar{C}=0$ is suggested here for practical purposes, until a better estimate is found through either experimental or theoretical analysis.

Finally, it may be observed that knowing $\bar{K}$ and $\bar{C}$, in addition to the parameters aiready determined in Chapter 6 , is sufficient to compute the values of all the coefficients appearing in the equations of the continuum (mixture) model, Eqs. (3.12, 3.13).
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APPENDIX A

$$
\text { VERIFICATION OF } \|\left(H^{2} / 12\right) \underline{S}^{-1} \text { Al } \|<1
$$

The verification will be presented only for the horizontal motion of wall A and for the frequency range that is considered in the analysis.

Let the matrix $\underline{G}^{\prime}$ denote the matrix whose norm is to be evaluated:

$$
\begin{equation*}
\underline{G}^{\prime}=\frac{H^{2}}{12} \underline{S}^{-1} \underline{A} \tag{A.1}
\end{equation*}
$$

where $\underline{A}$ and $\underline{S}$ are given in Eqs. (3.34) and $H$ is the height of the wall. When the numerator and denominator of the right hand side of Eq. (A.1) is multiplied by bh', $\underline{G}^{\prime}$ can be expressed as

$$
\begin{equation*}
\underline{G}^{\prime}=\frac{1}{12} \frac{H}{\mathrm{bh}^{\prime}} \underline{S}^{-1} \underline{B}^{\prime} \tag{A.2}
\end{equation*}
$$

where $b, h^{\prime}$ are defined in Chapter 4 and

$$
\begin{equation*}
\underline{B}^{\prime}=\omega^{2} \underline{F}-b h^{\prime} H \bar{Q}^{\prime} \underline{B} . \tag{A.3}
\end{equation*}
$$

In Eq. (A.3), $\omega$ is angular frequency, $\bar{Q}$ ' is defined in Chapter $3, \underline{F}=\left(f_{i j}\right)$ with $f_{i j}$ given in Eqs. (3.48), and B is defined in Eqs. (3.46). Some manipulation of Eq. (A.3) yields a more suitable form for $\underline{B}^{\prime}$ :

$$
\begin{equation*}
\underline{B}^{\prime}=K_{11}\left\{z^{2} \underline{F}^{\prime}-(\bar{K}+2 \xi i z \bar{C}) \underline{B}\right\} . \tag{A.4}
\end{equation*}
$$

In Eq. (A.4), $z=\omega / \bar{\omega}, \bar{\omega}^{2}=K_{11} / M_{11}, \xi=C_{11} / 2 M_{11} \bar{\omega}$ and

$$
\begin{equation*}
\underline{F}^{\prime}=\left(f_{i j}^{\prime}\right)=\frac{1}{M_{11}}\left(f_{i j}\right) ; \quad(i, j=1,2), \quad \bar{K}=\frac{K}{K_{11}}, \quad \bar{C}=\frac{C}{C_{11}} \tag{A.5}
\end{equation*}
$$

where $K_{11}, M_{11}, C_{11}$ are defined in Chapter 3 , and $b^{\prime} H Q^{\prime}=K+i \omega C$.
Substitution of $B^{\prime}$ from Eq. (A.4) into Eq. (A.2) gives

$$
\begin{equation*}
\underline{G}^{\prime}=\frac{1}{12} \frac{H}{b h^{1}} \underline{S}^{-1} K_{11}\left\{z^{2} \underline{F}^{\prime}-(\bar{K}+2 \xi i z \bar{C}) \underline{B}\right\} \tag{A.6}
\end{equation*}
$$

Let the matrix (H/bh') $\underline{S}^{-1} K_{11}$ in Eq. (A.6) be designated by $\underline{J}$, which can be written after some manipulation as

$$
\underline{J}=\frac{1}{\Delta}\left[\begin{array}{cc}
s_{22}^{*} & -s_{12}^{*}  \tag{A.7}\\
-s_{12}^{*} & s_{11}^{*}
\end{array}\right]
$$

where

$$
\begin{align*}
\Delta & =S_{11}^{*} \quad S_{22}^{*}-S_{12}^{* 2} ; \\
S_{11}^{*} & =1+2 \xi i z \quad ; \quad S_{12}^{*}=\gamma+2 \xi i z \gamma^{\prime} \quad ; \quad s_{22}^{*}=\bar{p}+2 \xi i z \bar{\alpha}^{\prime} ;  \tag{A.8}\\
p & =\frac{\bar{K}_{22}}{K_{11}} \quad ; \quad \bar{\alpha}^{\prime}=\frac{\bar{c}_{22}}{C_{11}} \quad ; \quad\left(\bar{K}_{22}, \bar{c}_{22}\right)=\frac{b h^{\prime}}{H}\left(k_{22}, c_{22}\right)
\end{align*}
$$

In Eq. (A.8) $\gamma, \gamma^{\prime}$ are defined in Eqs. (4.5), and $k_{22}$ and $c_{22}$ in Chapter 3.
From discussion given in Chapter $7, \bar{K}$ and $\bar{C}$ are taken to be $\bar{K}=\bar{C}=0$, which implies $\tilde{\alpha}^{\prime}=\alpha^{\prime}$ and $\bar{p}=p$ (where the parameters $\alpha^{\prime}$ and $p$ are defined in Eqs. (4.5)). Then Eq. (A.6) becomes

$$
\begin{equation*}
\underline{G}^{\prime}=\frac{z^{2}}{12} \underline{J} \underline{F}^{\prime} \tag{A.9}
\end{equation*}
$$

which is a function of $\omega$. From this equation it is clear that the maximum norm of $\underline{G}^{\prime}$, i.e., $\left\|\underline{G}^{\prime}\right\|$, is zero at $\omega=0$ and increases with $\omega$. In the calculations, $f=\omega / 2 \pi$ is chosen to be 25 Hz which is well above the second modal frequency. $\left\|\underline{G}^{\prime}\right\|$ is computed by using this value of $\omega$ and the optimum values of the parameters with $\alpha_{0}=0.45$ listed in Table 5 . (For the definition of $\alpha$ see Eqs. $(3.48,4.5)$.) The maximum norm of $\left\|G^{\prime}\right\|$ is found to be

$$
\left\|\underline{G}^{\prime}\right\|=0.319
$$

which is less than one. In the computation of $\underline{F}^{\prime}$, the values of $M$ (top mass) and $M_{11}$ given in Eqs. (3.48, 4.8) and Eqs. (3.48, 4.5, 4.9 to 4.11) are used.

APPENDIX B

## SENSITIVITY COEFFICIENTS

In the present problem the number of parameters to be determined through optimization is seven for the mixture model and two for the effective modulus model. Let them be ordered so that

$$
\begin{equation*}
\left(\beta_{1}, \beta_{2}, \ldots, \beta_{7}\right)=\left(\bar{\omega}, \alpha, \xi, \alpha^{\prime}, \xi^{\prime}, p, \gamma\right) \tag{B.1}
\end{equation*}
$$

for the mixture model, and

$$
\begin{equation*}
\left(\beta_{1}, \beta_{3}\right)=(\bar{\omega}, \xi) \tag{B.2}
\end{equation*}
$$

for the effective modulus model.
First, the evaluation of the sensitivity coefficients of the mixture model will be presented.

In Section 5.1 the theoretical CFRF is written in the form

$$
\begin{equation*}
H_{u}^{t}\left(f_{j}\right)=r_{j}+i s_{j} \tag{B.3}
\end{equation*}
$$

where $\left(r_{j}, s_{j}\right.$ ) are the (real, imaginary) parts of $H_{u}^{t}$ at $f=f_{j}$, respectively. Differentiation of Eq. (B.3) with respect to $\beta_{k}$ yields

$$
\begin{equation*}
\frac{\partial H_{u}^{t}\left(f_{j}\right)}{\partial \beta_{k}}=\frac{\partial r_{j}}{\partial \beta_{k}}+i \frac{\partial s_{j}}{\partial \beta_{k}} \tag{B.4}
\end{equation*}
$$

The aim here is to evaluate the sensitivity coefficients $\partial r_{j} / \partial \beta_{k}, \partial s_{j} / \partial \beta_{k}$ which appear as real and imaginary parts of $\partial H_{u}^{t}\left(f_{j}\right) / \partial \beta_{k}$ in Eq. (B.4). To this end, $H_{u}^{t}$ defined in Eq. (4.6) is differentiated with respect to $B_{k}$ taking into account the definitions in Eq. (4.7). Thus,
$\frac{\partial H_{u}^{t}}{\partial \beta_{k}}=\frac{q^{\prime} z^{2}}{D^{2}}\left[\frac{\partial}{\partial \beta_{k}}\left(a_{22}-a_{\left.12^{\ell}\right) D}-\left(a_{22}-a_{12^{\ell}}\right) \frac{\partial D}{\partial \beta_{k}}\right]+\frac{2 q^{\prime} z}{D}\left[\frac{\partial z}{\partial \beta_{k}}\left(a_{22}-a_{12^{\ell}}\right)\right]\right.$
where

$$
\begin{equation*}
\frac{\partial D}{\partial \beta_{k}}=a_{22} \frac{\partial a_{11}}{\partial \beta_{k}}+a_{11} \frac{\partial a_{22}}{\partial \beta_{k}}-2 a_{12} \frac{\partial a_{12}}{\partial \beta_{k}} \tag{B.6}
\end{equation*}
$$

and $\partial z / \partial \beta_{1}=-z / \bar{\omega}, \partial z / \partial \beta_{k}=0$ for $k \neq 1$ since $z$ depends only on the parameter $\bar{\omega}$ through $z=\omega / \bar{\omega}$. To evaluate $\partial H_{u}^{t} / \partial \beta_{k}$ in Eq. (B.5) it is necessary to determine the derivatives of $a_{11}, a_{12}$ and $a_{22}$ with respect to $\beta_{k}$, Using the expressions defining $a_{11}, a_{12}$ and $a_{22}$, these derivatives are evaluated at $f=f_{j}$ and presented in Table B.1. In the preparation of this table the definition $z_{j}=2 \pi f_{j} / \bar{\omega}$ is used. Once the right hand side of Eq. (B.5) is evaluated at $f=f_{j}$, its real and imaginary parts give the sensitivity coefficients $\partial r_{j} / \partial \beta_{k}$ and $\partial s_{j} / \partial \beta_{k}$, respectively.

The sensitivity coefficients of the effective modulus model are the real and imaginary parts of $\partial H_{u}^{t} / \partial \bar{\omega}$ and $\partial H_{u}^{t} / \partial \xi$, where $H_{u}^{t}$ is the CFRF defined by Eq. (4.14). They can be evaluated using Eq. (B.5) with ( $k=1,3$ ) by setting the parameters $m^{\prime}, \alpha^{\prime}, \gamma^{\prime}, \gamma$ in Eqs. (4.6, 4.7) and in Table B. 1 equal to zero.

Table B. 1 Derivatives of $a_{i j}(i, j=1,2)$ with respect to model parameters at $f=f_{j}$.

| $a_{i j} \frac{\partial}{\partial \beta_{k}}$ | $\frac{\partial}{\partial \beta_{1}}$ | $\frac{\partial}{\partial \beta_{2}}$ | $\frac{\partial}{\partial \beta_{3}}$ | $\frac{\partial}{\partial \beta_{4}}$ | $\frac{\partial}{\partial \beta_{5}}$ | $\frac{\partial}{\partial \beta_{6}}$ | $\frac{\partial}{\partial \beta_{7}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a_{11}$ | $\frac{2 z_{j}}{\bar{\omega}}\left(z_{j}-i \xi\right)$ | 0 | $2 i z_{j}$ | 0 | 0 | 0 | 0 |
| $a_{12}$ | $\frac{2 z_{j}}{\bar{\omega}}\left(m^{\prime} z_{j}-i \gamma^{\prime} \xi\right)$ | 0 | $2 i \gamma^{\prime} z_{j}$ | 0 | $2 i \xi z_{j}$ | 0 | 1 |
| $a_{22}$ | $\frac{2 z_{j}}{\bar{\omega}}\left(\alpha z_{j}-i x^{\prime} \xi\right)$ | $-z_{j}^{2}$ | $2 i \alpha^{\prime} z_{j}$ | $2 i \xi z_{j}$ | 0 | 1 | 1 |

## APPENDIX C

COMPUTER PROGRAM

The FORTRAN program consists of a main program and six subprograms with a total of 188 statements. The compilation time with the $G$ compiler of the IBM 370/145 computer is about 28 seconds. Execution takes 3.20 seconds when periodic data are used and convergence is achieved in eight iterations.

Flowcharts are presented only for the MAIN program and subroutine SUM. The other subprograms complement the computations performed in SUM and MAIN. A listing of the computer program and the output for a sample problem (involving the evaluation of the optimum values of the parameters of wall A using horizontal periodic data) are included at the end of this Appendix.

The symbols used in the flowcharts are defined in Chapter 5.

i : Iteration no.
N : Number of data points
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