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## ABSTRACT'

A time domain finite element method that efficiently solves the three dimensional soil-structure interaction problem is presented. In addition to all the factors currently considered by frequency domain approaches the new method allows the consideration of the nonlinear effects in the structure and foundation (separation of base mat from soil or monlinear material).

The general equations of motion for the linear cases are expressed in terms of the relative displacements of the soil-structure system with respect to those of the nodes at the foundation level. This formulation allows the load vector to be an exclusive function of the free field accelerations at the soil-structure interface. In order to avoid the scattering problem the dynamic displacements can be defined with respect to those of the buried part of the structure. The nonlinear case requires that the equations of motion be established in terms of the total interaction displacements.

The energy radiation through the boundaries of the finite element model is accounted for by using frequency independent radiation boundaries obtained from a frequency dependent boundary defined at the fundamental frequency of the soil-structure system. The effects of this approximation are shown to be minimal for typical structures,

The soil-structure system is divided into substructures, namely the structure cone or more) and the soil. The latter is modelled with three dimensional solid elements in the near fieid and axisymmetric elements in the far field. The coupling between them is enforced by expanding the displacements of the solid elements in terms of the axisymmetric ones, a new method for the reduction in the number of degrees of Freedom is presented that is based on component mode synthesis techniques and on the use of orthogonal sets of Ritx functions. These functions are obtained in a simpler and cormputationally faster way than the eigenvectors, while yielding improved accuracy.

In the linear case, the resulting reduced set of equations of motion is integrated by uncoupling the system using the complex mode shapes. The latter procedure becomes exact for piece-wise linear type of excitation and is computationally as efficient as the step-by-step methods for reduced systems.

For linear problems the present method becomes numerically far more efficient than the existing frequency domain approaches. This difference leads to substantial savings in computer time and storage.
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## CHAMTER 1

## TMEREODUCTIOME

Soil-structure inceraction prohlems have been studied for the last three decades. The need for analyzing a given structure not as if it were isolated, but rather as a part of a seismic environment and as a part of an ensemble of soil and other structures interacting between each other, is making soil-structure analysis imperative for an increasing range of structures. Many aspects need be studied in order to completely analyze a soil-structure interaction problem, Some of these aspects are; the seismic environment, the dynamic properties of soils, the site response, impedance problems and structural analysis. The solutions to all these problems have required the attention of many researchers in the three different areas of seismology, geotechnical engineering and structural engineering.

Much has been written about soil-structure interaction problems. In recent years several authors, Lysmer(1978), Iefriss and Kennedy(1977), Rosenblueth (1980), have summarized the dispersed literature by writing different reporte that tend to classify the analytical methods, analyze their differences, study the nature of input motions, and discuss the future possibilities for solving the different types of problems. This literature is concerned principally with frequency domain methods. There are two main reasons:

1) This domain permits, through the use of frequency dependent impedance coefficients, the splitting of the problem into separate studies of soil and structure.
2) The radiation boundaries that count for the transmission of energy through the edges of the finite element model, and that have been obtained from wave propagation theory, are frequency dependent.

So far these two reasons have been powerful enough to inhibit the time domain as the affective environment for the solution of the soil-structure problem. However this trend has to have an end, because of certain dimitations of the method, Frequency domain techniques can not solve true nonlinear soil and structural problems, and they become numerically inefficient for three dimensional problems. The purpose of this dissertation is to present efficient numerical techniques in the time domain that can solve the soil structure interaction problem in 3 dimensions; and at the same time to leave the door open for the solution of true nonlinear problems, feasible only in the time domain,

The presentation of this research is organized as follows:
An extensive review of the analytical methods in the frequency domain are discussed in Chapter 2. The complete, substructure, and hybrid methods are formulated and compared to each other. Special attention is given to the substructure methods, and more concretely to the recently introduced volume methods that eliminate the need for solving the scattering problem.

Chapter 3 deals with the analytical solutions to the soil-structure interation problem in the time domain. The complete, boundary, and volume methods are formulated, The last one constitutes an innovation within the time domain framework. The substructuring approach, as done in the frequency domain, cannot be adopted in the time domain due to the practical impossibility of splitting the system and solving independently the equations of the soil and structure. Substructuring concepts in the time domain are used in the sense of reducing the number of equations in each of the substructures that subsequently are assembled and solved simultaneously.

Chapter 4 deals with the research towards the finding of a frequency independent radiation boundary to be used in the time domain computations. Results are given which demonstrate that the use of frequency independent boundaries defined at the fundamental frequency of the system leads to very good approximations in two and three dimensional problems.

The reduction in the number of degrees of freedom by the use of Ritz functions is described in Chapter 5 . One, that and three dimensional examples are given which demonstrate their accuracy in solving not only structural problems but wave propagation problems as well. General techniques for the reduction of the system of equations and dynamic substruchuring are also explored. A new method of substructuring is presented that is not only suitable for soil-structure interaction problems, but for general dynamic substructuring as well. The results of a numerical example show the efficiency of this new technique.

The analytical methods formulated in Chapter 3 are extended in Chapter 6 for the solution of the scattering and nonlinear problem The formulation of the nonlinear problem is mostly suited for the case of the existance of local nonlinearities at the foundation level, like uplifting of the structure or plastic behaviour of the soil close to the foundation. The proposed modeling of the near and far fields of the ensemble soil-structure system is presented in Chapter 7. The near field part of the soil is modeled with solid finite elements and the far field with axisymmetric alements that are coupled at the boundary incerface with the solid ones. Some considerations are made regarding the material damping in the soil and the structure, and the numericai integration of the reduced set of equations. Results of a three dimensional problem are shown in Chepter 8. Conclusions of thas research are summarized in Chapter 9 ,

## QHADPERE 2

## ANALYTICAM MEETYODS IN THE FREOUEINCY DOHTATM

## 2.1-INTRODUCTION:

The following discussion summarizes all the current analytical methods with their complete formulations, for the solution of soil-structure interaction problems in the frequency domain. All the analysis is made under the assumption that the finite element method is the analytical tool used for the discretization of the problem.

The methods in the frequency domain are divided into three categories:
a) Complete methods
b) Substructure methods $\left\{\begin{array}{l}\text { Continuum } \\ \text { Boundary } \\ \text { Volume }\end{array}\right.$
c) Hybrid methods

The complete methods, Lysmer (1974) and (1975), soive the ensemble soil- structure system simultaneously in terms of the total displacements othe motion is specified at the bottom of the model, which is supposed to be rigid, and is obtained from the control motion at the surface by the deconvolution process.

The substructure methods, Chopra (1973), Gutierrez (1976), Kausel and Roesset (1975) and Kausel (1978), make use of the principles of compatibility of forces and displacements at the foundation level to split the complete model into two parts? soil and structure. The frequency dependent impedance coefficients, obtained in closed form solutions for a few cases (generally surface structures) and by finite elements for the rest, are attached to the foundation. By introducing the free field motion at the foundation level the dynamic response of the structure can be obtained independently,

It is possible to distinguish between surface and embedded structures, and in the latter between boundary and volume methods, depending upon at which points the motion is specified. For the boundary methods the motion is specified at the interface between sail and structure. For the volume methods the motion is specified at all the nodes of the structure that are buried.

The hybrid methods eliminate the impedance problem at the boundary between the soil and the structure, and create a far field impedance problem that is solved by system identification techniques. A detailed formulation of all these methods will be given below.

## 2.2.- SMPLIFIED MODEL.

In order to better illustrate the concepts upon which the general formulations in both time and frequency domains, are based, a simple 2 degree of freedom problem will be analyzed first. The formulation for more complicated sonl-structure systems with thousands of degrees of freedom is only an extension of this small case, the concepts do not vary.

Let $\mathrm{mm}_{1}$ and $\mathrm{m}_{2}$ be a system of two masses connected by a beam of stiffness the as shown in Figure $\mathrm{Q}_{2} 11$; The system is vibrating due to a specified ground motion $\vee_{g}$ applied at $\mathrm{Tr}_{2}$, Mo external forces are atting in the system. The equations of motions in total roordinates are:

$$
\left[\begin{array}{cc}
m_{1} & 0  \tag{2.1}\\
0 & m_{2}
\end{array}\right]\left\{\begin{array}{l}
\ddot{y}_{1}^{t} \\
\ddot{y}_{3}^{t}
\end{array}\right\}+\left[\begin{array}{ll}
k_{13} & k_{k 2} \\
k_{23} & k_{22}
\end{array}\right]\left[\begin{array}{l}
v_{1}^{t} \\
v_{y}
\end{array}\right\}=\left\{\begin{array}{l}
0 \\
0
\end{array}\right\}
$$

Since the system has no support the matrix ke is singular. The first equation of the system (2,1) is:
$m_{1} \ddot{v}_{3}^{t}+k_{11} v_{1}^{t}+k_{12} v_{3}=0$
or

$$
\begin{equation*}
m_{1} \ddot{v}_{1}^{t}+k_{13} v_{1}^{t}=-k_{18} v_{g} \tag{2.2}
\end{equation*}
$$

In ( 2,2 ), the input vector is defined in the R.H.S. of the equation. A step further can be taken if we write the total displacements as the sum of the dynamic and pseudostatic components. The dynamic displacements represent the relative


Fig 2.1.- Simplified 2 degree of freedom model.
displacements of degree of fyeedom 1 with respect to degree of freedom 2. The pseudostatic ones resulk from a static support displacement. (In this particular case it is a rigid body motion.)

$$
\begin{equation*}
y_{t}^{t}=v_{8}+v^{5}=v_{2}+v_{g} \tag{x.3}
\end{equation*}
$$

The substitution of $(2.3)$ in $(2,2)$ yields:

$$
\begin{equation*}
m_{1} \ddot{v}_{i}+k_{i 9} v_{1}=k_{22} v_{g}-m_{8} \ddot{v}_{g}-k_{23} v_{g} \tag{2.4}
\end{equation*}
$$

however

$$
\begin{equation*}
x_{11} v_{9}+k_{12} v_{9}=0 \tag{2.53}
\end{equation*}
$$

berause a rigid body motion imposed in an unsupported structure ( He is singular) does not create any intemal froces. It may be seen also, that (2.5) comes from (2.4) by eliminating all the dynamic terms in it, Therefore (2.4) becmes:

$$
m_{3} \ddot{x}_{3}+k_{11} v_{1}=-m_{1} \dot{v}_{3}
$$

which is the well known equation of motion of a single degree of freedom system under ground excitation (sea Figure $2, i$. The concepts outhined in this simple problem will be used throughout the time and frequency domain formulations. The next step will be to extend them to the general case of a large continuum or discrete model of a soil structure system.
2.3.- COMPLETE METHODS Dysmer (1974) and (1975)

Complete methods are defined as nethods in which the motions of the soil and the structure are determined simataneously, The equations of motion are derived with reference to Figure ( 2,2 ) which illustrates a complete, discretized soil-structure system. The soil degrees of freedom are designated by $\mathrm{ra}_{\mathrm{a}}$, those of the structure by $\mathrm{r}_{\mathrm{s}}$, and the ones at the basement-rock by $\mathrm{r}_{\mathrm{b}}$. The concepts seen above for the 2 degree of freedom system apoly similarly in this case. The equations of motion of the complete system in total coordinates are

$$
\left[\begin{array}{ccc}
m_{s b} & m_{s a} & 0 \\
m_{a s} & m_{a x} & m_{b b b} \\
0 & m_{b a} & m_{b b b}
\end{array}\right]\left[\begin{array}{l}
\ddot{y}_{s}^{t} \\
\ddot{r}_{b}^{t} \\
c_{b} \\
\dot{r}_{b}^{b}
\end{array}\right]+\left[\begin{array}{ccc}
c_{s s} & c_{s a} & 0 \\
c_{a b} & c_{a b} & c_{a b} \\
0 & c_{b a b} & c_{b b}
\end{array}\right]\left\{\begin{array}{l}
\dot{r}_{s}^{t} \\
\dot{r}_{b}^{t} \\
\dot{r}_{b}^{t}
\end{array}\right]+\left[\begin{array}{ccc}
k_{s s} & k_{b a} & 0 \\
k_{a b} & k_{a b} & k_{a b} \\
0 & k_{b a b} & k_{b b}
\end{array}\right]\left[\begin{array}{l}
r_{s}^{t} \\
r_{a}^{t} \\
r_{b}^{t}
\end{array}\right]=\left\{\begin{array}{l}
0 \\
0 \\
0
\end{array}\right\}
$$



Fig 2.2.-Finite element mesh for the complete mechods.

The input motion is specified at the basement-rock, and therefore no external forces are applied on the R.H.S. of the equation. The coupling terms expressing forces at the base level that correspond to the prescribed motion at the base of the model, can be transferred to the $\mathrm{R} \cdot \mathrm{H}, 5$, as done in the simple model (Equation 2,2 , and 2,6 ) becomes:
or in a simplified notation

$$
\begin{equation*}
M \ddot{r}^{t}+C \dot{r}^{t}+K r^{t}=Q_{f} \tag{2.8}
\end{equation*}
$$

where $\boldsymbol{c}_{f}$ is the input force vector with only nonzero elements at the base of the model, (See Figure 2.1)

This method does not use any superposition of displacements, therefore it has the advantage over the substructure methods of the possibility of including nonlinear effects by making use of the equivalent linear method, Le requires a much larger computational effort and overall it is numerically inefficient, The extension to three dimensional analysis is currently prohibitive. Another problem arises from the fact that the motion is specified at the boundary of the mesh, which leads to conflict with the radiation elements situated on it, The solution adopted in FLUSH is to assume that the lower boundary is rigid and specify the input motion at this location.
2.4.- SUBSTRUCTURE METHODS.

### 2.4.1,- BOUNDARY METHODS: Chopra(1973),Gutierrez (1976), Roesset(1975), Kausel(1978)

## Formulation in total displacements:

The ensemble soil-structure may be divided as shown in Figure 2.2. $\%$, represents the motions at the structure, $r_{b}$ and $\mathcal{F}_{b}$ the motions and the contact forces at the boundary with the soil respectively. The displacements at the soil are designated as $r_{a}$ and those at the boundary as $r_{f}$.


Fig 2,3,-Finite element mesh partition for the boundary methods.

The equations of motion for each of the substructures are:

For the structure:
$\left[\begin{array}{cc}m_{s} & 0 \\ 0 & m_{b}\end{array}\right]\left\{\begin{array}{l}\ddot{r}_{s}^{t} \\ \ddot{r}_{b}^{t}\end{array}\right\}+\left[\begin{array}{cc}c_{s b} & c_{s b} \\ c_{b s} & c_{b b}\end{array}\right]\left\{\begin{array}{c}\ddot{r}_{s}^{t} \\ \dot{r}_{b}^{t}\end{array}\right\}+\left[\begin{array}{ll}k_{s s} & k_{s b} \\ k_{b s} & k_{b b}\end{array}\right]\left\{\begin{array}{l}r_{s}^{t} \\ r_{b}^{t}\end{array}\right\}=\left\{\begin{array}{l}0 \\ R_{b}\end{array}\right\}$
where $\mathcal{E e}_{b}$ is the interaction forces between the soil and the structure that would not exist if the influence of the structure upon the soil were negligible. Note that the stiffness matrix is singular, that is the structure is vibrating as the 2 degree of freedom model model studied above with the addition of the interaction forces, as shown in Figure 2.2.,

For the soil:
$\left[\begin{array}{cc}m_{f} & 0 \\ 0 & m_{a}\end{array}\right]\left\{\begin{array}{c}\ddot{r}_{f}^{t} \\ \ddot{r}_{a}^{t}\end{array}\right\}+\left[\begin{array}{cc}c_{f f} & c_{f a} \\ c_{a f} & c_{a n}\end{array}\right]\left\{\begin{array}{c}\dot{r}_{s}^{t} \\ \dot{r}_{a}^{t}\end{array}\right\}+\left[\begin{array}{ll}k_{f f} & k_{f a} \\ k_{a f} & k_{a a}\end{array}\right]\left\{\begin{array}{c}r_{f}^{t} \\ r_{a}^{t}\end{array}\right\}=\left\{\begin{array}{c}-k_{b} \\ 0\end{array}\right\}$ (2.10) The free field equations for the soil part are (scattering problem):

$$
\left[\begin{array}{cc}
m_{f} & 0  \tag{2.11}\\
0 & m_{a}
\end{array}\right]\left\{\begin{array}{c}
\ddot{r}_{f}^{0} \\
\ddot{r_{a}^{0}}
\end{array}\right\}+\left[\begin{array}{cc}
c_{f f} & c_{f a} \\
c_{a f} & c_{a a}
\end{array}\right]\left\{\begin{array}{c}
\dot{r}_{f}^{0} \\
\dot{r}_{a}^{0}
\end{array}\right\}+\left[\begin{array}{cc}
k_{f f} & k_{f a} \\
k_{a f} & k_{a a}
\end{array}\right]\left\{\begin{array}{c}
r_{f}^{0} \\
r_{a}^{0}
\end{array}\right\}=\left\{\begin{array}{c}
0 \\
0
\end{array}\right\}
$$

if we define the interaction displacements as:

$$
\begin{aligned}
& r_{f}=r_{f}^{t}-r_{f}^{0} \\
& r_{a}=r_{a}^{t}-r_{a}^{0}
\end{aligned}
$$

and subtract $(2,11)$ from $(2,10)$ we obtain:
$\left[\begin{array}{cc}m_{f} & 0 \\ 0 & m_{a}\end{array}\right]\left\{\begin{array}{l}\ddot{r}_{f} \\ \ddot{r}_{a}\end{array}\right\}+\left[\begin{array}{cc}c_{f f} & c_{f_{a}} \\ c_{a f} & c_{a a}\end{array}\right]\left\{\begin{array}{l}\dot{r}_{f} \\ \dot{r}_{a}\end{array}\right\}+\left[\begin{array}{ll}k_{f f} & k_{f_{a}} \\ k_{a f} & k_{a a}\end{array}\right]\left\{\begin{array}{c}r_{f} \\ r_{a}\end{array}\right\}=\left\{\begin{array}{c}-k_{b} \\ 0\end{array}\right\}$
It should be noted that up to this point everything has bean done in the time domain. The continuation of the substructure method in the time domain is possible by using influence coefficients that lead to a systern of Volterra integro differential equations, but this poses a complicated and certainly inefficient technique of analysis. The frequency domain offers a much easier solution, as it will be seen in what follows.

Equation (2,12) may be written in the frequency domain as:
$\left[-\bar{\omega}^{2}\left[\begin{array}{cc}m_{f} & 0 \\ 0 & m_{a}\end{array}\right]+i \bar{\omega}\left[\begin{array}{cc}c_{f f} & c_{f a} \\ c_{a f} & c_{a a}\end{array}\right]+\left[\begin{array}{cc}k_{f f} & k_{f a} \\ k_{a f} & k_{a a}\end{array}\right]\right]\left\{\begin{array}{c}\hat{r}_{f} \\ \hat{r}_{a}\end{array}\right]=\left\{\begin{array}{c}-\hat{k}_{b} \\ 0\end{array}\right\}$
where the symbol ${ }^{n}$ stands for the Fourier transform. The vibration of the soil due to forces $-\hat{\mathbb{R}}_{b}(w) e^{i w t}$ applied at the soil-structure interface and without the excitation at the lower boundary is also governed by Equation (2.13). This constitutes the impedance problem. Equation ( 2,13 ) may be condensed for each frequency $\boldsymbol{w}$ to the $f$ degrees of freedom to obtain:

$$
\begin{equation*}
S_{f}(\omega) \hat{r}_{f}(\omega)=\hat{R}_{f}(\omega) \tag{2,14}
\end{equation*}
$$

Compatibility between soil and structure leads for each frequency to:

$$
\begin{equation*}
\hat{r}_{f}^{t}=\hat{r}_{b}^{t} \tag{2.15}
\end{equation*}
$$

The substitution of $(2,15)$ and $(2,14)$ in (2.9) yields:

$$
\left[-\bar{\omega}^{2}\left[\begin{array}{cc}
m_{s} & 0  \tag{2.16}\\
0 & m_{b}
\end{array}\right]+i \bar{\omega}\left[\begin{array}{ll}
c_{5 b} & c_{s b} \\
c_{b s} & c_{b b}
\end{array}\right]+\left[\begin{array}{cc}
k_{s b} & k_{s b} \\
k_{b s} & k_{b b}
\end{array}\right]\right]\left\{\begin{array}{c}
\hat{r}_{s}^{t} \\
\hat{r}_{b}^{t}
\end{array}\right\}=\left\{\begin{array}{c}
0 \\
-s_{f}(\hat{\omega}) \hat{r}_{b}
\end{array}\right\}
$$

$$
\hat{r}_{b}=\hat{r}_{b}^{t}-\hat{r}_{b}^{0}=\hat{r}_{b}^{t}-\hat{r}_{f}^{0}
$$

and ( 2,16 ) becomes:

$$
\left[-\bar{w}^{2}\left[\begin{array}{cc}
m_{s} & 0  \tag{2.17}\\
0 & m_{b}
\end{array}\right]+i \bar{w}\left[\begin{array}{cc}
c_{s s} & c_{s b} \\
c_{b s} & c_{b b}
\end{array}\right]+\left[\begin{array}{cc}
k_{s b} & k_{s b} \\
k_{b s} & k_{b b}+s_{f}
\end{array}\right]\left[\begin{array}{c}
\hat{r}_{s}^{t} \\
\hat{r}_{b}^{t}
\end{array}\right\}=\left\{\begin{array}{c}
0 \\
s_{f}\left(m_{0}\right) \hat{r}_{f}^{p}
\end{array}\right\}\right.
$$

Equation ( 2,17 ) governs the motion of the structure in total coordinates with interaction effects due to any prescribed free field motions at the soil-structure interface. At this stage it is worth pausing to make some observations:

1) For surface structures and certain soil conditions (half space or single layer) analytical solutions for $S_{f}(w)$ are available, thus saving the effort of the impedance problem. The frequency dependency of $S_{f}(w)$ can be eliminated approximately by introducing the static values of $S_{f}$ plus a virtual mass of the soil associated with the structure.

Several authors, Tsai, Niehof, Swatta, and Hadjian (1974) have demonstrated that the use of frequency independent impedance coefficients $\boldsymbol{S}_{f}$, defined at $\omega=O$, leads to excellent results. The use of coefficients defined at the fundamental frequency of the system will lead to more accurate solutions than those obtained with the static. values.
2) If the structure is embedded the free field motions $r_{f}$ at the interface do not coincide with those at the surface, even in the case when the boundary is rigid. Since $r_{f}$ are unknown, a scattering problem must be solved first. This consists of solving the free field problem with the shape of the embedded structure in it, as shown in the Figure (2.2), but without the interactions forces, 50 as to obtain the free field motions at the interface , Due to the lack of closed form solutions, this problem can only be solved at the present moment by finite element techniques,

## Formulation in relative displacements,

First Case: Free field motions are identical at all nodal points.
In this case the structure behaves as if it were subjected to a single support excitation $r_{b}{ }^{0}=v_{g}$, where $v_{g}$ is the ground motion at the interface level, and $r_{b}{ }^{0}$ is defined in $(2,17)$. The total displacements may be divided into the dynamic plus the pseudostatic components, as done with the 2 degree of freedom system in the previous section.

$$
\left\{\begin{array}{l}
r_{s}^{t}  \tag{2.18}\\
r_{b}^{t}
\end{array}\right\}=\left\{\begin{array}{l}
r_{5} \\
r_{b}
\end{array}\right\}+\left\{\begin{array}{c}
r_{s}^{9} \\
r_{b}^{0}
\end{array}\right\}
$$

where $r_{s}$ and $r_{b}$ are the dynamic components, and $r_{5}{ }^{9}$ and $r_{b}^{\circ}$ are the free field and the quasi-static components respectively, Substituting (2.18) in (2.17):

$$
\left[-\bar{\omega}^{2} M+i \bar{\omega} c+K\right]\left\{\begin{array}{c}
\hat{r}_{s}  \tag{2.19}\\
\hat{r}_{b}
\end{array}\right\}=\left\{\begin{array}{c}
0 \\
s_{f} \hat{r}_{b}^{0}
\end{array}\right\}-\left[\bar{\omega}^{2} M+i \bar{\omega} C+K\right]\left\{\begin{array}{c}
\hat{r}_{s}^{q} \\
\hat{r}_{b}
\end{array}\right\}
$$

M1. $C$ and $\mathbb{I L}$ are defined in $(2.17)$, The $S_{f}$ terms vanish in the R.H.S, yielding:

$$
\left[-\bar{w}^{2}\left[\begin{array}{cc}
m_{s} & 0 \\
0 & m_{b}
\end{array}\right]+i \bar{\omega}\left[\begin{array}{cc}
c_{s s} & c_{s b} \\
c_{b s} & c_{b b}
\end{array}\right]+\left[\begin{array}{ll}
k_{s s} & k_{s b} \\
k_{b s} & k_{b b b}
\end{array}\right]\right]\left\{\begin{array}{c}
\hat{r}_{s} \\
\hat{r}_{b}^{0}
\end{array}\right\}
$$

The quasi-static displacements can be defined in terms of the free field ones

$$
\left\{\begin{array}{l}
r_{s}^{q} \\
r_{b}^{0}
\end{array}\right\}=r v_{g}
$$

$r$ is a matrix containing zeros and ones, because the quasi-static displacements are rigid body motions. Since $\mathbb{K}$ is singular $\mathbb{E} \mathbf{C r}=\mathbf{O}$, thus if the damping terms are neglected ( 2,19 ) becomes:

$$
\left[-\bar{\omega}^{2} M+i \bar{m} \subseteq+\underline{M}\right]\left\{\begin{array}{c}
\hat{r}_{s} \\
\hat{r}_{b}
\end{array}\right\}=-\bar{\omega}^{2} M \underline{M} \hat{v}_{g}(\bar{\omega})
$$

or

$$
\left[-\bar{w}^{2}\left[\begin{array}{cc}
m_{s} & 0  \tag{2.20}\\
0 & m_{b}
\end{array}\right]+i \bar{\omega}\left[\begin{array}{ll}
c_{s s} & c_{s b} \\
c_{b s} & c_{b b}
\end{array}\right]+\left[\begin{array}{ll}
k_{s b} & k_{s b} \\
k_{b s} & k_{b b}
\end{array}\right]\right]\left\{\begin{array}{l}
\hat{r}_{s} \\
\hat{r}_{b}
\end{array}\right]=-\left[\begin{array}{cc}
m_{s} & 0 \\
0 & m_{b}
\end{array}\right] r \ddot{v}_{g}(\bar{w})
$$

Equation (2.20) expresses the dynamic equilibrium of the structure as a function of the ground accelerations, considering that these are all the same at the soil structure interface, and in terms of the relative displacements.

Second case: The free-field motion is different at each point of contact between soil and structure.

The structure is subjected now to a multiple support excitation. Again the total displacements can be decomposed into the dynamic and pseudostatic components:

$$
\left\{\begin{array}{c}
\hat{r}_{s}^{t} \\
\hat{r}_{b}^{t}
\end{array}\right\}=\left\{\begin{array}{c}
\hat{r}_{s} \\
\hat{r}_{b}
\end{array}\right\}+\left\{\begin{array}{c}
\hat{r}_{3}^{q} \\
\hat{r}_{b}^{0}
\end{array}\right\}
$$

where the first term in the R.H.S. represents the dynamic components and the second the free-field and quasi-static components. The latter ones are the displacements produced in the structure due to unit displacements at the base,

$$
\left[\begin{array}{ll}
k_{8 s} & k_{s b} \\
k_{b s} & k_{b b}
\end{array}\right]\left\{\begin{array}{l}
\hat{r}_{5}^{7} \\
\hat{r}_{b}^{0}
\end{array}\right\}=\left\{\begin{array}{c}
0 \\
\hat{R}_{b}
\end{array}\right\}
$$

Thus,

$$
k_{s b} \hat{r}_{s}^{4}+k_{s b} \hat{r}_{b}^{0}=0
$$

or

$$
\hat{r}_{s}^{7}=-k_{s s}^{-1} k_{s b} \hat{r}_{b}^{0}=L \hat{r}_{b}^{0}
$$

where

$$
L=-k_{s s}^{-1} k_{g b}
$$

therefore

$$
\left\{\begin{array}{l}
r_{b}^{t}  \tag{2.21}\\
r_{b}^{t}
\end{array}\right\}=\left\{\begin{array}{c}
\hat{r} \\
\hat{r}_{b}
\end{array}\right\}+\left\{\begin{array}{c}
L \hat{r}_{b}^{e} \\
\hat{r}_{b}^{e}
\end{array}\right\}
$$

Now substituting ( 2,21 ) in $(2,17)$ yields:

$$
\left[-\bar{\omega}^{2} M+i \bar{\omega} C+k\right]\left\{\begin{array}{l}
\hat{r}_{S} \\
\hat{r}_{b}
\end{array}\right\}=\left\{\begin{array}{c}
0 \\
s_{f} \hat{r}_{b}^{0}
\end{array}\right\}--\bar{w}^{2} M+i \bar{\omega} C+k\left\{\begin{array}{c}
L \hat{r}_{b}^{0} \\
\hat{r}_{b}^{e}
\end{array}\right\}
$$

The $S_{f}$ term vanishes in the R.H. So, and after some manipulation it becomes:

$$
\left[-\vec{\omega}^{2}\left[\begin{array}{cc}
m_{s} & 0 \\
0 & m_{b}
\end{array}\right]+i \bar{\omega}\left[\begin{array}{ll}
c_{s b} & c_{s b} \\
c_{b s} & c_{b b}
\end{array}\right]+\left[\begin{array}{ll}
k_{s b} & k_{s b} \\
k_{b s} & k_{s b}
\end{array}\right]\right]\left\{\begin{array}{l}
\hat{r}_{s} \\
\hat{r}_{b b}
\end{array}\right\}=
$$

Where

$$
-\left\{\begin{array}{cc}
m_{s} & L \hat{\hat{v}}_{g}  \tag{2.22}\\
m_{b} & \hat{v}_{g}
\end{array}\right\}+\frac{i}{\vec{w}} \subseteq\left\{\begin{array}{c}
L_{\hat{v}_{g}} \\
\hat{\ddot{v}}_{g}
\end{array}\right\}+\frac{1}{\vec{w}^{2}}\left\{\begin{array}{l}
0 \\
k^{*} \hat{\dot{v}}_{g}
\end{array}\right\}
$$

$$
k^{n k}=k_{b b}-k_{k s} k_{s s}^{-1} k_{s b}
$$

This is the most general Equation of the boundary methods. Note that if there is no soil-structure interaction the term $\mathrm{F}_{\mathrm{b}}$ vanishes and Equation $(2,22)$ represents a standard multiple support excitation problem.

### 2.4.2.- VOLUME METHODS. (Lysmer 1981)

The volume methods avoid the scattering problem present in the boundary methods, They basically consider the interaction effects between soil and structure not only at the interface nodes but in all the buried degrees of freedom (see Figure (2,4)\%, The trick necessary to accomplish this is to reduce the mass, stiffness, and damping of the embedded structure by the corresponding properties of the excavated soil.

## Formulation in total displacements:

As in the boundary methods, the structure and the soil are considered separately. The same notation is used in this case,


Fig 2.4.-Finite element mesh partition for the volume methods.

Structure:

$$
\left[\begin{array}{cc}
m_{s} & 0  \tag{2.23}\\
0 & m_{b}+m_{f}
\end{array}\right]\left\{\begin{array}{l}
\ddot{r}_{s}^{t} \\
\ddot{r}_{b}^{t}
\end{array}\right\}+\left[\begin{array}{ll}
c_{s 3} & c_{s b} \\
c_{b s} & c_{b b}
\end{array}\right]\left\{\begin{array}{l}
\dot{r}_{s}^{t} \\
\dot{r}^{t}
\end{array}\right\}+\left[\begin{array}{ll}
k_{s s} & k_{s b} \\
k_{b s} & k_{b b}
\end{array}\right]\left\{\begin{array}{l}
r_{s}^{t} \\
r_{b}^{t}
\end{array}\right\}=\left\{\begin{array}{l}
0 \\
R_{b}
\end{array}\right\}
$$

The interaction forces are now acting in all the buried degrees of freedom.

Soil:

$$
\left[\begin{array}{cc}
m_{f} & 0 \\
0 & m_{a}
\end{array}\right]\left\{\begin{array}{c}
\ddot{r}_{f}^{t} \\
\ddot{r}_{a}^{t}
\end{array}\right\}+\left[\begin{array}{cc}
c_{f f} & c_{f_{a}} \\
c_{a f} & c_{a a}
\end{array}\right]\left\{\begin{array}{c}
\dot{r}_{s}^{t} \\
\dot{r}_{a}^{t}
\end{array}\right\}+\left[\begin{array}{cc}
k_{f f} & k_{f a} \\
k_{a f} & k_{a a}
\end{array}\right]\left\{\begin{array}{c}
r_{s}^{t} \\
r_{a}^{t}
\end{array}\right\}=\left\{\begin{array}{l}
R_{b}^{f} \\
0
\end{array}\right\} \text { (2.24) }
$$

It is clear that if we sum up $(2,23)$ and $(2,24)$ we will obtain the Equations of the assembly as in the case of the boundary methods. The free field Equations now refer to the whole soil system without the excavated part; thus a scattering problem need not be solved,

$$
\left[\begin{array}{cc}
m_{f} & 0  \tag{2.25}\\
0 & m_{a}
\end{array}\right]\left[\begin{array}{l}
\ddot{r}_{f}^{0} \\
\ddot{r}_{a}^{0}
\end{array}\right\}+\left[\begin{array}{cc}
c_{f f} & c_{f a} \\
c_{a f} & c_{a a}
\end{array}\right]\left\{\begin{array}{c}
\dot{r}_{f}^{0} \\
\dot{r}_{a}^{0}
\end{array}\right\}+\left[\begin{array}{ll}
k_{f f} & k_{f a} \\
k_{a f} & k_{a a}
\end{array}\right]\left\{\begin{array}{c}
r_{f}^{0} \\
r_{a}^{0}
\end{array}\right\}=\left\{\begin{array}{l}
0 \\
0
\end{array}\right\}
$$

Subtracting $(2,25)$ from $(2,24)$ yields

$$
\left[\begin{array}{cc}
m_{f} & 0  \tag{2.26}\\
0 & m_{a}
\end{array}\right]\left\{\begin{array}{c}
\ddot{r}_{f} \\
\ddot{r}_{a}
\end{array}\right\}+\left[\begin{array}{cc}
c_{f f} & c_{f a} \\
c_{a f} & c_{a a}
\end{array}\right]\left\{\begin{array}{l}
\dot{r}_{f} \\
\dot{r}_{a}
\end{array}\right\}+\left[\begin{array}{ll}
k_{f f} & k_{f a} \\
k_{a f} & k_{a a}
\end{array}\right]\left\{\begin{array}{c}
r_{f} \\
r_{a}
\end{array}\right\}=\left\{\begin{array}{c}
-R_{b} \\
0
\end{array}\right\}
$$

where $r_{f}=r_{f}^{t}-r_{f}^{0}$ and $r_{a}=r_{a}^{t}-r_{a}^{0}$;
Equation ( 2,26 ) defines the impedance problem, which will have more unknowns than the corresponding impedance problem in the boundary method. Thus at the cost of having to solve an impedance problem with more unknowns, the volume methods eliminate the need to solve the scattering problem. Transferring to the frequency domain, defining the impedance relation as $S_{f}(w) r_{b}(w)=\mathbb{F}_{f}(w)$ and following the same procedure as in the boundary methods, Equation (2.23) becomes:
$\left[-\bar{w}^{2}\left[\begin{array}{cc}m_{s} & 0 \\ 0 & m_{b}+m_{f}\end{array}\right]+i \bar{\omega}\left[\begin{array}{cc}c_{s b} & c_{s b} \\ c_{b s} & c_{b b}\end{array}\right]+\left[\begin{array}{cc}k_{s b} & k_{s b b} \\ k_{b b} & k_{b b}+s_{f}-k_{f s}\end{array}\right]\left[\begin{array}{l}\hat{r}_{s}^{t} \\ \hat{r}_{b}^{t}\end{array}\right\}=\left\{\begin{array}{c}0 \\ s_{f}(\bar{\omega}) \\ \hat{r}_{f}^{0}\end{array}\right\}\right.$
Equation (2.27) defines the motion of the structure in terms of the total displacements and as a function of the free-field ground motion at the buried degrees of freedom. The free field motion may be obtained from a site response analysis. Assuming one dimensional vertical propagation of P and S waves, Schnabel
(1972), the problem becomes very simple. More complicated wave patterns, like inclined $P$ and 5 waves and surface waves, can be considered aiso, Gomez-Masso (1979), Chen (1981), and Wolf (1982).

## Formulation in Relative Displacements:

Since the free-field motion is different at each point of the buried degrees of freedom, a multiple support analysis is needed. The formulation is identical to that described for the boundary methods and there is no need to proceed in much detail. Again

$$
\left\{\begin{array}{c}
r_{s}^{t} \\
r_{b}^{t}
\end{array}\right\}=\left\{\begin{array}{c}
\hat{r}_{s} \\
\hat{r}_{b}
\end{array}\right\}+\left\{\begin{array}{c}
\hat{r}_{s}^{q} \\
\hat{r}_{b}^{e}
\end{array}\right\}
$$

are obtained from static condensation as:

$$
\hat{r}_{s}^{q}=L \hat{r}_{b}^{0}
$$

$$
L=-k_{s s}^{-1} k_{s b}
$$

Substituting in (2.27):

$$
\left[-\bar{\omega}^{2} M+i \bar{\omega} C+k\right]\left\{\begin{array}{c}
\hat{r}_{s} \\
\hat{r}_{b}
\end{array}\right\}=\left\{\begin{array}{c}
0 \\
s_{f} \hat{r}_{b}^{0}
\end{array}\right\}-\left[-\bar{\omega}^{2} M+i \ddot{\omega} \underset{\sim}{c}+k\right]\left\{\begin{array}{c}
L \hat{r}_{b}^{0} \\
\hat{r}_{b}^{0}
\end{array}\right\}
$$

Since

$$
\underline{K}=\left[\begin{array}{cc}
k_{s s} & k_{s b} \\
k_{b s} & k_{b b}+s_{p}-k_{f s}
\end{array}\right]
$$

the $S_{f}$ term vanishes on the R.H.S. Thus:

$$
\begin{aligned}
& {\left[-\vec{\omega}^{2}\left[\begin{array}{cc}
m_{s} & 0 \\
0 & m_{b}-m_{f}
\end{array}\right]+i \vec{\omega}\left[\begin{array}{cc}
c_{s s} & c_{s b} \\
c_{b s} & c_{b s}-c_{f}
\end{array}\right]+\left[\begin{array}{cc}
k_{s s} & k_{s b} \\
k_{b s} & k_{b b}+s_{f}-k_{f}
\end{array}\right]\left[\begin{array}{l}
\hat{r}_{s} \\
\hat{r}_{b}
\end{array}\right\}=\right.} \\
& \quad=-\left\{\begin{array}{l}
m_{s} \operatorname{lin}_{g} \hat{v}_{g} \\
m_{b} \hat{\dot{v}}_{g}
\end{array}\right]+\frac{\dot{i}}{\bar{\omega}} c\left\{\begin{array}{c}
\hat{\dot{v}}_{g} \\
\hat{\dot{v}}_{g}
\end{array}\right\}+\frac{1}{\bar{w}^{2}}\left\{\begin{array}{c}
0 \\
k^{s} \hat{\dot{v}}_{g}
\end{array}\right\}
\end{aligned}
$$

Equation ( 2.28 ) constitutes the most general Equation for the structural displacements in terms of the free-field motions at the buried structural degrees of freedom.

## 2,4,3,- IMFEDANCE PROBLEM:

In order to obtain the frequency dependent impedance matrix $S_{f}$, Equation (2,13) has to be solved as many times as the number of frequencies in the frequency range of interest. Equation ( 2,13 ) can be written as:

$$
\left[\begin{array}{ll}
G_{f} & G_{i a}  \tag{2.29}\\
G_{o f} & G_{a a}
\end{array}\right]\left\{\begin{array}{l}
\hat{r}_{f}(\omega) \\
\hat{r}_{a}
\end{array}\right\}=\left\{\begin{array}{l}
\hat{R}_{f} \\
0
\end{array}\right\}
$$

where

$$
\begin{aligned}
& G_{f f}=-\bar{\omega}^{2} m_{f f}+i \bar{\omega} c_{f f}+k_{f f} \\
& G_{f a}=i \bar{\omega} c_{f a}+k_{f a} \\
& G_{a Q}=-\bar{w}^{2} m_{a a}+i \bar{w} c_{a a}+k_{a a}
\end{aligned}
$$

Two methods are commonly used to determine the impedance matrix $S_{f}$ :
a) Static condensation may be applied to the $r_{f}$ degrees of freedom:

$$
\left(G_{f f}-G_{a}^{T} G_{i o s}^{-1} G_{o f}\right) \hat{r}_{f}=\hat{R}_{f}
$$

and

$$
\begin{equation*}
S_{f}(\bar{\omega})=G_{f f}-G_{a a}^{\top} G_{a a}^{-1} G_{a} \tag{2.30}
\end{equation*}
$$

Because $G_{\text {aa }}$ and $G_{f f}$ are usually very large matrices, this method requires excessive computational effort.
b) An alternative procedure is to first calculate the dynamic flexibility matrix for the foundation. This involves the direct solution of Equation (2,13) for unit harmonic loads applied at the boundary interface to obtain the displacements at the correspondent degrees of freedom. The impedance matrix is the inverse of the dynamic flexibility matrix:

$$
S_{f}(\bar{\omega})=F^{-1}(\bar{\omega})
$$

It is worth noticing that all the operations heve to be repeated for each frequency. However since the impedance matrix $S_{f}$ typically varies slowly with frequency, a common simplification is to analyze the soil region at a relatively coarse frequency interval and then calculate $S_{f}$ at intermediate frequencies by interpolation. Another important point to consider is the fact that frequency dependent radiation boundaries may be used at this stage to reduce the size of the finite element mesh.

No attempt has yet been made to reduce the size of the system of Equations (2.13) by the use of Rity functions. As shown in more detail later in this thesis, the use of a total number of Ritz functions equal to $10 \%$ of the total number of degrees of freedom of the impedance problem leads to results within $96 \%$ accuracy. The main consequence of this is that typical wave propagation problems can be analyzed very accurately using Fite functions.

Another important aspect to take into consideration is that the impedance problem has been solved analytically for cases of surface structures under certain conditions regarding the number of soil layers and the rigidity of the foundation. This eliminates the need to solve Equation $(2,13)$ with finite elements, and the impedance coefficients can be directly assembled in the stiffness matrix of the structural system. This type of solution constitutes the basis of the so-called "continuum methods" that may be considered as a particular case of the substructure methods.

Analytical solutions to the impedance problem are provided in the literature Lysmer and Richart (1966), Luco and Westman (1971), Veletsos and Wei (1971) obtained the impedance functions for the case of rigjd massless circular plates resting on homogeneous isotropic elastic half-space. Arnold (1955), Bycroft (1956), Warbuton (1957), Kashio (1970), Wei (1971) and Luco (1974) have provided solutions for a layered elastic half-space. Solutions for a viscoelastic half-spare are given by Veletsos, Verbic and Mair (1973) and (1974) and Chopra (1975), and for viscoelastic layered systems by Luco (1976). Impedance functions for rigid strip footings have been obtained by Oien (1971) and Luco (1972). Luco (1977) and Savidis (1977) have obtained the response of rectangular footings to horizontally propagating waves in a half-space, Flexible rectangular footings on a half-space have been studied by Iguchi (1981), and rigid foundations of arbitrary shapes in a half-space by Rucker (1982) and Wang (1976)

In all the cases the solutions are obtained for surface structures, or at the most for one layer. Studies of the effect of foundation embedment on the response have been rather limited and only a very small number of continuum solutions, all for very special cases, are now available.

In summary then, for the impedance problem of surface structures a limited number of closed form solutions are available, for embedded structures however, the only general approach to the impedance problem, now available is to solve Equation ( 2,13 ) by the finite element method as explained at the beginning of this section.

## 2.5.- HYBRID METHODS: (Gupta, Lin, Penzien and Chen (1980))

Except for the cases for which a continum solution is available, the solution for the impedance functions poses the major computational problem in the substructure approach. Since continuum solutions are only available for surface structures, whenever any structural embedment is present a three dimensional finite element model will have to be analyzed (Equation 2.13) for a wide range of frequencies of excitation, Since a three dimensional analysis is still very impractical, due to the tremendous amount of degrees of freedom involved, two dimensional approximations are made under the assumption of plane strain conditions, which are not always satisfactory, Lysmer and Seed (1977) and Idriss and Kennedy (1979),

In order to avoid the impedance problem for the case of buried structures, Gupta, Lin, Penzien and Yen (1980) developed a hybrid method which basically consists of partitioning the soil into a near field and a far field, The far field is modeled in the form of an impedance matrix. In other words, the substructure concepts are extended in such a way that the superstructure contains not only the building but the near field part of the soil as well. (See Figure ( 2.5 ) Equation (2.17) holds in this case:
 $r_{s}^{t}$ represents the total displacements of the structure in the near field, and $r_{b}^{0}$ represents those at the boundary of the model, which include the far field coefficients.


Fig 2.5.-Finite element layout for the hybrid methods,

The only problem remaining is to define the far field coefficients, Analytical solutions are only available for torsional excitation with a spherical boundary (Luco 1976.). Gupta and Penzien solve the problem by system identification techniques, by insuring that the resulting hybrid model reproduces the known compliances of a rigid circular plate on an elastic half-space, Once the impedance coefficients are obtained they are assembled to the stiffness matrix and the Equations of motion can be solved in terms of the total displacements (Equation 2,17), or the relative ones (Equation 2,20),

A limitation of this method is that a scattering problem: involving the half-space in the absence of the near field, needs to be solved to define the input motions at the interface. Gupta and Pentien neglect this effect and assume that the input motion is uniform along the boundary and equal to the free-field motion. This assumption is generally not appropiate since large variations in the free-field motions are expected to occur along the boundary.

Tsong (1981) extended this method to the case of two dimensional problems. Again a method of system identification is used to determine the two dimensional far field frequency dependent impedance functions.

## 2.6.- SUMMARY OF FRERUENCY DOMATM METHODS:

As has been shown above, the frequency domain methods can be classified into three major groups; complete, substructure, and hybrid methods. The substructure methods may be subdivided into continuum boundary and volume methods. Figure (2.6) summarizes the steps involved in each one of them. The complete methods only require a site response analysis (deconvolution) to define the motions at the bedrock. These are introduced as input in the complete structure and soil analysis. The continuum approach avoids the site response and scattering problems, The impedance functions are obtained analytically and the input motion for the last stage is directly the surface ground motion. The boundary and volume methods are similar. The main advantage of the flexible volume methods is to eliminate the scattering problem, which requires a complete finite element solution; by paying a higher price in the impedance problem. A dramatic reduction in the size of the model can be obtained with frequency dependent radiation boundaries. In the hybrid methods the
finite element solution of the impedance problem is avoided by using system identification techniques.

The free field solution (site response problem) is usually obtained assuming one dimensional vertical propagation of elastic waves. Chen (1981) and Lysmer (1980) have studied the free field problem including inclined body waves and horizontal (Rayleigh, Love) waves. They have demonstrated that, for both soil sites and rock sites, the major part of the response is due to vertically propagated $P$ and $S$ waves, An exception is the case of buried structures, such as pipelines and tunnels, for which an analysis assuming horizontally propagating waves is needed.

In the case of axisymmetry of material properties and geometry, the number of degrees of freedom of the three dimensional problem may be reduced by using axisymmetric elements, and by expanding the load and displacements in terms of Fourier Series,

| METHOD | COMPLETE | CONTINUUM | BOUNDARY | VOLUME | HYBRID |
| :--- | :---: | :---: | :---: | :---: | :---: |
| SITE <br> RESPONSE <br> PROBLEM <br> AEARTHQUAKE | NONE |  |  |  |  |
| SCATTERING <br> PROBLEM | NONE |  |  |  |  |

Fig 2.6. - Summary of the frequency domain methods.

# ANAKYTICAL METHODS <br> IM TEIE TIME DOMATM 

## 3.1.- INTRODUCTION.

Chapter 2 has outlined the formulation of the common methods in the frequency domain. As pointed out at the beginning; the reasons for the popularity of the Frequency domain approach are, Firstly, the possibility of dividing the problem into substructures that can be analyzed independently, and secondly, the frequency radiation boundaries that help to reduce considerably the size of the finite element models. As a consequence very little attention has been given to the time domain approach. In fact there is only one formal method, the one presented in Dynamic of Structures, Clough and Penzien (1975), for the solution of the problem in this domain.

The following discussion will describe the current analytical methods and their complete formulations for the soil-structure interaction problem in the time domains and then will extend them to eliminate the scatteing problem (volume methodsh. These approaches constitute the basis for the formulation of the scattering and nonlinear problems that will be discussed in Chapter 6 . The methods in the time domain can be divided into three main groups:

1) Complete methods
2) Eoundary methods,
3) Volume methods.

The complete methods are formulated as was done for the frequency domain. By virtue of the principle of superposition the total displacements may be divided, as explained below, into the free field displacements and the interaction displacements. By doing so the input motion may now be established, not at the bottom boundary, but at either the interface between soil and structure (boundary methods), or at the
buried part of the structure (volume methodsh. These formulations simplify the problem and make the use of frequency independent boundaries more feasible, since the source of excitation is not close to the boundary as in the complete method but far away from it. The volume methods have never been proposed before in the time domain, and have, as shown later, a major advantage over the boundary methods by eliminating the scattaring problem.

A drastic reduction of the size of the problem can be achieved by using Ritz functions, and by dynamic substructuring. These methods will be discussed later in this work.

It should be noted that the substructure concept used in the frequency domain is not similar to that of the time domair. The splitting of the model, as done in the frequency domain, is very cumbersome in the time domain due to the need of using Volterra integro-differential equations. In order to avoid this problem the equations of motion of the soil-structure ensemble have to be solved simultaneausly. Therefore when we refer to substructuring concepts in the time domain we refer to the reduction in the number of degrees of freedom in certain parts of the system, structure and soil, that subsequently, are assembled and solved simultaneously,

## 3.2.- COMPLETE METBODS.

There is no difference in formulation of the complete methods between the time and Frequency domains. The only difference is in the numerical technique used for the solution of the set of equations. In one case transformation to the frequency domain is done by means of the Fast Fourier Transform, and in the other case a direct implicit or explicit integration is done with a time step scheme,

Because of obvious limitalions, the use of frequency dependent transmitting boundaries is not possible in this cases and in general large models will have to be used to avoid spurious results coming from the reflections and refractions of alastic waves in the boundary of the finite element model. Currently a three dimensional analysis of a soil-structure interaction problem by a complete method is prohibitive due to the large amount of computer time and storage that is neecad.

## 3.3.- RCUNDARY METHODS.

The complete problem may be divided, as shown in Figure (3.1), into a free field problem without the excavated part of the soil (scattering problem)s and a source problem in which the input is defined only at the interface boundary between the soil and the structure.

The notation corresponding to each part of the problem is as followst v represents the motions at the structure, $\vee_{g}$ represent those at the scil-structure interface and $\checkmark_{2}$ the soil displacements, Furthermore
$\tilde{T}_{c}, \tilde{\mathcal{F}}_{c}, \tilde{\mathcal{F}}_{c}$ are the properties of the system in free field motion, meaning without the structure,
$\widetilde{*}_{c}, \widetilde{\stackrel{\rightharpoonup}{v}}_{c}, \widetilde{v}_{c}$ are the free field motions,
$\mathrm{m}_{t} F_{c}$, $\mathrm{K}_{\mathrm{c}}$ are the properties of the added system (building) and
$\ddot{q}_{c}^{t}, \ddot{v}_{c}^{t}, \nabla_{c}^{t}$ are the added or interaction motions resulting from locating the building in the site.

The partitions of the displacements are:

$$
v_{c}^{t}=\left\{\begin{array}{c}
v^{t}  \tag{3,1}\\
v_{g}^{t} \\
v_{0}^{t}
\end{array}\right\} \quad \text { and } \quad \tilde{v}_{v}=\left\{\begin{array}{c}
0 \\
\tilde{v}_{9} \\
\hat{v}_{9}
\end{array}\right\}
$$

and the property matrices:

$$
m_{c}=\left[\begin{array}{ccc}
m & m_{g} & 0  \tag{3.2}\\
m_{y}^{r} & m_{g g} & 0 \\
0 & 0 & 0
\end{array}\right] \quad \tilde{m}_{c}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & \tilde{m}_{g g} & \tilde{m}_{g a} \\
0 & \tilde{m}_{a g g} & \tilde{m}_{a s}
\end{array}\right]
$$

and in the same manner for the stiffness and damping matrices.

The free field equations are:

$$
\left[\begin{array}{cc}
\tilde{m}_{0} & \tilde{m}_{b}  \tag{3.3}\\
\tilde{m}_{b}^{t} & \tilde{m}_{b b}
\end{array}\right]\left\{\begin{array}{c}
\tilde{v}_{c} \\
\tilde{v}_{b}
\end{array}\right\}+\left[\begin{array}{cc}
\tilde{c}_{c} & \tilde{c}_{b} \\
\tilde{c}_{b} & \tilde{c}_{b b}
\end{array}\right]\left\{\begin{array}{c}
\tilde{\dot{v}}_{c} \\
\tilde{\tilde{v}}_{b}
\end{array}\right\}+\left[\begin{array}{cc}
\tilde{k}_{c} & \tilde{k}_{b} \\
\tilde{k}_{b}^{t} & \tilde{k}_{b b}
\end{array}\right]\left\{\begin{array}{c}
\tilde{v}_{c} \\
\tilde{v}_{b}
\end{array}\right\}=\left\{\begin{array}{c}
0 \\
0
\end{array}\right\}
$$


(c) ADDED MOTIONS
$\left(v_{\mathrm{c}}^{\dagger}\right)$

- INPUT MOTION
Fig 3.1.- Division of the complete problem into a scattering and an interaction problem.

The first matrix equation leads tos

$$
\begin{equation*}
\tilde{m}_{c} \tilde{\tilde{v}}_{c}+\tilde{c}_{c} \dot{v}_{c}+\tilde{k}_{c} \tilde{v}_{c}=-\tilde{m}_{b} \tilde{\dot{v}}_{b}-\tilde{c}_{b} \tilde{\dot{v}}_{b}+\tilde{k}_{b} \tilde{v}_{b} \tag{3.4}
\end{equation*}
$$

where the $\mathrm{K} \cdot \mathrm{H} \cdot \mathrm{S}$, represents the input motion at the base of the model, When the building is superimposed on the foundation, the properties and motions on the LuH. $\mathrm{S}_{\mathrm{H}}$ of Equation ( 3,4 ) are modified by the added building and displacements, Bowever, the input motion remains the same. This is due to the fact that far from the structure the input is not considered to be modified by the presence of the structure, even when the basement is not rigid, as in the case of a half-space. The Equation that controls the motion of the whole system in total coordinates is:

By substituting $(0,4)$ in $(3,5)$ and reducing terms (3,5) becomes:

$$
\begin{equation*}
\left[\tilde{m}_{c}+m_{c}\right] \ddot{v}_{c}^{t}+\left[\tilde{c}_{c}+c_{c}\right] \dot{v}_{s}^{t}+\left[\tilde{x}_{c}+k\right] v_{c}^{t}=-m_{c} \tilde{\hat{v}}_{c}-c_{c} \tilde{v}_{e}-1 \dot{v}_{c} \dot{v}_{c} \tag{S}
\end{equation*}
$$

This is the Equation for the added motions which corresponds to Figure 3.1.e By substituting $(3,1)$ and $(3,2)$ in $(3,0),(3,6)$ becomes:

$$
\begin{aligned}
& \text { (3.7) }
\end{aligned}
$$

It is important to note, firstly, that the input motion is defined only at the interface between the soil and the structure, as shown in Figure $3,1+5$ and secondly, thet the added motions in the structure are total displacements, and consequently Equation (3.7) is suitable for nonlinear analysis in the structure. For a surface structure, the input motion $\mathcal{F}_{g}$ coincides with the free field at the surface, For embedded structures, $\mathcal{F}_{9}$ contains the different free field motions at the interfece nodes, In this case, unless direct data are available or an assumption is made regarding these motions, a scattering problem must be solved in order to obtain \%o

In the case of a rigid foundation, the same input motion may be specified at all the contact nodes, and equal to the surface motion. In general, however, a scattering problem will be needed, which is an inconvenience that may be avoided by using the volume methods described below.

Equation (3,7) may be further simplified by dividing the added displacements in two parts: a dynamic component, $\vee_{c}$, plus a pseudostatic component, $\vee_{c}{ }^{5}$, The pseudostatic displacements may be derived from ( 2,37 ) by eliminating the dynamic terms, Hence:

$$
\left[\tilde{k}_{c}+k\right] v_{c}^{5}=-\left\{\begin{array}{l}
k_{g} \\
k_{g 9} \\
0
\end{array}\right\} \tilde{v}_{g}
$$

or

$$
v_{c}^{s}=r_{c} \tilde{v}_{g}
$$

where

$$
r_{c}=-\left[\tilde{k}_{c}+k_{c}\right]^{-1}\left\{\begin{array}{l}
k_{g}  \tag{3.9}\\
k_{g g} \\
0
\end{array}\right\}
$$

Thus

$$
\begin{equation*}
v_{c}^{t}=v_{c}+r_{c} \tilde{v}_{g} \tag{3.10}
\end{equation*}
$$

Substituting (3,10) in (3.7) we get:

$$
\left[\tilde{m}_{c}+m_{c}\right] \ddot{v}_{c}+\left[\tilde{c}_{c}+c\right] \dot{v}_{c}+\left[\tilde{k}_{c}+k\right] v_{c}=-\left\{\left[\tilde{m}_{c}+m_{c}\right] r_{c}+\left[\begin{array}{c}
m_{g}  \tag{3.11}\\
m_{9 g} \\
0
\end{array}\right]\right\} \tilde{v}_{g}
$$

The main advantage of Equation ( $\mathbf{3}, 11$ ) is that the R.H.S. is in terms of the free field accelerations only, This is so because the displacements have dropped out, and the velocity effects are usually neglected. Once the dynamic displacements $V_{c}$ are obtained from ( $3+11$ ) the total forces $f$ may be obtained as follows:

$$
f=\left[k_{c}+k\right]\left[\left\{\begin{array}{l}
v \\
v_{g} \\
v_{a}
\end{array}\right\}+r_{c} v_{g}+\left\{\begin{array}{c}
0 \\
\bar{v}_{g} \\
\dot{v}_{a}
\end{array}\right\}\right]=\left[k_{c}+k\right]\left[\left\{\left[\begin{array}{c}
v \\
v_{g} \\
v_{a}
\end{array}\right\}+\left\{\begin{array}{c}
0 \\
\bar{v}_{g} \\
\tilde{v}_{a}
\end{array}\right\}\right]-\left\{\begin{array}{c}
k_{g} \\
k_{99} \\
0
\end{array}\right\} \tilde{v}_{g}\right.
$$

The forces in the superstructure are:

$$
\begin{equation*}
f_{s}=k v+k_{g} v_{g} \tag{3.12}
\end{equation*}
$$

Note that these forces depend only on the dynamic displacements $V$ and $V_{5}$ and therefore no superposition with the free field motion is needed.

Up to this point there are two major disadvantages:

1) No energy radiation mechanism at the boundary has bean considered. To avoid reflections very large models will be necessary.
2) The final Equation (3.11) is expressed in terms of all the geonetric degrees of freedom of the system. For most cases their number will be very large several hundred to several thousands). The reduction of this system to normal coordinates requires obtaining the eigenvertors which can be very costly, Also since the damping is nonproportional the system will be coupled. Therefore mode superposition will not be applicable and a step-by-step integration or the uncoupling the system with complex mode shapes will have to be carried out for the numerical integration.

These disadvantages and the scattering problem may be avoided in the following manner:

1) The scattering problem may be eliminated by using the volume methods described below.
2) Energy radiation may be accounted for by using frequency independent radiation boundaries which, as will be seen later in this work, prove to be very efficient. The resulting boundary will add new terms in the damping stiffness, and mass matrices.
3) The final Equation of motion (3,13) may be reduced by Wilson-Yuan Ritz vectors, Wilson, Yuan and Dickens (1982), which can be obtained more easily than the undamped eigenvectors, while yielding a better accuracy.
4) The resulting set of coupled equations can be uncoupled by the damped mode shapes and integrated exactly for linear type of excitation, ayoiding the inaccuracies inherent in the step-by-step procedures.

## 3.4,- VOLUME METHODS,

The complete problem may be divided now, as shown in the Figure (3.2), into a free field with the excavated soil included, plus the source problem for the added motions, in which the input is defined only at all the buried structural nodes, and in which the structure properties at its embedded level are reduced by those of the soil. The formulation of this method, though different, will follow the same line as
that of the boundary methods. Up to Equation (3.4), the same formula apply, however the partitions are now as follows:

$$
v_{c}^{t}=\left\{\begin{array}{c}
v_{t}^{t}  \tag{3.13}\\
v_{f}^{t} \\
v_{g}^{t} \\
v_{a}^{t} \\
t
\end{array}\right\} \quad \text { and } \quad \tilde{v}_{e}=\left\{\begin{array}{c}
0 \\
\tilde{v}_{f} \\
\tilde{v}_{g} \\
\tilde{v}_{a}
\end{array}\right\}
$$

where $v^{t}$ represent the total motions at the structure, $v_{f}{ }^{t}$ at the buried part, $v_{a}{ }^{t}$ at the soil and $v_{g}{ }^{t}$ at the boundary of the model. The partitions for the property matrices are:

$$
m_{c}=\left[\begin{array}{cccc}
m & m_{f} & 0 & 0  \tag{3.14}\\
m_{f} & m_{f f}-\tilde{m}_{f f} & m_{f g}-\tilde{m}_{g f} & 0 \\
0 & m_{g f}-\tilde{m}_{g f} & m_{g q} & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \quad \tilde{m}_{c}=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & \tilde{m}_{f f} & \tilde{m}_{f g} & 0 \\
0 & \tilde{m}_{g f} & \tilde{m}_{g g} & \tilde{m}_{g a} \\
0 & 0 & \tilde{m}_{g a}^{r} & \tilde{m}_{a a}
\end{array}\right]
$$

and in the same manner for the stiffness and damping matrices, Substituting (3.13) and $(3,14)$ in $(3,4),(3,4)$ becomes:
$\left[\tilde{m}_{c}+m_{c}\right]\left\{\ddot{v}_{c}^{\varepsilon}\right\}+\left[\tilde{c}_{c}+c\right]\left\{\dot{v}_{c}^{t}\right\}+\left[\tilde{k}_{c}+k_{c}\right]\left\{v_{c}^{t}\right\}=$


To simplify the notation let the matrices on the R.H.S. be called, $X_{m}, X_{e}$ and $X_{k}$ respectively, The L.H.S. of Equation (3.15) is identical to that of Equation (3.7). The R.H.S., although more involved, has the main advantage of being defined in terms of the free field motion without excavation, and therefore no scattering problem need be solved.


Fig 3.2.- Division of the complete problem into a free field and an interaction

The free field motions at the embedded nodes may be obtained assuming a desired wave propagation pattern. The simplest one, as mentioned already, is to assume vertical propagation of $P$ and $S$ waves, The added displacements may be written, as done before, as the sum of the dynamic and pseudostatic components.

$$
v_{c}^{t}=v_{c}+v_{c}^{s}=v_{c}+v_{c}\left\{\begin{array}{c}
\tilde{v}_{f}  \tag{3.16}\\
\bar{v}_{g}
\end{array}\right\}
$$

again:

$$
r_{c}=-\left[\tilde{k}_{c}+k\right]\left[\begin{array}{ll}
k_{f} & 0  \tag{3.17}\\
k_{f f}-\tilde{k}_{f f} & k_{f g}-\tilde{k}_{f g} \\
k_{g f}-\tilde{k}_{g f} & k_{g 9} \\
0 & 0
\end{array}\right]
$$

substituting (3.17) into (3.15):
$\left[\tilde{m}_{c}+m_{c}\right] \ddot{v}_{c}+\left[\tilde{c}_{c}+c_{c}\right] \dot{v}_{c}+\left[\hat{k}_{c}+k\right] v_{c}=-\left\{\left[\tilde{m}_{c}+m_{c}\right] r_{c}+x_{m}\right\}\left\{\begin{array}{l}\tilde{v}_{f} \\ \tilde{v}_{g}\end{array}\right\}$
It can easily be seen that the forces in the nonburied part of the structure will depend only on the dynamic displacements. However, the forces in the buried part will now depend on the dynamic as well as on the free field displacements, Their computation will be a little more involved than in the case of the boundary methods. With the inclusion of the radiation boundaries the only problem left is the reduction of the number of degrees of freedom.

## 3.5.- SUMMARY OF TIME DOMAIN METHODS.

A classification analogous to that done with the frequency domain methods is illustrated in Figure ( 3,3 ) for the time domain. The site response problem needs to be solved prior to any analysis; except for the case of surface structures for which the control motion is directly the ground motion at the surface. The scattering problem needs to be solved for the boundary methods only, The input motion is defined in different places as shown in the Figure (3.3), depending on the different methods. The main difference with the frequency domain methods is the need to solve the whole system of equations simultaneously. This is why the use of radiation boundaries and the reduction in the number of degrees of freedom is crucial.

|  | $\stackrel{\text { 告 }}{2}$ | $\square$ |
| :---: | :---: | :---: |
|  | 4 | $\square$ |
|  |  | $\square$ |
|  |  |  |

Fig 3.3,-Summary of the time domain methods.

## CHAPTER 4

## FADIATION BOUNDDARIES

## 4.1.-INTRODUCTION.

The finite element model of the soil-structure system has to account for the energy radiation at the boundaries, Boundary conditions that are not adequate will produce reflections of wave fronts that will impinge back in the structure producing spurious results. One way of solving the problem is by extending the finite element mesh as much as necessary in order to prevent the reflected waves from reaching the structure during the time of the analysis. This approach will certainly lead to very large models and the computational effort may be extraordinary,

Following this line of thought, Day (1977) proposed a method for attenuation of waves based on prolonging the finite element mesh with elements whose size gradually increase with increasing distances from the structure. The zone of growing grid is made dissipative with internal viscous damping, and terminates at a large distance from the structure, The method is successful depending on the rate of grid growth and viscous damping. Day proposes a constant viscous damping and a factor for element size increase equal to 1.1 .

Another approach to the problem of mesh finiteness is due to Smith (1974). In his method first order reflections from plane boundaries are rigorously eliminated by averaging independently computed solutions for the Dirichlet and Newman boundary conditions. The method requires $Z^{n}$ independent solutions, where $n$ is the number of boundaries at which reflections are canceled, and it does not eliminate higher order reflections the waves that impinge in the boundary more that once). Therefore even though the theory is exact, the efficiency of the technique is limited since at least $2^{n}$ solutions are necessary for a given problem,

Cundall et al (1978) devised an ingenuous trick that is based on Smith's theory of superposition and is formulated in finite differences. The trick consists of superimposing the solutions not in all the domain but in two smail meshes attached at the boundaries of the model, where the reflections are to take place. The superposition is carried out every few time steps and consequently the reflections do not propagate out of the small meshes. In order to avoid the numerical shock created by the sudden jumps in accelerations and velocities due to the Newman and Dirichlet conditions, they use constant force and constant velocity as boundary conditions. The method gives good results but so far it has only been implemented in two dimensions, Kunar and Ovejero (1980),

Boundary conditions obtained by the integration of wave equations at the boundary of a given model are only available in the frequency dornain because of the frequency dependency of the problem. Lysmer and Kulhemeyer (1969) presented an approximate transmitting boundary based on the assumption of energy being transmitted in the form of $P$ and $S$ waves through the bottom of the model and the fundamental mode of Rayleigh waves through the sides of the model. The results were quite good for relatively small models, Waas (1972) perfected the method and solved the case of a steady state plane motion of a system of horizontal layers of infinite lateral extent, terminated below by a rigid boundary. The theory has been extended to include axysimmetric geometries, Kas (1972) and Kausel et al (1975), but it is still restricted to horizontal layers with rigid bottom boundaries, and to steady state problems. No theoretical solution for the boundary element is available in the time domain.

The following discussion gives some examples that demonstrate that the use of frequency independent radiation boundaries obtained in a very simple way from a Frequency dependent one defined at the fundamental frequency of the soil-structure system, leads to very acceptable approximations, Frior to the examples, however, some observations will be made about the nature of a radiation boundary.

## 4.2.- NATURE OF THE RADIATION PROBLEM.

## 4:2.1- One dimensional case.

The perfect absorbing energy mechanism in the one dimensional case is a frequency independent viscous dashpot. In order to find its characteristics let's consider a semi-infinite bar. The expressions for the displacements and velocities at a point $x$ due to an outgoing harmonic wave are:

$$
\begin{aligned}
& u=A e^{i(\omega t-k x)} \\
& \dot{u}=A \omega i e^{i(\omega t-k x)}
\end{aligned}
$$

where $w$ is the frequency, H is the wave number and $A$ is the amplitude of the wave, At a certain point $x$ the horizontal stress will bet

$$
\sigma_{x}=E \frac{\partial u}{\partial x}=-E A i k e^{i(\omega t-k x)}
$$

Expressed in terms of the velocities, this yields

$$
e=-E \dot{k} \frac{k}{w}
$$

now

$$
k=\frac{\omega}{V_{p}}
$$

thus:

$$
\begin{equation*}
\sigma=-V_{p} \rho \dot{u} \tag{4.1}
\end{equation*}
$$

Relation (4.1) is satisfied at any point of the bar. The stress is identical to the one produced by a simple damped oscillator with a damping value equal to - $\boldsymbol{P}_{\mathrm{p}} \rho$. Therefore if we cut the bar at any location and colocate as boundary a dashpot equal to $\mathcal{Y}_{\mathrm{p}} \rho$, tractions will be applied to the boundary which will be equal in magnitude and opposite in direction to the stresses caused by the incident wave, thus becoming the one dimensional perfect energy absorbing mechanism. Since its characteristics do not depend upon frequency, it can be used equivalently in the time or frequency domains.

### 4.2.2.- Two and three dimensional cases.

The general equation for the propagation of a plane wave in a general anisotropic medium is: (Synge (1956))

$$
\begin{equation*}
\{u\}=A\{n\} \exp \left[i \omega\left(\{k\}^{7}[r\}-t\right)\right] \tag{4.2}
\end{equation*}
$$

where $u$ is the vector of particle displacements, $n$ is the vector of direction cosines, le is the horizontal wave number vector, $r$ is the vector of particle coordinates, $w$ is the frequency of the wave and, A is its amplitude. For simplicity, only the two dimensional case as done by White (1977), will be considered. The extrapolation to the three dimensional case is straightforward. Equation (4.2) has two independent solutions for the plane case.

$$
u=\sum_{m=1}^{2} A_{m}\left\{n_{m}\right\} \exp \left[i \omega\left\{k_{m}\right\}^{T}\{r\}-t\right]
$$

The strains are:

$$
\begin{aligned}
& \epsilon_{x}=u_{x, x}=i \omega \sum_{i}^{2} A_{m} n_{m x} k_{m x} \exp \left[i \omega\left(\left\{k_{m}\right\}^{T}\{r\}-\frac{t}{t}\right)\right] \\
& \epsilon_{y}=u_{y, y}=i \omega \sum_{i}^{2} A_{m} n_{m y} k_{m y} \exp \left[i \omega\left(\left\{k_{m}\right\}^{T}\{r\}-t\right)\right] \\
& \epsilon_{x y}=u_{x, y}+u_{y, x}
\end{aligned}
$$

The velocities will be:

$$
\begin{aligned}
& \dot{u}_{x}=-i \omega \sum_{m=1}^{2} A_{m} n_{m x} \exp \left[i \omega\left(\left\{k_{m}\right\}^{T}\{r\}-t\right)\right] \\
& \dot{u}_{y}=-i \omega \sum_{m=1}^{2} A_{m} n_{m y} \exp \left[i \omega\left(\left[k_{m m}\right\}^{\top}\{r\}-t\right)\right]
\end{aligned}
$$

The strains can be expressed (as done in the one dimensional case) in terms of the velocities as follows:

$$
E=B \underset{\sim}{B}
$$

where

$$
\underset{\sim}{\mathrm{B}}=-\Delta^{-1}\left[\begin{array}{lll}
n_{1 x} k_{1 x} & n_{n y} k_{1 y} & n_{1 x} k_{y y}+n_{2 y} k_{1 x} \\
n_{2 x} k_{2 x} & n_{2 y} k_{2 y} & n_{2 x} k_{2 y}+n_{2 y} k_{2 x}
\end{array}\right]
$$

in which

$$
\Delta=\left[\begin{array}{ll}
n_{t x x} & n_{x y} \\
n_{2 x} & n_{2 y}
\end{array}\right]
$$

The normal and shear stresses at a given boundary can be expressed as:
$\sigma=D E \underset{\sim}{\dot{u}}=B^{*} \dot{u}$
where 1 is the matrix representing the constitutive characteristics of the material. It must be noticed that the matrix $\boldsymbol{E}^{*}$ is independent of frequency and amplitude of the waves, and only depends on the physical characteristics of the material and the direction of the wave propagation. Therefore, if we knew the direction of propagation of a given wave we could get the perfect energy absorbing frequency independent mechenism by simply satisfying the boundary condition:
$\sigma=-B^{*} \dot{U}$
This ideal solution is impossible to carry out due to the practical impossibility of finding in a given finite element mesh all the directions of all the wave trains impinging at the boundaries. This is why analytical solutions to the radiation boundary, based on wave propagation theory have not been obtained in the time domain. It is because of this that all the methode mentioned in the introduction have been developed

## 4,3,-FREOUENCY INDEPENDENT RADIATION BOUNDARY。

## 4,3.1.- Qne dimensional cases.

## a) Single dof:

Consider a SDOF system with the characteristics shown in Figure (4,1). As can be seen the damping varies parabolically with respect to frequency from the value 0 at os $=0$ to 60 at $\alpha=40$. At the fundamental frequency w, the damping value is 20 , whirh corresponds to a damping retio of $10 \%$, The expression for the dynamic amplification factor is*

$$
\operatorname{DAF}(\bar{\omega})=\left[k\left(-m \bar{\omega}^{2}+i \omega \bar{w}(\bar{\omega})\right]^{-1}\right.
$$

Figure $(4,2)$ shows the results obtained computing the DAF with the damping depending on frequency and with the frequency independent damping that has been matched at the fundamental frequency $\operatorname{man}_{1}=10^{\prime} \mathrm{A} s$ we can see they are practically the same, and the maximum response is obviously perfectly matched.



Fig 4.1,-Characteristics of a SDOF system and damping variation with frequency.


Fig 4,2,- Dynamic Amplification Factor versus frequency for constant and variable damping.

Figure (4.3) shows a second example in which the variation of damping with respect to frequency is increased. At the fundamental frequency the damping value is equal to 60, which corresponds to a damping ratio equal to $40 \%$ In this case due to the high damping ratio the fundamental damped frequency differs from the undamped Frequency and is equal to 9.27, The values of the DAF considering frequency dependent and independent damping are shown in Figure (4,4), This Figure also includes the results obtained by matching the damping at the undamped fundamental frequency.

## b) Multidearee of freedom systems:

Consider now the case of a bar with the characteristics given in Figure (4,5), that is modeled with linear finite elements and subjected to harmonic loads at its tip, as shown. The damping constant attached at the end of it varies parabolically as illustrated in the same Figure. The value of $c=1$ corresponds to the case of perfect energy transmission. The variation of $c$ with respect to frequency is considered sharp enough to give a good idea of how much effect the consideration of frequency dependent coefficients has on the system response. Impedance coefficients attached at the foundation of building models experience a proportionally smaller variation than those considered here. The amplitude of the complex response function at the degrees of freedom 1 and 2 are illustrated in Figures ( 4,6 ) and ( 4,7 ) respectively.

As we can see, the differences between both structures are very small for degree of freedom 1 and almost negligible for degree of freedom 2. It is worth noticing that the maximum response is al ways computed exactly at the fundamental frequency of the system and that both solutions practically coincide along the part of the frequency spectrum where the maximum responses are expected. These results are in agreement with those obtained by Tsai, Niehoff, Swatta and Hadjian (1974) with the difference that they took the static values of the frequency dependent impedances. Due to this fact they do not obtain total agreement in the peak response given by the two approaches at the fundamental frequency of the system.


$$
\begin{aligned}
& k=1000 \\
& m=10 \\
& \omega_{o}=10 \\
& C_{c}=200 \\
& \xi=10 \%
\end{aligned}
$$



Fig 4.3.- Characteristics of a SDOF system and damping variation with respect to frequency.


Fig 4.4.- Dynamic Amplification Factor versus frequency for variable and constant damping.



Fig 4.5.- Modelling of a discrete bar and variations of the dashpot characteristics with respect to frequency.

$|H(\bar{\omega})|$


Fig 4.6 and Fig 4.7.- Amplitude of the complex response functions at degrees of freedom 1 and 2 of the discrete bar,

## 4,32.- TWO DTMENSIONAL CASES.

As mentioned before, Lysmer and Kulhemeyer (1969) developed a frequency dependent boundary under the assumption of energy being radiated in the form of body waves through the bottom of the model and in the form of Rayleigh waves through the lateral boundaries. They obtained rather good approximations with relatively small models for the case of a vertical vibration of a rigid footing in an elastic half-space. The improvement over a frequency independent solution capable of radiating only body waves through both the lateral and the bottom boundaries was significant.

The aim in this case (as in the one dimensional case) is to demonstrate that the assumption of a frequency independent boundary, matched at the fundamental frequency of the system leads to very good approximations in the frequency range of interest.

Three examples are considered in this case. The first two are the vertical and horizontal excitations of a rigid footing in an elastic half-space with characteristics shown in Figure (4.8). The third corresponds to the horizontal excitation of a single layer over a bedrock. For each case two different models of different dimensions are considered. The first one has a length equal to four times the radius and depth equal to three times the radius. For the second model, the depth does not change and the length is doubled to eight times the radius. To see the influence that the material damping in the soil has in the response, the same models are considered including viscous Rayleigh damping with a damping ratio equal to $20 \%$.

For all cases the fundamental frequency of the system is computed at which the frequency independent boundary is defined. The responses in the form of compliance functions are obtained by subjecting the system to harmonic unit loads with varying frequencies, The compliance functions of the models that do not include viscous damping are checked against the exact solutions for the half-space that are given by Luco and Westman (1972) and Oien (1971). The compliances for the cases that consider viscous damping can not be checked against any exact solution, however their purpose is to show the influence that the viscosity has in the frequency independence of the boundary,

Fig A. 8 - Characteristics of a halfspace for a horizontal and vertical impedance
problem.

Figures $(4,9)$ and $(4,10)$ illustrate the results in the half-space for the vertical cases without and with intenal viscous damping respectively. Figures (4,11) and (4,12) illustrate those corresponding to the horizontal cases. In view of these results the following conclusions may be drawn:

## Vertical excitation in the half-space:

a) The differences between the results obtained with frequency dependent and independent boundaries are small for the small model ( $L=4 \mathrm{~F}$ ), and almost negligible for the large model ( $\mathrm{L}=\mathrm{\beta R}$ ), In both cases the approximations achieved for the frequency range of interest are very significant.
b) The errors that both solutions give with respect to the exact solution in the low frequency range is due to the limited size in the vertical direction of the finite element model, and the limitations of the Lysmer-Kulhemeyer boundary itself,
c) In the two dimensional vertical case most of the energy is dissipated in the form of $P$ and $S$ waves. The energy radiated through the lateral boundary in the form of Rayleigh waves is not significant, Therefore, the differences between a frequency dependent and independent Rayleigh boundary are not important.
d) Viscous damping in the soil tends to decrease the differences between the results obtained with both types of boundaries, In this particular case both sets of results completely coincide.

## Horizontal excitation in the half-space:

a) Figures ( 4.9 ) and ( 4,10 ) show that the differences between the results obtained with both boundaries are small (within $10 \%$ ), This differences are smaller for the large model than for the small one, which tends to indicate that the frequency dependency of the boundary decreases when the size of the model increases,
b) Enlarging the model has a definite effect on the importance in the results, Not only does the frequency dependency lose importance, but also the response gets much closer to the exact solution. This leads to the conclusion that the L.ysmer-Kulhemeyer boundary should only be applied at a moderate distance from the structure ( $6-8$ times the semi-width of the footing).


Fig 4.9.- Vertical compliances of a rigid strip footing on an elastic halfspace. a) Dimensions $\mathrm{L}=4 \mathrm{R}, \mathrm{H}=\mathrm{SR}$, b) Dimensions $\mathrm{L}=\mathrm{ER}, \mathrm{H}=3 \mathrm{R}$.


Fig 4.10.- Vertical Compliances of a rigid strip footing resting on a viscoelastic halfspace. Dimensions of the model $L=S R$ and $h=3 R$.


Fig fill,- Horizontal compliances of a rigid footing resting on an elastic halfspace,
a) Dimensions $\mathrm{L}=4 \mathrm{R}$ and $\mathrm{H}=3 \mathrm{R}$, b) Dimensions $\mathrm{L}=6 \mathrm{R}$ and $\mathrm{H}=3 \mathrm{R}$.


Fig 4,12. - Horizontal compliance of a rigid strip footing resting on a viscoelastic halfspace. Dimensions of the model $L=8 R$ and $H=3 R$.
c) Since the nature of the wave propagation in this case is such that most of the energy is dissipated through the lateral boundaries in the form of Rayleigh waves, the results obtained demonstrate the validity of the proposed approach.
d) Again the inclusion of viscous damping decreases the differences between both methods to such an extent that they become almost negligible.

## Horizontal excitation in one layer over a riqid base.

Results in the large model for the frequency dependent and independent boundaries are so close in this case that their corresponding plots are superimposed on each other. Figure $(4,13)$ shows the differences between the responses of the large model $L=e R$ and a model of length $L_{1}=14 R$. It can be seen how close both solutions are. In both cases there is no difference between the frequency dependent and independent boundary.

## 4,3.3.- THREE DIMENSIONAL CASES.

The Lysmer-Kulhemeyer boundary is again used to obtain the vertical compliance of a rigid circular footing bonded to an elastic half-space. Since the results in the two dimensional cases gave a good idea of the dimensions of the model, only one finite element model will be used for the three dimensional problem. Its length and depth are $\mathrm{L}=6 \mathrm{R}$ and $\mathrm{H}=5 \mathrm{R}$. The material damping is not considered in this example. The results are illustrated in Figure (4,14), where they are compared to the exact solutions obtained by Luco and Westman (1971).

The boundary is defined at a frequency equal to $6.5 \mathrm{rd} / \mathrm{sec}$ which corresponds to an adimensional frequency of $a=0.5$. The differences between the exact and the approximate solution at that particular frequency are due to the size of the finite element model and the limitations of the viscous Lysmer-Kuihemeyer boundary itself. Overall, the approximations obtained with the frequency independent boundary over the frequency range of interest are quite good, especially in this case where, according to Miller and Pursey (1955), $67 \%$ of the energy is transmitted in the form of Rayleigh waves that are supposed to be radiated with frequency dependent radiation boundaries only,


Fig 4.13.- Horizontal compliances of a rigid footing resting on a layer over a rigid base for different dimensions of the finite element model.


Fig 4,14,- Vertical compliance of a circular footing resting on an elastic halfspace,

## $4,3,4,-$ CONCLUSIONS.

Two important conclusions can be drawn from these results.
a) The frequency dependent viscous Lysmer-Kulhemeyer boundary provides quite good results for two and three dimensional models with moderate sizes (length equal to $6-10$ times the semi-width of the footing). This consideration is in agreement with the results obtained by Roesset and Ettorney (1977).
b) For those cases in which the frequency independent boundary is obtained from the frequency dependent one by defining it at the fundamental frequency of the system good approximations are obtained. Errors decrease when the size of the model is increased and when internal viscous damping is included.

## CHAPTEFS

## REDUCTION IN THE SIZE <br> OF THE PROBLEM

The utilization of the frequency independent boundary allows us to limit the size of the finite element model, and consequently to reduce the computational effort involved in this ordinarily large problem. The use of sets of Ritz functions will further reduce the system of equations and render a solution of acceptable accuracy. We will see in this chapter that reduced systems of equations obtained with Wilson-Yuan Ritz functions yield very good results in solving not only structural problems but wave propagation problems as well. In this way the computational effort involved in solving the original set of equations is greatly reduced.
5.1,- FITZ FUNCTIONS TECHNIOUES.

51,1, Introduction.

It is a well known fact that the use of only a few eigenvectors of a structural system renders a sufficiently accurate approximation to the total response of that system to an earthquake type of loading. Wilson, Yuan and Dickens (1982) have cemonstrated that the use of subspaces expanded by a set of Ritz functions that are generated taking into account the spatial distribution of the load, yields more eccurate results than the approximations obtained with the subspace expanded with the same number of eigenvectors.

Wilson and Xuan used typical building and cantilever cases to show their results. The following discussion will demonstrate by the use of several numerical examples How well these Ritz vectors approximate wave propagation and impedance type of Froblems in one, two and three dimensions. The Ritz vectors are automatically senerated in a much faster and less costly way than the eigenvectors and therefore they become excellent candidates for the reduction of large systems of equations, i, e, the soil-structure systems,

## 5.1,2.- One dimension.

Figure ( 5.1 ) shows the the problem of the transmission of a wave generated in a semi-infinite bar by a rectangular pulse applied at its tip. According to wave theory the pulse will propagate to infinity leaving a constant deformation $S$ in the bar as shown in the lower half of figure (5.1). In order to check the efficiency of the Ritz vector approach in modeling the problem, the bar, whose characteristics are given in the same figure, is modeled with linear elements. The total number of degrees of freedom is 20, A dashpot is attached to the right end of the bar to simulate the infinite length of the bar.

Sets of 3,5, and 7 Ritx functions are used to reduce the systems of equations, The analysis is carried out by step-by-step integration using the Newmark method, Newmark (1959), Figures ( 5,2 ), $(5,3),(5,4)$ and ( 5.5 ) show, firstly the approximation to the exact solution obtained by the finite element approach, and secondly the degree of accuracy with which the Ritz functions approximate the finite element solution. As can be seen, the wave pattern and final deformation in the bar are approximated very well by the sets of 5 and 7 Ritz functions, The solution given by the set of 3 Ritz vectors shows significant dispersions at several points, It may be concluded that only a few Ritz vectors provide an excellent approximation to wave propagation problems in one dimension.

### 5.1.3.- Two dimensions.

The impedance problem shown in Figure ( 4,8 ) is now solved again using different sets of Ritz functions. Two cases are considered; first, the horizontal excitation in the half-space, and second, the horixontal excitation of one layer over a rigid bedrock. In both cases the dimensions were $\mathrm{L}=\mathrm{BR}$. Internal viscous damping and a frequency independent boundary are included. The total number of degrees of freedom in the first and second cases was 428 and 400 respectively.

Tables (5.1) and (5.2) show how the results obtained with sets of $5,8,12,16,20,25,35$, and 50 Ritz vectors compared with those obtained with the complete set of equations. Maximum errors over the frequency range of study are also shown. By increasing the number of Ritz vectors the approximation converges to the exact solution, and as seen in the tables, the results are outstanding.

|  | DIFFERENT SETS OF RITZ VECTORS |  |  |  |  |  |  |  | Compli. Set |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $W(r \% / s e c)$ | 5 | 8 | 12 | 16 | 20 | 25 | 35 | 50 | 428 |
| 2.6 | . 591 | . 600 | . 604 | .610 | . 614 | . 614 | . 618 | . 622 | . 645 |
| 3.9 | .550 | . 556 | . 563 | .571 | .572 | .572 | . 575 | . 577 | .613 |
| 6.5 | . 468 | . 489 | . 498 | .501 | .498 | .500 | . 500 | . 496 | .492 |
| 9.16 | .373 | . 408 | . 409 | . 405 | . 402 | .402 | . 401 | . 400 | .395 |
| 13.0 | .320 | . 320 | . 315 | .313 | .314 | .313 | .312 | .312 | . 310 |
| 19.5 | . 291 | . 223 | . 218 | . 217 | .217 | . 217 | . 217 | . 217 | . 217 |
| 26.0 | . 238 | . 158 | . 159 | . 159 | . 159 | .159 | . 159 | . 159 | . 159 |
| Max Error\% | 33.0 | 5.36 | 4.73 | 3.79 | 3.15 | 3.10 | 2.5 | 1.89 |  |

TABLE 5.1 - Amplitudes of the horizontal compliances of a rigid strip footing resting on a viscoelastic halfspace.

|  | DIFFERENT SETS |  |  |  |  |  |  |  |  | OF RITZ VECTORS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| W(rd/sec) | 5 | 8 | 12 | .16 | 20 | 25 | 35 | 50 | 400 |  |
| 3.9 | .583 | .583 | .584 | .585 | .585 | .585 | .585 | .585 | .587 |  |
| 6.5 | .752 | .757 | .760 | .763 | .768 | .768 | .770 | .770 | .777 |  |
| 9.16 | .541 | .531 | .520 | .509 | .504 | .502 | .496 | .494 | .482 |  |
| 13.0 | .326 | .334 | .337 | .344 | .344 | .346 | .348 | .349 | .354 |  |
| 19.5 | .264 | .235 | .235 | .235 | .235 | .235 | .235 | .235 | .235 |  |
| Max <br> Error\% $\%$ | 10.91 | 9.22 | 7.30 | 5.30 | 4.35 | 3.98 | 2.82 | 2.23 |  |  |

[^0]

EXACT DISPLACEMENT AT THREE DIFFERENT TIMES:


Fig 5.1,- One dimensional wave propagation example.


Fig $5,2,-$ Several instances of the wave front.




Fig 5.3.


Fig 5.4.


Fig 5.5.


Fig 5.5 (cont.)

For a set of 35 Ritz vectors dess than $10 \%$ of the total number of degrees of freedom) the maximum error over the frequency range is $2.5 \%$. The rapid convergence of the Ritz functions to the complete solution for high frequencies is due to the attenuation caused by the viscous damping.

### 5.1.4.-Three dimensions:

The impedance problem shown in Figure (4.14) is solved again using a set of 63 Ritz vectors which correspond to $10 \%$ of the total number of degrees of freedom. Table (5.3) shows the amplitude of the compliance functions obtained with the Ritz vectors and with the complete set of equations. This time no viscous damping is considered. The results show, as expected, more discrepancy in the high frequency range. This is contrary to the two dimensional case where the high frequency content was damped out by the material damping.

CONCLUSIONS.
It has been shown that a small number of Ritz functions suffice to give an excellent approximation not only to structural problems, but to wave propagation problems as well. The necessary number of functions will depend on the degree of accuracy desired for the high frequency content. Global functions fail to represent the propagation of high frequency waves. However, since in general material damping will be included in the soil, the high frequency content will be attenuated and a small set of Ritz functions will provide an excellent approximation throughout the Frequency range.

Moreover, for most cases the major part of the structural response is contained in a few modes that are located in the low-medium frequency range. For this range the Ritz vectors provide an excellent approximation as seen above.

| $W(\mathrm{rd} / \mathrm{sec})$ | Ritz Vect. <br> 63. | Comp. Set <br> 630 | Error <br> $\%$ |
| :---: | :---: | :---: | :---: |
| 6.5 | .873 | .871 | 0.23 |
| 13.0 | .862 | .822 | 4.64 |
| 19.50 | .617 | .636 | 2.99 |
| 26.00 | .400 | .447 | 10.51 |

TABLE 5.3-Amplitudes of the vertical compliances of a rigid circular footing resting on an elastic halfspace.

### 5.2. SUESTRUCTURES.

The dynamic substructuring concept is closely related to the idea of reducing the number of degrees of freedom of a certain structural system while retaining at the same time a high accuracy in its dynamic response. The reduction is not done globally as mentioned above, but at the substructure level, and compatibility of displacements and forces at the substructure interfaces generates the complete set of equations of the complete structure, Soil-structure interaction problems invite the idea of dynamic substructuring because of the size of the proble, and because the structure (or structures) and the scil can be reduced separately to be coupled together for the global solution.

Many methods have been proposed for dynamic substructuring. The Guyan, Furty, Hintx, and MiNeal methods are several of the most used. Dickens (1980) analyzes them extensively and compares them with the subspare iteration algorithm, In what follows the concepts of each of the methods will be summarized, and a new method will be proposed that is more suitable for soil-structure interaction systems.

### 5.2.1, - Eeview of the existing methods of substructuring.

## a) Guyan method:

Guyan (1965) proposed a method by which the degrees of freedom of each substructure are divided into master and slave, The slave degrees of freedom are defined in terms of the master ones by means of static condensation. The free vibration equations of a substructure are:

$$
\left[\begin{array}{cc}
m_{s} & 0  \tag{5.1}\\
0 & m_{m}
\end{array}\right]\left\{\begin{array}{l}
\ddot{x}_{s} \\
\ddot{x}_{m}
\end{array}\right]+\left[\begin{array}{ll}
k_{3 s} & k_{s m} \\
k_{m s} & k_{m n}
\end{array}\right]\left\{\begin{array}{l}
x_{s} \\
x_{m}
\end{array}\right]=\left\{\begin{array}{l}
0 \\
0
\end{array}\right\}
$$

From static endensation

$$
\begin{equation*}
x_{\mathrm{s}}=-k_{\mathrm{sg}}^{-i} k_{\mathrm{sm}} x_{\mathrm{m}} \tag{5.2}
\end{equation*}
$$

thus

$$
\left[\begin{array}{c}
x_{s}  \tag{5.3}\\
x_{m}
\end{array}\right\}=\left[\begin{array}{c}
-k_{s s}^{-8} k_{s m} \\
I
\end{array}\right] x_{m}
$$

Mote that $(5,3)$ yepresents a set of Ritz vectors which are equal to the static displacements at the slave degrees of freedom obtained from unit displacements at the master degrees of freedom. Using (5,3) as a transformation of coordinates, Equation (5,1) can be reduced to

$$
\begin{equation*}
M_{\text {smam }} \ddot{x}+K_{m m o n}=0 \tag{5.4}
\end{equation*}
$$

where

$$
\begin{align*}
& M_{\text {mava }}=M_{m 8}+K_{m s} K_{s s}^{-14} M_{s} K_{s s}^{m s} K_{s m} \\
& K_{m m}=k_{m}-K_{\text {mas }} K_{s s}^{-1} K_{\text {mm }} \tag{5.5}
\end{align*}
$$

The application of this technique to dynamic substructuring is very simple. The boundary and selected intemal nodes are taken as the master nodes. The inclusion of the boundary nodes allows the direct assemblage of all the substructure Equations; as in the direct stiffness method.
b) Guriy method (Component mode synthesis),

Hurty (1971) used two types of vectors to reduce the substructure system of Equations, First, like in the Guyan's method, the slave degrees of freedom are statically condensed to the boundary ones. In order to represent the dynamic characteristics of the substructure a second set of Ritz functions is formed with the eigenvectors potained by fixing the boundary. Only a few of these eigenvectors are ustally needed. The governing Equations are:

$$
\left[\begin{array}{c}
x_{5}  \tag{5,6}\\
x_{\mathrm{m}}
\end{array}\right]=\left[\begin{array}{cc}
p_{2} & -k_{3}^{3} x_{\mathrm{ssmm}} \\
0 & 1
\end{array}\right]\binom{y_{\mathrm{s}}}{y_{\mathrm{m}}}
$$

Where the sutindices "s" and "m" represent slave and master respectively. The reduction of ( 5,1 ) atcording to ( 5,6 ) yields the following transformed stiffness and mass matrices:

As in the Guyan method all the boundary degrees of Rreedom have been retained and therefore the assemblage of each of the substructures into the total system is direct:
c) Hints and MeNeal methode:

Finta (1976) used the same concept as that the component mode synthesis and proposes as a set of ghtz vectors the eigenvectors of the unrestrained substructure plus a set of vectors obtained from the static solution of unit forces at the boundary degress of freedom. The trensformation is now

The expressions for the reduced mass and stiffness become more invalved for this case and will not be included here. Fowever this is not the main inconvenience. In order to assemble the subs runtures in the total system, competibility conditions heve to be met. If mes and ribz represent the boundary displacements between substructure 1 and 2 respectively, the condition be benet is $z_{b 1}=3 x_{2}$ This means that

Thus prior to the assmblage of each of the substructures into the total system the above compatibility conditions heve to imposed at each set of connecting substructures.

Mravea's method (1971) is beamally the same as the Hinta method with the exception that the eigenvectors are now obtained with at least a statically determinate set of boundary degreas af freedom restrained. Agan competibility conditions have to be setisfied before the assemblage of substuctures can be carried out.

## $5,2,2$ - Feduction of Equations and dynamic suderructuring.

The probiem is now to find a substructuring procedure that will most conveniently suit the characteristics of soil-structura interaction systems.

The starting point will be the general Equation of motion in terms of the relative displacements derived for the boundary methods in Section 3,3.2. The procedure will apply identically the same for the volume methods, Equation (3.1i) is rewritten again here

$$
\left[\tilde{m}_{c}+m_{c}\right] \ddot{v}_{c}+\left[\bar{c}_{c}+c_{c}\right] \dot{v}_{c}+\left[\tilde{k}_{c}+k_{c}\right] v_{c}=-\left[\left[\tilde{m}_{c}+m_{i}\right] r_{c}+\left\{\begin{array}{l}
0  \tag{5.8}\\
m_{g g} \\
0
\end{array}\right]\right] \tilde{\hat{v}}_{g}
$$

The subindex "g" may represent either the boundary degrees of freedom for the boundary method or all the buried structural degrees of freedom for the volume methods. In this manner all the subsequent formulation can be applied to both methods simultaneously.

As mentioned before, one way of reducing the total system is by using global Ritz functions. Fiven though this can not be considered a real substructuring technique it is mentioned here because it will be used later to compare its results with those of the proposed substructuring procedure, Several methods of reducing the Equations of motion of the soil-structure systems are described next.
a) Define the following displacement transformation:

$$
\left\{\begin{array}{l}
v_{s} \\
v_{9} \\
v_{a}
\end{array}\right\}=\phi \gamma
$$

Where $V_{s}, V_{g}$ and $v_{a}$ are the displacements at the structure, boundary interface, and soil respectively, and $\phi$ is a set of glohal Ritz vectors, Substituting this transformation into Fquation (5,8) and premultiplying by $\phi$ leads to:

$$
M^{*} \ddot{y}+c^{*} \dot{y}+k y=-\phi_{1}^{T}\left[\left(m_{c}+m_{c}\right) r_{c}+\left\{\begin{array}{c}
0  \tag{5.9}\\
m_{g} \\
0
\end{array}\right\}\right] \ddot{v}_{g}
$$

where

$$
\begin{align*}
& M^{*}=\phi^{\top}\left[m_{c}+\tilde{m}_{c}\right] \phi \\
& K^{*}=\phi^{T}\left[k_{c}+\tilde{k}_{c}\right] \phi  \tag{5.10}\\
& C^{*}=\phi^{+}\left[c_{0}+\tilde{c}_{c}\right] \phi
\end{align*}
$$

Call 51 the procedure defined by Equation (5,9).
b) The F.H.S. of Equation ( 5.9 ) may be obtained once the mass and the stiffness have already been reduced. This would yield the following Equations:

$$
M^{*} \dot{y}+c^{*} \dot{y}+k^{*} y=-\left[M^{*} v_{c}+\phi^{T}\left[\begin{array}{c}
0  \tag{5.11}\\
m_{g} \\
0
\end{array}\right]\right] \ddot{v}_{g}
$$

where $\mathbb{M} \mathbb{T}^{*}, C^{*}$ and $\mathbb{E}^{*}$ are defined in Equation (5.10), and

$$
r_{g}=-\left(k^{*}\right)^{-1} \phi^{+}\left\{\begin{array}{l}
k_{g} \\
k_{g g} \\
0
\end{array}\right\}
$$

Equation (5.11) defines the procedure 52,
Equation (5,11) may be obtained formally from the Equations of motion (3.7) (Section (3, 3,2)) that is expressed in terms of the total added displacements by defining the following transformation

$$
v_{c}^{t}=\left\{\begin{array}{l}
v^{t}  \tag{5.12}\\
v_{s}^{t} \\
v_{a}^{t}
\end{array}\right\}=\phi y^{t}
$$

where $\phi$ is the same set of global Ritz functions as that defined in part a. Applying the transformation defined by (5,12), Equation (3,7) becomes:

Now we can express $Y_{c}{ }^{t}$ as the summation of a dynamic component plus a pseudostatic one. Following the same procedure as that of Section (3.3.2), the generalized coordinates can be expressed as:

$$
y_{c}^{t}=\gamma_{c}^{d}+r_{c} v_{g g}=y_{c}^{d}-\left(k^{*}\right)^{-1} \phi^{T}\left\{\begin{array}{l}
k_{g} \\
k_{g g} \\
0
\end{array}\right\} \bar{v}_{g}
$$

thus

$$
M_{1}^{*} \ddot{y}_{d}+c^{*} \dot{y}^{d}+k^{*} y^{d}=\left[-m^{*} r_{c}+\phi^{r}\left[\begin{array}{c}
0  \tag{5.14}\\
m_{g g} \\
0
\end{array}\right]\right] \tilde{\dot{v}}_{g}
$$

where $\mathbb{K}^{*}, \mathbb{C}^{*}$ and $\mathbb{E}^{*}$ are defined in $\left(5_{1} 10\right)$ and $r_{c}$ is:

$$
r_{c}=-\left(k^{*}\right)^{-1} \phi^{T}\left\{\begin{array}{l}
k_{9} \\
k_{g g} \\
0
\end{array}\right\}
$$

Note that the L.H.S. of Equations ( 5,14 ) and (5.11) are identical. The R.H.S. of ( 5.14 ) is the Ritz approximation to the R+H.5 of (5,11). Once Equation ( 5,14 ) is solved for the generalized displacements, the relative coordinates will be $\gamma=\phi y$. The total forces in the structure can be obtained from $v$.
c) A substructuring procedure that may suit the characteristics of soil-structure interaction problems can be obtained by extending the concepts of the component mode synthesis techniques. Consider the structure-soil system shown in Figure 5.1, The structure and soil can be separated into two different substructures. The displacements of the first may be expressed (as in component mode synthesis) in terms of a set of Ritz vectors obtained considering the structure fixed (see Fig 5.1), plus a set of vectors that statically condensate the structural degrees of freedom to the foundation, The transformation is then:

## Superstructure:

$$
\left\{\begin{array}{l}
v_{3}  \tag{5,15}\\
v_{g}
\end{array}\right\}=\left[\begin{array}{cc}
\phi_{s} & -k_{s 6}^{-1} k_{s g} \\
0 & I
\end{array}\right]\left\{\begin{array}{l}
y_{s} \\
v_{g}
\end{array}\right\}=\Phi_{s} x_{s}
$$

where $\Phi_{s}$ is the set of Ritz vectors and $Y_{5}$ is the generated Ritz coordinates. Figure 5.1c shows the second substructure, which consists on the soil system plus the foundation. This system is reduced entirely by Ritz vectors according to the following expression:

$$
\left\{\begin{array}{l}
v_{g}  \tag{5,16}\\
v_{a}
\end{array}\right\}=\left[\begin{array}{l}
\phi_{g} \\
\phi_{a}
\end{array}\right] v_{x}
$$

The assemblage of both substructures can not be done directly, since the boundary displacements in the soil have been expressed in terms of the Ritz coordinates. As in the Hintz method compatibility conditions are necessary at the interface degrees of freedom. These constraints are defined by the first set of Equations of ( 5.16 ):

$$
\begin{equation*}
v_{g}=\phi_{g} Y_{a} \tag{5.17}
\end{equation*}
$$

The substitution of (5.17) into (5.15) yields:

$$
\left\{\begin{array}{l}
v_{s} \\
v_{g}
\end{array}\right\}=\left[\begin{array}{cc}
\phi_{s} & -k_{s g}^{-1} k_{s g} \\
0 & I
\end{array}\right]\left\{\begin{array}{l}
0 \\
\phi_{g}
\end{array}\right\}\left[\begin{array}{l}
y_{s} \\
y_{a}
\end{array}\right\}=\left[\begin{array}{cc}
\phi_{s} & -k_{s s}^{-1} k_{5 g} \phi_{g} \\
0 & \phi_{g}
\end{array}\right]\left\{\begin{array}{l}
y_{s} \\
y_{a}
\end{array}\right\}=\Phi_{s}^{*}\left\{\begin{array}{l}
y_{s} \\
y_{a}
\end{array}\right\}
$$


Fig 54. 6. Substructuring method for soil-structure interaction problems.

Equations (5.17) and ( 5.19 ) allow the direct assemblage of the substructure reduced matrices. The reason why a Hurty type of substructuring has not been used here is because the number of degrees of freedom at the foundation $\checkmark$ will generally be large. They need be reduced as those in other parts of the total system. The compatibility condition imposed in Equation $(5,17)$ is not difficult to implement numerically, since it merely consists of backsubstituting the vectors $\phi_{g}$ in the already triangularized superstructure stiffness matrix. Therefore, the vector $-\mathbb{K}_{E_{5}}{ }^{-1} \mathbb{F}_{5 g}$ can be obtained directiy, without the need to invert $\mathbb{K}_{5 S^{\prime}}$ It is worth noting that the exposed substructure procedure is equivalent to a global transformation defined by the following expression:

$$
\left[\begin{array}{l}
v_{s} \\
v_{g} \\
v_{a}
\end{array}\right\}=\left[\begin{array}{cc}
\phi_{s} & -k_{s s}^{-b} k_{s g} \phi_{3} \\
0 & \phi_{s} \\
0 & \phi_{s}
\end{array}\right]\left\{\begin{array}{l}
y_{s} \\
\gamma_{a}
\end{array}\right\}
$$

Once the displacements transformation matrices have been defined, the reduction of the substructure mass, stiffness and damping matrices is straightorward:

Structure:
Soil:

$$
\begin{aligned}
& M_{s}^{*}=\Phi_{s}^{T} M_{s} \Phi_{s} \\
& C_{s}^{*}=\Phi_{s}^{T} C_{s} \Phi_{s} \\
& K_{s}^{*}=\Phi_{s}^{T} K_{s} \Phi_{s}
\end{aligned}
$$

$$
\begin{aligned}
& M_{a}^{*}=\Phi_{a}^{T} M_{a} \Phi_{a} \\
& C_{a}^{*}=\Phi_{a}^{T} c_{a} \Phi_{a} \\
& K_{a}^{*}=\Phi_{a}^{T} K_{a} \Phi_{a}
\end{aligned}
$$

The assemblage of the substricture matrices will yield the total matrices $\mathrm{IN}^{*}$, $\mathbf{C}^{*}$, and $\mathbf{N}^{*}$. Due to the particular nature of the soil-structure interaction problem, the load vector has to be computed once the mass,stiffness and damping of the total system have been formed. After assembling, the Equations of the system are similar to Equation (5,14)

$$
M^{*} \ddot{y}+c^{*} \dot{y}+k^{*} y=\left[-M^{*} r_{g}+\Phi^{\top}\left\{\begin{array}{c}
0  \tag{5.19}\\
m_{g g} \\
0
\end{array}\right\}\right] \ddot{\ddot{y}} g
$$

where

$$
r_{c}=-\left(k^{*}\right)^{-1} \Phi_{s}^{*}\left\{\begin{array}{l}
k_{g}  \tag{5.20}\\
k_{\text {sy }} \\
0
\end{array}\right\}
$$

and $\boldsymbol{\Phi}_{s}^{*}$ is given by Equation (5,16),

Substituting ( 5.18 ) in ( 5.20 ) and ( 5.19 ), the R.H.S. of ( 5.19 ) becomes:

$$
-\left(M^{*}\right)\left(K^{*}\right)^{-1}\left\{\begin{array}{l}
\phi_{s}^{\top} k_{g} \\
-\phi_{g}^{\top} k_{2 s} k_{s s}^{-1} k_{s g}+\phi_{g}^{\top} k_{g g}
\end{array}\right\}+\left\{\begin{array}{c}
0 \\
\phi_{g}^{\top} m_{g}
\end{array}\right\}
$$

Note that the vectors (1) and (2) in (5.21) may be formed in the structure at the substructure level. The last step is to compute $\mathbb{\mathbb { N } ^ { * }}\left(\mathbb{E}^{*}\right)^{-1}$. The complete reduced system is now ready for numerical integration. Equation (5.21) defines the procedure 53 for subsequent computations.

## 5,2,3,-Mumerical example.

To check the methods considered in section 5.3 .2 a small numerical example is carried out. A fictitious soil-structure system is modeled with a E degrees of freedom shear beam model that is illustrated in Figure 5.2. The fundamental period of the structure on a fixed tase is 0.4 sec , and that of the soil alone is 0.5 sec . The fundamental period of the ensemble is 0.625 sec , which shows that there is significant interaction between both systems.

The soil-structure model is subjected to a free field motion equal to the $\mathrm{W}-\mathrm{E}$ component of the Taft earthquake. The Equations of motion are integrated numerically by the Newmark step-by-step integration procedure. The time step is chosen sufficiently small to avoid numerical perturbation. The system is solved using the following different approaches;
1.- A complete run is made ( 8 dofs) to obtained the master solution.
2.- The system is reduced with sets of $1,2,3$, and 4 eigenvectors and solved according to the procedure 51 explained above.
3.- The system is reduced with sets of $1,2,3$, and 4 Wilson-Yuan Ritz vectors and solved according to the procedure 51.
4.- The system and load vector are reduced with sets of $1,2,3$ and 4 Wilson- Yuan Fitz vectors and solved according to procedure 52 .
5.- The system is solved with sets of Wilson-Tuan vectors in the soil and structure


Fig 5.7.- Characteristics of a fictitious soil-structure system.
using the substructuring procedure 53.
The maximum displacements and story forces obtained by the different methods are given in Table 4. Comparisons are made with respect to the complete model. In view of the results the following comments may be made:

* All the methods give good results that converge to the complete solution as the number of Ritz vectors is increased.
* Differences between the third and fourth approaches are very small. This demonstrates that the assumption of approximating the R.H.5, of the Equation of motion with Ritz vectors is feasible.
* Errors resulting from reducing the system with eigenvectors in one side and Ritz functions in the other are of the seme order of magnitude. The eigen solution provides an approximation to the the exact solution from below, whereas that provided by the Wilson-Yuan Ritz vectors oscillates with respect to it, For instance, the three vector solution with Wilson-Yuan Ritz vectors gives a better response that the eigenvectors, while the four vector solution is better using the eigenvectors, although the differences between them are very small.
* The substructuring approach also gives very good results, The solution obtained with two Ritz functions in the structure and 2 in the soil gives an approximation of the same order as that obtained with four global vectors.


## Conclusion:

a) The Wilson-Yuan Ritz vectors and the eigenvectors give solutions with the same degree of approximation. Since the Ritz vectors are obtained with much less computational effort than the eigenvectors, they become a better candidate for the solution of soil-structure interaction problems where the sizes of the models are quite large.
b) The substructuring procedure defined in Section $5,3,2$ renders very good results, Again due to the effectiveness and the simple way by which the Ritz vectors are obtained, this substructuring method becomes not only ideal for soil-structure interaction problems, but also for general dynamic substructuring,


[^1]
# SOLUTIOMLTO THE SCATTERTNG AND NON-LINEAF PROEIEMS 

## 6.1.- SCATTERING PROBLEM:

As we have seen throughout the time domain formulation, in order to solve the soil-structure interaction problem of an embedded structure by the boundary method, a scattering problem needs to be solved first. This is the only way in which the motions at the interface between soil and structure may be computed. So far, in the literature that deals with this problem, the only method that is given to solve the scattering problem is to model the scattering field with finite elements and to introduce the input motion at the rock basement, as shown in the figure below.

In what follows, a new method is presented that makes use of the superposition principle to define the equations of motion in terms of the free field accelerations at the excavated part of the soil, Since the motion is defined at the soil-structure interface (inside the model) the input does not interfere with the transmitting boundaries placed at the edges of the model. A reduction on the size of the model can be achieved by using the Wilson-Yuan Ritz functions as explained in Chapter 5.

Using the principle of superposition the free field problem can be divided into two parts as illustrated in Figure 6.1, The first one corresponds to the scattering problem and the second to the interaction problem. The general equations for the total system are! (Damping terms are not included for simplification.)

$$
M i+K u=Q(t)
$$

and for the scattering:

$$
M_{f} \tilde{u}_{f}+K_{f} U_{f}=Q(6)
$$


(b) SCATTERING PROBLEM

applying the superposition principle:

$$
\begin{equation*}
u=u_{i}+u_{i} \tag{6.3}
\end{equation*}
$$

or

$$
u_{f}=u-u_{i}
$$

The substitution of ( 6.6 ) and ( 6.1 ) in ( 6.2 ) yields:

$$
M_{f} \ddot{u}-M_{f} \ddot{u}_{i}+K_{f} u-K_{f} u_{i}=M \ddot{u}+K u
$$

arranging terms:

$$
\begin{equation*}
M_{f} \ddot{u}_{i}+K_{f} u_{i}=\left(M_{f}-M\right) \ddot{u}+\left(K_{f}-K\right) u \tag{6.4}
\end{equation*}
$$

Equation ( 6,4 ) can be solved for the added motions and $\omega_{f}$ may be obtained from (6.3),

The physical property matrices are:

$$
M=\left[\begin{array}{ccc}
m_{c} & 0 & 0 \\
0 & m_{b} & 0 \\
0 & 0 & m_{c}
\end{array}\right] \quad K=\left[\begin{array}{ccc}
k_{a e} & k_{a b} & 0 \\
k_{b e} & k_{b b} & k_{b a} \\
0 & k_{a b} & k_{a a}
\end{array}\right]
$$

and

$$
M_{f}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & m_{b}^{*} & 0 \\
0 & 0 & m_{a}
\end{array}\right] \quad k_{f}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & k_{b b b}^{*} & k_{b a} \\
0 & k_{a b} & k_{a a}
\end{array}\right]
$$

Equation (6,4) becomes:
$\left[\begin{array}{ccc}0 & 0 & 0 \\ 0 & m_{b}^{i} & 0 \\ 0 & 0 & m_{a}\end{array}\right]\left[\begin{array}{c}\ddot{u}_{e}^{i} \\ \ddot{u}_{b}^{i} \\ u_{a}^{i}\end{array}\right]+\left[\begin{array}{ccc}0 & 0 & 0 \\ 0 & k_{b}^{*} & k_{b a} \\ 0 & k_{a b} & k_{a a}\end{array}\right]\left\{\begin{array}{l}\dot{u}_{e}^{i} \\ u_{b}^{i} \\ u_{a}^{i}\end{array}\right]=\left[\begin{array}{ccc}-m n_{e} & 0 & 0 \\ 0 & m_{b}^{i}-m_{b} & 0 \\ 0 & 0 & 0\end{array}\right]\left\{\begin{array}{c}\ddot{u}_{e} \\ \dot{u}_{b} \\ \dot{u}_{a}\end{array}\right]+\left[\begin{array}{ccc}-k_{e} & -k_{e b} & 0 \\ -k_{b e} & k_{b b}^{*}-k_{b b} & 0 \\ 0 & 0 & 0\end{array}\right]\left\{\begin{array}{l}u_{e} \\ u_{b} \\ u_{a}\end{array}\right\}$
The first equation vanishes. The second and third become:
$\left[\begin{array}{cc}m_{b} & 0 \\ 0 & m_{a}\end{array}\right]\left\{\begin{array}{c}\ddot{u}_{b}^{i} \\ u_{a}^{i}\end{array}\right]+\left[\begin{array}{cc}k_{b} & k_{b a} \\ k_{b b} & k_{a a}\end{array}\right]\left[\begin{array}{c}u_{b}^{i} \\ u_{a}^{i}\end{array}\right\}=\left\{\begin{array}{c}m_{b}^{m}-m_{b} \\ 0\end{array}\right\} \ddot{u}_{b}+\left\{\begin{array}{c}-k_{b e} u_{a}-k_{b}^{k} u_{b} \\ 0\end{array}\right\}$
Equation ( 6.5 ) is in terms of the added displacements. Note that the load vector is defined at the interface degrees of freedom.

Once the added motions $u_{b}^{i}$ are known, the motions of the scattering problem are obtained from:

$$
u_{f b}=u_{b}-u_{b}^{i}
$$

Equation ( 6.5 ) can be expressed in terms of the accelerations by simply considering the total displacements as the sum of quasi-static plus dynamic displacements:

$$
u^{i}=u^{r}+r\left\{\begin{array}{l}
u_{6}  \tag{6.6}\\
u_{c}
\end{array}\right\}
$$

thus

$$
r=\left[\begin{array}{cc}
k_{b} & k_{b a} \\
k_{a b} & k_{a a}
\end{array}\right]^{-1}\left[\begin{array}{ll}
k_{i} & k_{e} \\
0 & 0
\end{array}\right]
$$

Substituting ( 6,6 ) into (6.5) we get:

$$
M u^{r}+k u^{r}=\left\{\begin{array}{c}
m_{b}^{*}-m_{b}  \tag{6.7}\\
0
\end{array}\right\} \ddot{u}_{b}+M r\left\{\begin{array}{c}
u_{b} \\
u_{0}
\end{array}\right\}
$$

Equation (6.7) is expressed in terms of the accelerations only. This equation may be further simplified by reducing the number of degreas of freedom by the techniques explained in Chapter 5 .

## 6.2.- NONLINEAR ANALYSIS:

The concepts used so far can be easily extended to include nonlinearities in the soil near the foundation of the structure, Consider the case of a soil-structure system in which the portion of soil close to the foundation (see Figure ( 6,2 ) may behave nonlinearly due to the uplifting of the structure or plastic behavior of the material.

As shown in the Figure, $v^{t}, v_{n}{ }^{t}, v_{9}{ }^{t}$ and $v_{a}{ }^{t}$ represent the total motions at the structure, the noninear part of the soil, the boundary interface, and the linear part of the soil respectively. The total displacements may be divided, as done in the boundary methods, into the added $v_{c}^{*}$ plus the free field $\tilde{v}_{c}$.

$$
\tilde{v}_{c}=\left\{\begin{array}{c}
0 \\
0 \\
\tilde{v}_{g} \\
\tilde{v}_{\alpha}
\end{array}\right\}
$$

$$
v_{c}^{t}=\left\{\begin{array}{l}
v \\
v_{n} \\
v_{9} \\
v_{a}
\end{array}\right\}
$$


(a) COMPLETENONLINEAR

As can be seen the added motions contain the total displacements of the structure and the nonlinear part of the soil, Thereforg Equation (3,7) that is rewritten below is perfectly suitable for nonlinear analysis in those regions.
$\left[\tilde{m}_{c}+m\right] \ddot{v}_{c}^{t}+\left[\tilde{c}_{s}+c\right] \dot{v}_{c}^{t}+\left[\hat{k}_{c}+k\right] v^{t}=-\left\{\begin{array}{c}0 \\ m_{g} \\ m_{g g} \\ 0\end{array}\right\} \ddot{\ddot{v}}_{g}-\left\{\begin{array}{c}0 \\ c_{g} \\ c_{g g} \\ 0\end{array}\right] \tilde{v}_{g}-\left\{\begin{array}{c}0 \\ k_{g} \\ k_{g g} \\ 0\end{array}\right\} \tilde{v}_{g}$
The solution to this problem may be achieved in two steps:

1) Solve the scattering protlem according to Section b. 1 , in order to obtain the motions at the boundary, $\mathcal{F}_{g}$, that constitute the input of the interaction problem, (Equation (3.7)).
2) Solve Equation (3.7) for the added displacements. The total displacements in the nonlinear part of the soil and the structure will be given directly. Since the nonlinearities are localized at the foundation level, the elastic parst of soil and structure can be reduced by using Wilson-Yuan Ritz functions and the substructuring techniques explained in Chapter 5. The reduced elastic components can then be coupled to the nonlinear part, and only the latter needs to be modified during the response analysis, Clough and Wilson (1979).

#   PRQEIEMMS IMT THE TIME DDMEAMT 

## 7.1.- MODELING THE SOIL-STRUCTURE SYSTEM:


#### Abstract

So far all the techniques presented are aimed at modeling the soil-structure problem in the time domain. The main concern in saving computer time and storage is to reduce the size of the finite element model and maintain at the same time a high level of accuracy. Thus, the frequency independent boundary and the reduction of the number of degrees of freedom by substructuring techniques are of most importance. In this section a general technique for geometrically modeling the soil-structure system is explained. This technique is based on the combined use of solid and axisymmetric elements to model the soil in the near and far field respectively,


Figure (7.1) shows the way of modeling a general soil-structure system. A certain structure will be represented with standard finite elements. The foundation of the structure will be attached to 8 to 27 node solid elements (see Appendix $B$ ) that will extend throughout the near field region of the soil. At a certain distance from the structure the behavior tends to be similar to that of an axisymmetric system with non axisymmetric loads. The far field then, can be modeled by several harmonic expansions of axisymmetric finite elements (See Appendix A).

In order to couple both the near and the far fields, the displacements corresponding to the solid elements at the boundary between both regions are expanded in terms of Fouriar series, The corresponding displacement transformation matrices are used to transform the solid mass, stiffness, and damping matrices of the solid elements in contact with the axisymmetric mesh. All the operations are carried out at the element level, (See Appendix B),

Fig 7,1,- Modeling of the soil-structure interaction problems.

The frequency independent boundary can now be attached to the edges of the model, and the substructuring techniques can be used to reduce the systems of equations. The maximum size of the element is controlled by the size of the wave length corresponding to the maximum frequency to be correctly transmitted through the finite element mesh. For linear elements the size recommended is $N=\lambda / \boldsymbol{B}=\boldsymbol{R}$ lumped mass matrices, where $t$ is the length of the element and $\lambda$ is the minimum wave length to be transmitted accurately, Lysmer and Kulhemeyer (1973). For quadratic elements the size of the element can be extended to
$\lambda$ ~

## 7.2.- DAMPTNG.

Generation of damping matrices presents special difficulties The internal energy dissipation mechanisms in soils and structures depend on many factors that are difficult or almost impossible to account for analytically in adeterministic way, Usually all the damping effects are considered by defining damping ratios in the natural modes of vibration. Some of the bases for assigning those values are harmonic vibration tests, ambient vibration measurements and recorded response during earthquakes.

Damping ratios are different for different materials, and for a given material they vary with the level of strain at which that material is behaving. Thus for a soilstructure system different damping ratios will he defined; those corresponding to the different structural materials (steel-concrete), and to the different types of soil composing the site. The use of distinct damping ratios leads irremediably to nonproportional damping matrices thet can not be diagonalized by the undamped mode shapes and frequencies. Due to the variation of damping ratios for different parts of the structure, the damping matrices will have to be defined at the element level.

Viscous damping has been the common assumption in time domain calculations. For a viscous mechanism the viscous forces are proportional to the velocity:

$$
f_{w}=C_{i}(t)
$$

Where is the viscous damping matrix.


Fig 7.2,- Variation of the Rayleigh damping ratio with respect to frequency.

The matrix ean be definad in terms of Caughey series (1960):

$$
C=\sum_{n=0}^{N} M\left(M^{-1} K\right)^{n}
$$

This provides a proportional damping matrix. The Rayleigh damping model, proposed by Rayleigh much before the Caughey series were developed, happens to coincide with the first two terms of these series:

$$
C=a M+b
$$

The coefficients a and b are obtained by matching the damping ratio at two different frequencies. Their general expression is: (Clough and Pencien 1975)
where as, 1 and 2 are the frequencies at which a certain damping ratio ${ }^{5}$ is specified. The damping ratio at other frequencies is defined by the following relation:

$$
x=\frac{a}{2^{b_{1}}}+\frac{b w_{1}}{2}
$$

The variation of $\$$ with respect to Frequency is shown in Figure (7.2). A viscous damping mechanism yields an energy loss per cycle that is dependent on frequency;

$$
E=T \in A^{2}
$$

where an is the frequency and A the amplitude of a harmonic excitation, Consequently, this formulation leads to large damping ratios and increasing energy loss at high frequencies, which means that the high frequency content of the response will be numerically much more damped than the low frequency content. This behavior although in agreement with the comportment of fluids and gases, is in contrast with the abservation that for structural and soil materials, damping ratios differ very slighty with respect to frequency,

As a consequence, the Expression (7,1) has to be used very judiciously when applied to soil-strurtura systems, by selecting thase values of wind and that will keep the variation of the damping ratio as constant as possible within the desired Frequency interval. Kalvhati (1981), developed an optimized Raylaigh damping based on the application of least squares techniques to minimize the distance between a horizontal line of constant damping and the Rayleigh damping curve,

The hysteretic type of damping leads to a damping ratio and an energy dissipation mechanism that are independent of frequency, and consequently becomes a better candidate for the representation of soil and structural damping. A hysteretic damping mechanism is defined as that for which the damping forces are proportional to the amplitude of the displacements but have the direction of the velocity:

$$
\begin{equation*}
f_{v}=\beta k|v| \frac{\ddot{y}}{|\dot{v}|} \tag{7.2}
\end{equation*}
$$

It can be demonstrated that the damping ratio is now constant throughout the frequency range. The energy loss per cycle is frequency independent and equal tot

$$
E=2 \beta k A^{2}
$$

where $\beta$ is a hysteretic damping coefficient and $k$ the generalized stiffness. Again A is the amplitude of the response.

The direct use of Expression (7.2) leads to a nonlinear set of dynamic equations. The nonlinearity can be eliminated in a step-by-step integration by defining the damping terms at the beginning of each time step from the values of displacements and velocities of the previous step, and by transferring them to the R. H. S. of the equation, Since the damping forces are generally small, the errors introduced are negligible provided that the numerical integration is carried out with a small time step. Kalvhati (1970). This will insure that sudden jumps in the absolute values of the displacements or the direction of the velocity do not take place.

The relation between the hysteretic damping coefficient and the damping ratio can be stated by equating the energy loss per cycle. This yields the following relation:

$$
2 \beta k A^{2}=\pi C A^{2} \omega
$$

Thus

$$
\beta=\pi \%
$$

In the frequency domain the hysteretic damping can be accounted for by the use of complex stiffiness matrices. The damping force is defined as

$$
f_{D}=i n k v
$$

where $h$ is the stiffness matrix and $m$ the hysteretic damping factor.

The energy loss per cycle is again independent of frequency and equal to

$$
E=\pi n k A^{2}
$$

Again by equating the energy loss per cycle for a viscous and hysteretic mechanism, we can get the following relation between the damping ratio and the hysteretic damping coefficient:

$$
n=2 \xi
$$

The general transfer function in the frequency domain becomes:

$$
H(\bar{\omega})=\left[k-m \bar{\omega}^{2}+i n k\right]
$$

It can be seen how easy it is to implement this type of damping in the frequency domain, but for obvious reasons is not possible to use it in the time domain.

After this discussion, the question still remains as to what is the best solution for the time domain approach. Two alternate solutions are proposed:
*- The first one is to introduce hysteretic damping at the element level with a mysteretic coefficient equal to $\beta=\pi \delta$. The time step integration of the equations of motion can be carried out explicitly by transferring the damping terms to the R.F.S. of the equation of motion and by defining them at the beginning of each time step according to the velocity and displacement of the previous step. The time step will have to be kept small for accuracy reasons.
*.- The second method consists of using several terms of the Caughey series, as explained below, 50 that as constant a damping ratio as possible can be maintained throughout the frequency range of interest.

In order to construct a damping matrix of those characteristics, a method is provided, Clough and Penzien (1975), to obtain the coefficients $a_{a} a_{1}, \ldots, z_{i}$ of the Caughey series. These coefficients are determined by expanding the generalized damping for each mode in terms of the Caughey series.

The final expression for the coefficients is:

$$
\xi\left\{\begin{array}{c}
1 \\
1 \\
\vdots \\
1
\end{array}\right\}=\frac{1}{2}\left[\begin{array}{cccc}
\frac{1}{w_{1}} & \omega_{1} & \cdots & \omega_{1}^{2 i-3} \\
\frac{1}{\omega_{2}} & \omega_{2} & \cdots & \omega_{2}^{2 i-3} \\
\vdots & & & \vdots \\
\frac{i}{\omega_{i}} & \omega_{i} & \cdots & \omega_{i}^{2 i-3}
\end{array}\right]
$$

Where is the constant damping ratio, $w_{i}$ are the selected frequencies and $z_{i}$ are the coefficients to be determined.

A good selection of the frequencies $W_{1}$, $W_{2} \cdots w_{i}$ should provide a fairly constant damping ratio over the desired range of frequencies. $\boldsymbol{W}_{1}$ should be the fundamental frequency of the system. In order to select the rest of the frequencies a certain knowledge of the frequency characteristics of the soil-structure system is needed. Once the coefficients $a_{\text {a }}$ are known the calculation of the damping matrices will be carried out at the element level.

Wilson and Fenzien (1972), proposed a method to compute directly the damping matrix of the system in terms of the generalized modal damping, the expression for the total damping is in the case;

$$
c=m\left[\sum_{i}^{s} \frac{2 \xi_{n} \omega_{n}}{M_{m}} \phi_{n} \phi_{n}^{T}\right] m
$$

where $m$ is the mass matrix, are the specified damping ratios, the the modal frequencies, $M_{n}$ the generalized modal masses and $\phi_{n}$ the mode shapes. This method has the inconvenience of having to obtain the mode shapes and frequencies for which damping ratios are specified.

Figures (7,3) and (7.4) show the variation of damping with respect to frequency for a system with damping defined with an even number of terms of the Caughey serjes; and by the Wilson-Penzien approach respectively, As can be seen, the latter provides a zero damping ratio for frequencies higher than wis ${ }_{i}$. Consequently, this approach is not recommended unless provisions are made to damp the high frequency content of the system.


Fig 74.- Damping ratio versus frequency for " $i$ " terms of the Caughey series,


Fig 7.4,- Variation of the damping ratio obtained with Wilson's and Penzien's approach.

## 7.3.- NUMERICAL INTEGRATION.

Once the system of equations is formed and reduced by Ritz vectors or substructuring techniques, its numerical integration can be carried out by one of three possible ways in the time domain.

The first method is modal analysis. This well known technique makes use of the undamped eigenvalues and eigenvectors to decouple the system of equations. Each uncoupled modal equation can be solved exactly for earthquake type of loading by the linear force method. Since the major part of the response is contained in only a limited number of modes, this procedure would be perfect if it were not for the fact that, as shown above, the damping matrix is not proportional and therefore can not be decoupled by the undamped mode shapes and frequencies. Some approximate methods have been deviced to overcome this limitation. They are based on energy considerations and use different damping ratios for each mode, Roesset (1973) and Tsai (1974). However, they are more suited for structural systems rather than soil-structure ones, where due to the big discontinuities in damping characteristics, specially at the radiation boundary, the mentioned methods may not be accurate.

The second way is direct inteqration, The term "direct integration" encompasses a large and increasing number of time marching schemes that solve the equations of motions in small increment of time, Typical examples are Newmark's method (1959), the Wilson- method (1973), the of method etc; (Bathe and Wilson (1973)), New methods continue to be developed to suit the specific characteristics of particular problems, Common troubles of all the direct integration methods are the spurious period elongation and amplitude modifications, which depend directly on the chosen time step, Hilbert (1976), These problems can only be overcome by shortening the time step at the expense of more time and storage. Regardless of these difficulties, the time step methods are very good candidates for the solution of linear dynamic systems and the only ones for nomlinear systems.

The third method which is valid for linear systems is to decouple the equations of motion using the complex eigenvectors, This method is prohitive for large systems because of its numerical inefficiency, but becomes competitive with the time steps methods when the number of equations of the reduced system does not exceed 200 . The main advantages of this approach being that for piece-wise linear excitation, once the set of equations is uncoupled, the time integration can be carried out inexpensively and without introducing the numerical errors inherent in the step-by-step procedures. A detailed description of this method is given in Appendix C.

## CHAPTERE

MUMERTCALEXAMPLE

The procedures explained above have been implemented in the computer program SAPSO, Wilson 1980, for the solution of soil-structure interaction problems in the time domain. To evaluate their effectiveness, a three dimensional soil structure system, whose characteristics are shown in Figure 8.1, is analyzed, The superstructure consits of a 2 degree of freedom system attached to a rigid massless circular foundation with a radius equal to 42 ft . The lumped masses are connected by frame elements. The foundation is attached to a semi-infinite halfspace with the characteristics depicted in Figure 8.1 . The half-space is discretized with axisymmetric finite elements. The length and depth of the model are 5.5 and 5.8 times the radius respectively, with a total number of degrees of freedom equal to 714.

The material damping is assigned a constant value for all the frequency range and equal to $7 \%$. In order to represent this behaviour in the time domain 2 terms of the Caughey series are used (Rayleigh damping). The frequencies taken to match the given damping ratio are 23 and $70 \mathrm{rd} / \mathrm{sec}^{\text {. This will insure a variation of the damping }}$ ratio of less than $0.9 \%$ (ie, 6.1 to $7.9 \%$ ) over the frequency range of $21<\mathrm{w}<87$ $r d / s e c$. Attached to the edges of the model is the Lysmer-kinulemeyer viscous damping boundary defined at the fundamental frequency of the system, which has been previously computed to be $25.8 \mathrm{rd} / \mathrm{sec}$.

The frequencies of the 2 degree of freedom model on a fixed base are 34.24 and 85,38 rd/sec. The significance of the soil-interaction effects in the dynamic response of the system is apparent from the fact that the first resonant frequency for the structural response has been reduced from 34,24 to $25,80 \mathrm{rd} / \mathrm{sec}$. The second resonant frequency varies to a lesser degree from 85.36 to $80.42 \mathrm{rd} / \mathrm{sec}$, which means that the interaction effects will be concentrated in the first resonant mode.


Fig 8.1,- Characteristics of the example.

The total system of equations is reduced globally with 2 different sets of Ritz vectors, the first one has 15 Ritz functions and the second $40(2.1$ and $5.6 \%$ of the total number of degrees of freedom respectively. By running these two cases the convergence of the Ritz vector approach can be checked. The system is to be subjected to the vertical component of an earthquake excitation represented by the first 8 seconds of a given accelerogram; discretized at time intervals of 0.01 seconds and with maximum aceceleration equal to 0.26 g .

The results obtained with SAPB0 are to be compared with those obtained by the computer program SASSI (Lysmer et al 1981). SASSI solves the problem in the frequency don:ain following the volume methods explained in Chapter 2. It uses frequency dependent radiation boundaries, and complex stiffness coefficients (as explained in Chapter 7) to account for the constant damping ratio.

Figures 8.2 and 8.3 show the accelerograms at the top and bottom masses of the structural model obtained first by SAPEO, with 15 Ritz functions and with numerical integration by the complex eigenvectors, and second by SASSI. As can be seen both accelerograms show minor differences only in the peak responses. The total maximum accelerations in " $g$ " obtained by both programs are:

|  | DOFi | DOF2 |
| :---: | :---: | :---: |
| SASSI | -0.440 | $-0,393$ |
| SAPEO | -0.456 | -0.402 |

The maximum discrepancy is $3,6 \%$ Figures 3,4 and 8.5 show the response spectra at both degrees of freedom for $5 \%$ damping. As can be seen both solutions are very close. The discrepancy between the two solutions at the peak of the spectrum is $9 \%$,

Figures 8,6 and 8.7 show the accelerograms bbtained by SAF80 with 40 Ritz functions, and SASSI. Both solutions are extremely close, except for minor differences in the peak responses. This case is also solved with a Newmark constant average acceleration step-by-step method, The results are practically identical with those obtained with the complex eigenvalues, and it is not consider necessary to plot them here.
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The total maximum accelerations at both degrees of freedom are now:

|  | DOF1 | DOF2 |
| :--- | ---: | ---: |
| SASSI | -0.440 | -0.393 |
| SAPE0 (step-by-5tep) | -0.460 | -0.396 |
| SAFSO (complx eigvec) | -0.452 | -0.400 |

The maximum discrepancy is now $2.5 \%$, The response spectra for $5 \%$ damping shown in figures 8,8 and 8,9 show how close both solutions are. The differences in the interval of periods between 0,2 and 0,3 seconds are due to the different was by which both methods represent the material damping. The maximum discrepancy at the peak is now 2.5\%,

In order to see how important the interaction effects are in this case, the two degree of freedom model is analyzed for the given input considering its base fixed. The maximum accelerations obtained in this way are 0.647 g and 0.424 g , which indicates that the reduction achieved by considering the interaction effects is of the order of $30 \%$. This difference increases substantially when comparing the response spectra of the model with and without interaction effects, as illustrated in Figures 3.10 and 8.11 . They show the drastic reduction of the response and the shifting of the resonant periods due to the interaction. A third resonant period appears at 0.293 seconds due to the participation of the soiis

The program SAPEO was run using a VAX 780 and SASSI using a CDC 7600 computer. The cpu time used by both methods are depicted in the table below:

| PROGRAM | METHOD OF INTEGRATION | COMPUTER | CPU TIME (SEC) |
| :---: | :---: | :---: | :---: |
| SAPSO (15 func) | (Complex Eigvec) | VAX 780 | 220 |
| SAPE0 (40 func) | (Complex Eigvec) | VAX 780 | 515 |
| SAPG0 (40 func) | (Step-by-step) | VAX 780 | 506 |
| SASSI | (Freq damain) | CDC 7600 | 176 |

DEgREE OF FREEDOM I RESPONSE SPECTRUM 5\% DAMPING

DEGREE OF FREEDOM 2 RESPONSE SPECTRUM 5\% DAMPING

SECRE of mament : RESPCNSE SPECTRUM 5\% DAMPINE

DEGREE OF FREEDOM 2 RESPONSE SPECTRUM 5\% DAMPING


Assuming a factor of 16 in speed between the CDC 7600 and the VAX 780 UUNIX system), a time domain analysis may be accomplished 5 to 13 times faster than the frequency domain analysis depending on the number of Ritz vectors that are used,

It is worth noticing the little diference in computer time resulting from integrating the system of equations by step-by-step methods or by using the complex eigenvectors. The conclusions that may be drawn from this example are left for the next Chapter.

## CHAPTER $P$

## COMETUSIONS

The main conclusions of this study may be summarized as follows:

A time domain finite element method has been developed that solves the three dimensional soil-structure interaction problem. This new method can consider the following factors; structural embedment, arbitrary soil profile, flexibility of the foundation, spatial variations of the free-field motions, interaction between two or more structures and nonlinear effects in the structure and foundation (separation of the base mat and the soil, or nonlinear behavior of the materiais).

Two different formulations may be constituted, narnely the boundary and the volume methods, In the boundary methods the total soil-structure displacements are divided into the scattered and the interaction displacements. The latter are subdivided into the quasi-static and the dynamic relative displacements, This subdivision allows the load vector to be expressed only in terms of the free field accelerations at the boundary interface between the soil and the structure. Computation of the total displacements is not needed, since the total forces at the superstructure depend only on the dynamic relative displacements, The boundary methods require the solution of the scattering problem.

In the volume methods, the total motions are divided into the free field and the interaction motions. This division is possible if the properties of the buried portion of the structure are reduced by those of the soil at the same level. The subdivision of the interaction displacements into the quasi-static and the dynamic displacements leads again to a load vector that is an exclusive function of the free field accelerations. The total forces in the superstructure will depend now upon the dynamic plus the quasi-static displacements, The volume methods eliminate the need of solving the scattering problem.

Prior to any soil-structure interaction analysis a site response problem needs to be solved in order to obtain the free field motions, Even though some methods are now available that include the effect of different wave patterns, no method has yet solved the problem of considering the variation of the free field due to the fault rupture mechanism, or the location of the site with respect to the fault source or hypocenter of a given earthquake, These effects are important for sites that are located in the vicinity of active faults, and their study constitutes one of the most important problems in strong motion seismology. Until these problems are solved the input motion will remain an uncertainty.

A frequency independent radiation boundary is developed that accounts for the energy radiation through the boundaries of the finite element model. This transmitting boundary is obtained from a frequency dependent boundary defined at the fundamental frequency of the soil-structure system. This approach leads to very good approximations in soil-structure interaction problems where the total response of the structure is concentrated in a few modes close to the fundamental mode, An extensive parametric study is carried out for two and three dimensional cases with different soil conditions, Results show that placing the frequency independent transmitting boundary at distances equal to or greater than six times the radius of the foundation leads to very small errors in the compliance functions over a wide range of frequencies. The errors become neglegible when material damping is included in the soil. The results obtained from the numerical example presented in Chapter 8 corroborate these findings.

Several methods have been presented for the reduction of the total number of equations of the soil-structure system that are based on the use of Ritz vectors techniques. The Ritz functions are either used globally to reduce the entire system or locally to reduce the soil and structure components separately. Following this last approach; a new method of dynamic substructuring based on component mode synthesis techniques has been developed, in which compatibility of forces and displacements between soil and structure (one or more) are achieved by imposing certain restraint conditions to the Ritz vectors.

A small numerical example is carried out that shows the excellent approximations obtained with all these methods. Results are also shown that demonstrate that the Ritz vectors give the same or greater accuracy than the classical eigenvectors of the system. The reason for this comes from the fact that the selected Fitz functions take into account the spatial distribution of the load whereas the eigenvectors are obtained independently from them. Also, since these Ritz vectors are obtained in a much simpler and computationally much faster way than the eigenvectors they become better candidates for dynamic problems.

A constant damping ratio over a desired frequency range can be achieved by taking several terms of the Caughey series, and computing its coefficients according to the method outlined in Chapter 7. The results of the numerical example shown in Chapter 8 reveal the complete adequacy of this method, In order to account for the spacial variation of the materjal damping, the damping matrices can be calculated at the element level,

The soil is modeled with three dimensional 8 to 27 solid elements in the near field and axisymmetric elements in the far field. Efficient camputer codes have been developed for the construction of the respective stiffness and mass matrices, and for the coupling between the solid and the axisymmetric parts of the finite element mesh. Several numerical rules are tested for the integration of the 27 node solid element. The $3 x 3 x 3$ Gauss quadrature provides the best results for all the examples chosen.

Nonlinear effects at the foundation level due to the uplifting of the structure and the plastification of the soil have not been given enough attention as yet and their influence on the response of the structure are not completely known. The existing frequency domain methods cannot for obvious limitations solve these problens in a direct manner. Anew formulation in the time domain has been presented to account fot these nonlinearities. The dynamic substructuring techniques proposed in Chapter 5 can still be applied at the elastic parts of the system, thus, making this formulation an efficient technique of analysis, Further research is needed to put this formulation into practice to explore the consequences that the nonlinear behaviour of foundations, including soil-structure interaction effects, have on the response of structures.

The numerical integration of the reduced set of equations can be carried out by step-by-step procedures or by decoupling the system with complex eigenvectors and solving each of the uncoupled equations by the linear force method. The second approach becomes exact for piece-wise linear type of excitation, while the first always introduces errors in the amplitude and periods of the response. For reduced systems of equations (up to 100 mode shapes) the complex eigenvector approach is equivalent to the step-by-step procedures in computational efficiency and therefore becomes a better candidate for the numerical integration.

From the results obtained with the numerical example illustrated in Chapter 8, the following conclusions may be drawn:
1.- The total response of a soil-structure interaction problem is concentrated in only a few modes of vibration.
2.- A limited number of Ritz functions (10-40) in the soil suffice to represent the major effects of the wave propagation problem.
3.- The use of frequency independent transmitting boundaries defined at the fundamental frequency of the system gives satisfactory results.

4,- A constant damping ratio over a desired frequency range can be achieved by using only a few terms of the Caughey series. 12 in the example shown in Chapter 8)
5.- The computational work needed to solve the reduced set of equations is equal for both the step-by-step procedures and the method of complex eigenvectors. In addition, the latter approach eliminates period and amplitude errors associated with the former technique.
b.- The savings in computer time and storage obtained by carrying out the soil-structure analysis in the time domain when compared to the frequency domain are outstanding.

The purpose of this research has been to develop efficient numerical techniques to solve soil-structure interaction problems in the time domain. The computer program SAP60 has been used as a tool for all the numerical computations carried out throughout these studies. However, the implementation of these numerical rechniques has not yet been completed for industrial use.
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## $A P P E M D I X A$

## FINITE ELEMENT FORMULATION CF AXISYMMMETPRCSDIMDS WITTY MOM-AXISYMMETRIC TOADS

In this Appendix a general formulation of an axisymmetric element is given that can include any number of terms in the Fourier expansion. The coordinate system is taken as the cylindrical basis $r, \theta_{f} z$. Since the solid is a solid of revolution, its Shape is completely defined by any plane where $\theta=$ constant. The body shape is defined using a finite element model for the rr plane. Each element generates a solid torus and each node a nodal circle. The shape functions for the $\bar{s} \theta$ direction are trigonometric functions, sine and cosine, that are appropiate due to their periodic characteristics for $0<0<2 \pi$.

The displacement expansion is:

$$
\begin{align*}
& \operatorname{Ar}\left(r \theta, \theta_{i}\right)=\sum_{0}^{\infty}\left(V_{r n}\left(r^{7}\right) \cos 4 \theta+W_{r a s} \sin \theta\right) \tag{A.1}
\end{align*}
$$

 respectively, and $w(r, z)$ and wis $(r, z)$ are the interpolation functions, Mote that for $\pi=0$ Equation (A.1) gives the displacement expansion for the axisymmetric components $r, z$ and for the pure torsion problem $\theta$. The functions $\psi_{n}(r, z)$ and Nh $n(r, z)$ can be expressed in terms of the nodal shape functions (A to 9 node elements)

$$
v_{n}\left(r_{1} z\right)=\left\{\begin{array}{l}
v_{n_{n}}\left(r_{1} z\right)  \tag{A.2}\\
v_{0 n}\left(r_{i} z\right) \\
v_{z_{n}}\left(r_{i} z\right)
\end{array}\right\}=\sum_{a=1}^{i} N^{a}\left(r_{1} z\right) v_{k}^{a}
$$

where $\mathbf{N}^{a}$ are the element shape functions and $V^{a}$ and $w^{a}$ are the nodal unknowns, Substituting (A.2) and (A.3) into (A.1) yields

$$
\mu \sim=\sum_{n=0}^{N}\left[\sum_{a=1}^{p} N^{a}\left(r_{1} z\right) \cos \theta v_{n}^{a}+\sum_{i}^{1} N^{2}\left(r_{1} z\right) \sin \alpha \theta w_{i}^{4}\right] ;
$$

where

$$
\mu=\left\{\begin{array}{l}
\mu_{r} \\
\mu_{\theta} \\
u_{0}
\end{array}\right\} \quad v_{n}=\left\{\begin{array}{l}
v_{r} \\
v_{\theta} \\
v_{B}
\end{array}\right\}_{a_{0}} \quad \text { and } \quad w_{n}=\left\{\begin{array}{l}
w_{r} \\
w_{0} \\
w_{3}
\end{array}\right\}_{a}
$$

rearranging terms gives the following expression:
the reason for this rearrangment is as will be seen later, that the stiffness matrix becomes uncoupled for each of the parts. Splitting $\mathbf{H I}_{n}{ }^{a}$, (A,4) becomes

$$
\mu P=\sum_{n=0}^{\infty}\left(\sum_{a=1}^{a} E_{a} H^{a} v_{n}^{(a)}\right)
$$

The strain displacement relationship according to the notation and sign criteria given in Figure (A.1) is:

$$
\begin{aligned}
& \Sigma_{r r}=\mu_{r} r \\
& \varepsilon_{\theta \theta}=\operatorname{Ar} \mu_{\theta_{0} \theta}+u r / r
\end{aligned}
$$

$$
\begin{aligned}
& r_{r \theta}=2 \varepsilon_{n}=\left(\operatorname{tr} u_{n} \cdot+u \theta_{1}+u \theta / r\right) \\
& \gamma_{r z}=2 \varepsilon_{r}=\left(u_{z_{r}}+u_{r, z}\right) \\
& \gamma_{\theta z}=2 \Sigma_{\theta z}=\left(\mu \theta_{1} z+\operatorname{tr} u_{z} \theta_{0}\right)
\end{aligned}
$$



Fig A.1,- Stresses and sign criteria for axisymmetric problems.

Sustituting (A.4) in (A.5), the following relation for each harmonic can be obtained:
or in simplified notation

$$
\Sigma=\sum_{n=1}^{\infty} \sum_{a=1}^{\infty}\left[B_{1}^{n e}: B_{k}^{n}\right]\left\{\begin{array}{l}
v_{n}^{a}  \tag{1.8}\\
w_{\infty}^{a}
\end{array}\right\}
$$

It is worth noting that without considering the sin and cos the following relation is satisfied

$$
P_{1}^{a}(x)=P_{2}^{a}(-n)
$$

Equation ( $\mathrm{A}, 8$ ) can also be expressed in the following manner:
where $\equiv$ represents the strain-displacement transformation matrix of the whole element.

The constitutive equations for cifindrically orthotropic or isotropic materials are:

## STIFFNESS MATRIX.

The strain energy functional for an element is:

$$
\overline{Z c}=\mathbb{1} / \int_{0}^{T T} \int_{a} \sum_{n}^{T} \sum_{m}^{m} V^{T} Q B V r d \theta d A
$$

Due to the orthogonality conditions of the trigonometric functions, the double summation in (A.11) can be converted in a single one.

$$
F_{E}=\mathscr{Z} \xi \pi \sum_{i=1}^{N} \int^{T} \mathcal{B}^{T} D B E r d A \quad \begin{align*}
& E=1 \text { for } A \neq 0  \tag{A,12}\\
& Q=2 \text { for } A=0
\end{align*}
$$

It is worth noting that:
a) Each harmonic $n$ will produce an uncoupled stiffness matrix.
b) the vector $\because$ contains 6 degrees of freedom per node and per harmonic, A planar 9 node element will therefore give $9 x b=54$ degrees of freedom.
c) The matrix $B$ is $6 \times 54$ therefore the product $\boldsymbol{B E}^{\dagger}$ D will provide stiffness matrix of order $54 \times 54$. Due to the rearrangent shown above the stiffness matrix can be divided into two of order $27 \times 27$. For simplicity we can carry out the product shown above by the subdivision of as given in Equation ( $A, B$ ) and depicted in Figure (A, 2 )

$$
K_{a s}=\int_{r_{e}} \mathscr{S}_{a}^{T} D B_{b} r d V=\int_{1 e} \operatorname{Tas}_{\sim} r d A d \theta
$$

where

$$
\mathcal{T}_{\sim}=B_{a}^{B_{a}^{T}} D B_{b}
$$

After integrating with respect to $\theta, \mathbb{E}_{\text {ab }}$ becomes:

The numerical integration will be carried out in the following manner:

$$
k_{a b}=\sum_{i=1}^{\pi a} w_{i}|T|_{i}\left[k_{i}\right] r_{i}
$$

where $M$ represents the total number of Gauss points used in the integration.


Fig A.2.- Element matrix per harmonic. The order of each cell is 6x6.

MASS MATRIX.

The element kinetic energy is

$$
\overrightarrow{T e}=H_{2} \int_{0}^{\pi \pi} \rho \sum \sum_{0}^{\infty} \dot{y}^{\top} H_{u}^{\top} H a \dot{v} d O d A
$$

where $\mathrm{I}_{\mathrm{n}}$ is defined in Equation (A, A). Again taking into account the orthogonality of the trigonommetic functions, the functional can be expressed as

$$
T=\not / 2 \Theta \pi \rho \sum_{x \in d}^{N} i^{T}\left[\int M_{N}^{T} H_{N} r d A\right] i v
$$

Each harmonic will produce an uncoupled mass matrix. The consistent mass will be

$$
M_{a S}=\xi \pi \int_{\Delta} \rho H_{n}^{r} H_{m} r d A
$$

This can be lumped to the diagonal terms by scaling:

$$
\begin{equation*}
H_{a}=\left(\rho \int_{A} P H_{a i n}^{T} \text { th er } r d A\right) \frac{M_{t}}{\sum M_{i l}} \tag{A.13}
\end{equation*}
$$

where $\mathrm{H}_{t}$ represents the total mass of the element. Numerical integration will give:

$$
\mu_{a}=\sum_{i=1}^{\infty} w_{i}\left|J_{i}\right| \delta T \rho\left(H_{a n}^{T}\right)_{i}\left(H_{a_{n}}\right)_{i} r_{i} \frac{\mu_{i}}{\sum M_{a c}}
$$

BODY FORCES.

The energy term corresponding to one element is:

$$
\begin{equation*}
E=\int_{0} u^{T} b_{0} d r=\sum_{n=0}^{\infty} \int_{\sim}^{r} H \cos _{N} d \text { dod } \tag{A.14}
\end{equation*}
$$

The body forces can be expanded in terms of the Fourier Series
and ( $\mathrm{A}, 14$ ) becomes

$$
\Sigma=\sum_{n} \sum_{n} \int_{n 0 l}\left(\sum_{n=1}^{9} v^{a^{T}} H^{a} C_{n}\right) c_{m} b_{m} d v_{0}
$$

Again due to orthogonality conditions:

$$
L^{2}=\xi \text { ग } \sum_{N} \sum_{N} v^{a r} \int_{N}^{(a)} d_{N} r d d
$$

After imposing the stationarity condition to the energy functional one can obtain the nodal forces for a given harmonic $n$.

$$
F_{n}^{\langle a\rangle}=f \pi \int_{\text {Area }} N^{a} \sigma_{n} r d A
$$

TEMPERATURE LOADS.
Again the energy term is:

$$
\Sigma_{T}=\int_{0} \rho^{\Sigma^{T}}\left(\bar{c}_{0}\right) d V d=\sum_{n=0}^{N} \int_{v_{0}} e^{v_{n}^{T}} \mathcal{D}_{n}^{T} D_{\alpha}(T-T) d \delta d
$$

where

Since

$$
\begin{aligned}
& \underset{\sim}{\alpha}\left(T-T_{r}\right)=\left[\begin{array}{c}
\alpha_{r} \\
\alpha_{\theta} \\
\alpha_{z} \\
0 \\
0 \\
0
\end{array}\right]\left(T-T_{r}\right)=\left[\begin{array}{c}
\alpha_{r} \Delta t^{\prime} C_{n}+\alpha_{r} \Delta t^{2} S_{n} \\
\alpha_{0} \Delta t^{\prime} C_{n}+\alpha_{0} \Delta t^{2} s_{n} \\
\alpha_{r} \Delta t^{\prime} c_{n}+\alpha_{r} \Delta t^{2} s_{n} \\
0 \\
0 \\
0 \\
(T-T)=\Delta t(\theta)=\sum_{w}\left(\Delta t^{\prime} \cos \theta+\Delta t^{2} \sin n \theta\right)
\end{array},\right.
\end{aligned}
$$

where the temperature distribution has been expanded as a Fourier series, $\alpha_{i}$ are the coefficients of thermal expansion. Substituting (A.17) in (A.16)

By the stationarity of the functional the thermal loads become:

$$
F_{h}^{(a)}=\rho \pi \int_{A} B_{R_{A}}^{T} C \varepsilon_{n} r d A
$$

## PRESSURE LOADS.

They can be treated as body forces. Expression (A,15) can now be used but integrating not over the volume but over the area where the pressure is applied

$$
P_{m}^{(a)}=\rho \pi \int \mathbb{N}^{a} \int_{\infty} d A
$$

$$
p_{a}=\left\{\begin{array}{l}
p_{\infty} \\
p_{0} \\
p_{0}
\end{array}\right\}_{a}=\sum_{i}^{1} H_{n}^{a} p^{a}
$$

and the pressure loads can be expanded in Fourier series leading to:

$$
F_{A}^{(a)}=g \pi \int_{B} \mathscr{N}^{2} \mathcal{A}_{x}^{a} p_{a}^{(a)} r d A
$$

## STC27 NODE SOLID <br> FINITE ELEMENT

A solid isoparametric finite element is defined in this Appendix that has a variable number of nodes (8-27), Also, some aspects concerning numerical integration are considered. Finally, an expansion of the displacements in the solid element in terms of Fourier series is developed so that a solid finite element can be coupled with an axisymmetric mesh.

## Bi. -FORMULATION.

The system of local coordinates for each element is defined in Figure (B.1). In an isoparametric element the coordinates can be defined in terms of the shape functions:

$$
\begin{align*}
& x=\sum_{i}^{\infty} H_{i}\left(r_{0}, t\right) x_{i} \\
& y=\sum_{i}^{\infty} H_{i}(n, s, t) y_{i}  \tag{21}\\
& z=\sum_{i}^{\infty} H_{i}(n, s, t) z_{i}
\end{align*}
$$

The same functions are used to expand the displacements:

$$
\begin{align*}
& \mu_{A}=\sum_{i}^{N} \mu_{i}(r, s, t) \mu_{x}^{i} \\
& \mu_{y}=\sum_{i}^{\infty} H_{i}\left(r_{1}, s, t\right) \mu_{y}^{i}  \tag{B.2}\\
& \mu_{z}=\sum_{i}^{N} H_{i}(r, s, t) \mu_{a}^{i}
\end{align*}
$$

The shape functions are defined by a serendipity type of formulation that starts with the basic nodal linear functions to which the quadratic terms are added. Table 1 shows all the basic interpolation functions, Table 2 illustrates the generation of the shape functions by the serendipity approach.


Fig B.1.- Local numbering and coordinate system.

$$
\begin{array}{lll}
2=(1+r) & \bar{R}=(1-\infty) & \dot{R}^{*}=\left(1-+^{2}\right) \\
S=(1+5) & \bar{S}=(1-5) & S^{*}=\left(1-5^{2}\right) \\
T=(1+t) & \bar{T}=(1-t) & T=\left(1-t^{2}\right)
\end{array}
$$

$$
\begin{aligned}
& A_{1}=1 / 8 R S T \\
& A_{2}=1 / 8 R S T \\
& A_{2}=1 / B \bar{R} T \\
& A_{4}=1 / R R T \\
& R_{B}=1 / 8 R S T \\
& A_{6}=1 / 8 R S \bar{R} \\
& A_{T}=1 / 8 R E F \\
& A_{Y}=1 / 8 R E F
\end{aligned}
$$

$$
\begin{aligned}
& l_{9}=1 / 4 R^{\alpha} S T \quad h_{21}=1 / 2 R^{*} S^{\alpha} T \\
& \text { io } 1 / 4 \bar{R} S^{*} T \quad \quad L_{2}=1 / 2 R^{*} S^{*}= \\
& L_{11}=1 / 4 R^{*} 57 \\
& L_{2}=1 / 4 R S^{*} T \quad \quad L_{24}=1 / 2 \vec{R} S^{*} T^{*} \\
& R_{13}=1 / 4 R^{*} S \bar{T} \quad \operatorname{LeS}_{5}=1 / 2 R^{*} \Gamma^{*} \\
& L_{14}=1 / 4 \bar{R} S^{*} \bar{T} \quad L_{66}=1 / 2 R S^{*} T^{*} \\
& L_{15}=1 / 4 R^{*}=7 \quad \quad L_{27}=1 / 2 R^{*} S^{*} T^{*} \\
& L_{16}=\pi / 4 R S^{*} \bar{T} \\
& K A=2 / 425 \\
& \hat{L}_{8}=8 / 4 \bar{R} S T^{*} \\
& h_{19}=1 / 4 \bar{R} T \\
& L_{20}=d / 4 R \bar{S} T^{*} \\
& L_{23}=1 / 2 \mathscr{R}^{*} 57^{*}
\end{aligned}
$$

Table B.1.- Basic interpolation functions.

The displacement functions given in (B,2) can also be written in the following form

$$
\left\{\begin{array}{l}
\mu_{s}  \tag{23}\\
\mu_{y} \\
\mu_{i}
\end{array}\right\}=\sum_{a=1}^{2^{*}}\left\{\left[\begin{array}{ccc}
N_{a} & 0 & 0 \\
0 & N_{a} & 0 \\
0 & 0 & N_{a}
\end{array}\right]\left\{\begin{array}{c}
\mu_{a}^{4} \\
\mu_{y}^{a} \\
u_{*}^{a}
\end{array}\right\}\right\}=\sum H_{a} \mu^{a}
$$

The strain-displacement relationship is:

$$
\begin{aligned}
& \mathcal{E}_{z=}=\mathcal{A}_{x_{1} x} \\
& \Sigma_{Y}=\mu_{Y_{1}}
\end{aligned}
$$

$$
\begin{align*}
& r_{x}=\mu_{x_{1} y}+\mu_{y_{0} x}  \tag{8.4}\\
& V_{y}=\mu_{y_{1}} z_{z}+\mu_{a_{d} Y} \\
& \gamma_{x x}=u_{x_{1} x}+u_{x, z}
\end{align*}
$$

Combining (B.5) and (B.3), gives

Considering the case of orthotropic or isotropic materials the constitutive equations take the following form:

$$
\tilde{\sigma}=\left[\begin{array}{cccccc}
c_{x \alpha} & c_{x y} & c_{x i} & 0 & 0 & 0  \tag{8.6}\\
c_{y x} & c_{y y} & c_{y y} & 0 & 0 & 0 \\
c_{z x} & c_{y y} & c_{z x} & 0 & 0 & 0 \\
0 & 0 & 0 & G_{x y} & 0 & 0 \\
0 & 0 & 0 & 0 & c_{x x} & 0 \\
0 & 0 & 0 & 0 & 0 & c_{y d}
\end{array}\right]
$$

## STIFFNESS MATRIX.

The stiffness matrix is obtained from the strain energy expression as was done for the axisymmetric case:

$$
\begin{equation*}
K_{a b}^{c}=\int_{\infty}{\underset{N a}{a}}_{r}^{C_{\infty} B_{s} d o u l t} \tag{*.7}
\end{equation*}
$$

where $\mathrm{F}^{-}$ab represents the $3 * 3$ matrix shown in the figure (A.2), The computation of $S_{a b}=B_{a}^{T} C_{b}$ is straightforward, By using numerical quadrature:

$$
K_{a}^{e}{ }_{i}^{e}=\sum_{i=1}^{M} w_{i}\left(\mathcal{B}_{a}^{T} C_{i} \mathcal{B}_{b}\right)|J|_{i}
$$

## MASS MATRIX.

As for the axisymmetric element, the expression for the consistent mass matrix is

$$
\begin{equation*}
M_{a}=\int_{r_{0} e} \rho H_{\sim}^{r} H_{r}^{r} d v o l \tag{8.8}
\end{equation*}
$$

where Ir y ab constitutes a $3 x$ cell of the total element mass matrix, By scaling the diagonal terms of the consistent mass matrix we can obtain the lumped mass matrix:

$$
\begin{equation*}
M_{a a}=\frac{M_{1}}{I M_{a a}} \int_{r o l} H_{a}^{\top} H_{a} \text { drab } \tag{8.9}
\end{equation*}
$$

BODY FORCES:
From the energy term:

$$
\int_{\text {rot }} \mu^{T} b d r o d=\int_{\text {rod }}\left(\Sigma H_{a}^{T} U^{a r}\right) b d v o l
$$

and the nodal forces are

$$
\begin{equation*}
F^{(a)}=\int_{00} H_{a}^{\top} b d v o l \tag{R,11}
\end{equation*}
$$

## SURFACE LOADS

These loads are defined identically to ( $\mathrm{B}, 11$ )

$$
F^{(s)}=\int_{\text {sur }} H_{a}^{\top} p d \text { Area }
$$

where $p$ is now the surface pressure, The integration is carried out over the surface integral instead of over the volume as was done for the body forces.

## R:Z- NUMERICAL INTEGRATION

Numerical integration for the calculation of the stiffness, mass and loads matrices at the element level is carried out by quadrature rules, Some authors have obtained savings in computer time and storage by adopting quadrature rules with a smaller number of points than the Gaussian rules. Irons (1971) and Hellen (1972) demonstrated that quadrature rules that use 13 and 14 points for solid elements with 20 nodes are of the same accuracy as the $3 \times 3 \times 3$ Gauss quadrature. The aim of this study is to find a reduced quadrature that similar to the 20 node element, will give to the 27 node element the same degree of accuracy as the $3 * 3 * 3$ Gauss integration rule.

The general expression for an integration rules is:

Where the capital letters represent the weights and the lower case letters the coordinates of the quadrature points, The rules and their respective points and weights are shown in Table 3. The errors introduced in the different polynomials that are included in the stifness matrix are given in Table 4.

The solutions to three different problems: a beam, plate bending and solid deformation, are illustrated in Tables 5, 6 and 7 . As it can be seen the 14 point rules give very oscillatory results and in some cases are totally unreliable, as in the plate bending and solid problems. The 15 point rule gives much better results, The use of the central point considerably increases the accuracy of the integration process. However, for the plate problem it gives some oscillatory results that become much more pronounced for the solid problem. The use of the 21 point rule does not lead to noticeable improvements. The oscillations dissapear for the plate problem but remain in the solid problem. It is worth noticing, that the average of all the oscillatory results coincides with the master solution given by $3 \times 3 \times 3$ Gauss integration rule.

|  | WEIGHTS |  |  |  | Coordialdtes |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ru<E | $A$ | B6 | 68 | 018 | 6 | 6 | $d$ |
| $14 a$ |  | 0.0001 | . 999925 |  | . 7071134 | . 57836909 |  |
| 146 |  | . 88642659 | . 33518005 |  | . 39582343 | . 758786911 |  |
| 156 | .71213744 | . 68622723 | . 39631239 |  | . 84841801 | . 72766244 |  |
| 15 | -. 39506173 | . 9876.5432 | . 30864198 |  | . 077459667 | .77459667 |  |
| $21 a$ | 1.024 |  | 0.008 | 0.57600 |  | 1.2909745 | . 74.3557 |
| 216 | 1.5802469 |  | . 06172839 | . $493827 / 6$ |  | . 774.59667 | . 72459667 |
| 216 | . 3731778 |  | . 07871720 | . 58309038 |  | . $88 / 917104$ | . 683130051 |

Table B.3.- Foints and weights of the interpolation rules.

|  | Six Degrse Terms |  |  | GIGMTH DEGREE TERMS |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| RULE | $r^{6}$ | $r^{4} s^{2}$ | $r^{2} s^{2} t^{2}$ | $r^{6} s^{2}$ | $r^{4} s^{4}$ | $r^{4} s^{2} t^{2}$ |
| $14 a$ | 1.14 | 0.53 | 0.30 | 0.38 | 0.32 | 0.18 |
| 146 | -0.18 | -0.02 | 0.22 | -0.09 | -0.03 | 0.12 |
| 15 | -0.16 | 0.00 | 0.24 | -0.06 | 0.00 | 0.14 |
| 056 | -0,16 | -0.06 | 0.17 | -0.13 | -0.0. | 0.07 |
| 210 | 0.06 | 0.16 | 0.00 | 0.33 | 0.39 | 0.31 |
| 216 | -0.18 | 2.00 | $-0.19$ | -0.06 | 0.00 | -0. 81 |
| 216 | 0.37 | 0.00 | 0.00 | 0.04 | -0.02 | -0.05 |
| 3<3036 | -0.18 | 0.00 | 0.00 | -0.06 | 0.00 | 0.00 |

Table B.4.- Erors of rules.


| Joint | $14 a$ | 146 | 15 | 156 | $21 a$ | 216 | 216 | 3x $3 \times 36$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 19 | -84.01 | -14.21 | -14.27 | -14.14 | -14.18 | -14.16 | -14.38 | -14.06 |
| 20 | $-19.31$ | -14.68 | -14.76 | -14.60 | " | " | " | " |
| 21 | -14.01 | -14.21 | -14.27 | . 14.14 | " | " | " | " |
| 22 | $-19.38$ | -14.67 | -14.75 | -14.59 | " | " | " | " |
| 23 | $-16.68$ | -14.0: | -14.08 | -14.12 | " | * | " | " |
| 24 | -19.38 | -14.67 | -14.7. | .14.59 | * | " | " | " |
| 25 | -14.01 | -14.21 | -14.27 | -14.14 | " | " | " | " |
| 26 | $-19.31$ | -14.68 | -14.76 | . 14.60 | 4 | " | " | " |
| 27 | -14.01 | -144.21 | -14.27 | -14.14 | " | " | " | " |

Table B.5.- Tip deflections of a cantilever beam.


| 万oint | $14 a$ | 146 | 15 | 156 | $2 / 6$ | 216 | 21a | 3.3836 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | -0.562 | $-0.163$ | $-0.137$ | $-2.139$ | -0.411 | -0.140 | -0.143 | -0.140 |
| 4 | 0.233 | -0.202 | -0.136 | " | " | $"$ | " | " |
| 7 | -0.585 | -0.163 | -0, 137 | 1 | " | " | " | 11 |
| 2 | 0.171 | -0.155 | -0.101 | - 0.105 | -8105 | -6, 105 | -0.107 | -0.10r |
| r | -0.027 | -0.128 | -0,102 | " | " | " | " | " |
| 8 | 0,178 | -2155 | -0.101 | " | * | $\cdots$ | " | " |
| 10 | 0.171 | -0.185 | " | $"$ | " | " | " | " |
| 13 | -0.227 | -0.128 | -0.10.3 | 11 | " | " | " | $\cdots$ |
| 16 | Q13 ${ }^{3}$ | -0.155 | -0.01 | $*$ | " | " | " | $\because$ |
| 11 | 6028 | -0.097 | -0.077 | -0.078 | -0079 | -0.078 | -2.080 | -0.078 |
| 14 | " | $"$ | 1 | " | " | " | 1 | " |
| 17 | " | * | - | 11 | " | " | 11 | * |

Table B.6.- Plate bending problem.


| Soint | $14 a$ | 146 | 18 | 156 | 216 | 21a | 216 | $3 \times 3.26$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.0446 | -0.464 | -0.468 | -8.459 | -0. 557 | -0.403 | -0.589 | -0.538 |
| 2 | -0.805 | -0.613 | -0.616 | -0.609 | -0.479 | -0.536 | -0.491 | " |
| 3 | 0.033 | -0.464 | 0.0468 | -0.4.9 | -0.557 | -0.403 | -0.549 | * |
| 10 | -0.806 | -0.613 | - 0.616 | -0.609 | -0.479 | $-8.536$ | -0.491 | t |
| /1 | -0.598 | -0.512 | -0.505 | -0.525 | -0.635 | -0.668 | -0.639 | * |
| 12 | -0.801 | -0.6/3 | -0.616 | -0.609 | -0.479 | -0.526 | -0.491 | " |
| 21 | -0.022 | -0.465 | -0.469 | -0.459 | -0.557 | -0.403 | -0.589 | " |
| 22 | -8.802 | -0.613 | -0.616 | -0.609 | -0.479 | -0.536 | -0.491 | " |
| 23 | 0.017 | -0.464 | $-0.458$ | -0.459 | -0.537 | $-2.403$ | -arri | " |
| 19 | 0.342 | -0.100 | -0.093 | -0.114 | -0.114 | $-0.134$ | -0,168 | -0.128 |
| 20 | -0.408 | -8.1.99 | -0.209 | -0.185 | -0.21\% | -0.199 | -0.199 | -0.207 |

Table 8.7.-Solid deformation problem. Vertical uniform load on top element.

The reasons for the oscillatory nature of the response lies in the higher order terms (see Table 1) in the stiffness matrix that are not integrated exactly, These errors do not affect the overall response of the structure, because the average displacements coincide with those given by the $3 \times 3 \times 3$ Gauss quadrature, However, they have a definite influence in the local response at the element level.

Based on the above discussion, it may be concluded that the 15 and 21 point quadrature rules have to be used carefully, All the results will have to be averaged at the nodes of each element to obtain reliable answers for solid deformation problems. However their use, especially the 15 point rule, will lead to substantial savings in computer time,

## B.3.- COUPLING BETWEEN SOLID AN AXISYMMETRIC MESHES.

According to the sign criteria and the configuration illustrated in Figure ( $B, 2$ ) the $x$, $y$, and $z$ components of the displacements can be transformed into the cilindrical components as follows:

$$
\begin{align*}
& R_{x}=-\operatorname{dio} \text { isis } \theta \text { Rescivo } \\
& 24=-\cos \sin \theta+\operatorname{Cic} \cos \theta  \tag{B.12}\\
& \text { clay ely }
\end{align*}
$$

or in matrix form

The displacements in cylindrical coordinates are expanded in Fourier series as was done for the axisymmetric elements.

$$
\begin{equation*}
x_{n}=2+C_{\infty}^{1} V_{1}+S_{\infty} W_{0}+C^{2} V_{2}+S_{\infty}^{2} W_{2} \tag{8.14}
\end{equation*}
$$

where

$$
\tilde{w}_{0}=\left\{\begin{array}{l}
v_{0} \\
v_{i} \\
v_{i}
\end{array}\right\}_{0} \quad v_{n}=\left\{\begin{array}{l}
w_{0} \\
v_{r} \\
v_{i}
\end{array}\right\}_{n} \quad w_{n}=\left\{\begin{array}{c}
v_{0} \\
w_{r} \\
w_{i}
\end{array}\right\}_{n}
$$



Fig B.2.- Transformation of rectangular cartesian coordinates into cylindrical ones.
and

$$
C_{\sim}^{A}=\left[\begin{array}{ccc}
\sin \theta & 0 & 0 \\
0 & \cos \theta & 0 \\
0 & 0 & \cosh \theta
\end{array}\right] \text { and }{\underset{\sim}{5}}^{n}=\left[\begin{array}{ccc}
\cos n \theta & 0 & 0 \\
0 & \sin \theta & 0 \\
0 & 0 & \sin \theta \theta
\end{array}\right]
$$

The substitution of ( $\mathrm{B}, 13$ ) into ( $\mathrm{B}+14$ ) renders:

$$
\mathscr{M}_{x}=T_{\sim} W_{0}+T c^{\prime} V_{i}+T S_{\sim}^{1} W_{1}+T C^{2} W_{B} \ldots .
$$

Expression (B,15) defines the general transformation of rectangular coordinates into a Fourier series expansion. If this transformation is carried out for all the nodes of the boundary interface between a solid mesh and an axisymmetric mesh, a perfect coupling may be cotained, These transformations can be accomplished in an efficient way at the element level.

For a general isolated mesh, the stiffness matrix will have the shape shown in Figure ( $B, 3$ ) before and after the transformation. $\mathbb{F}_{5}$ represents the part of the stiffness that remains in rectangular coordinates, $\mathbb{K}_{i}$ the axisymmetric stiffness for each harmonic, $\mathbb{E}_{\text {si }}$ the coupling stiffness between both parts and $\mathbb{R}_{\mathrm{i}}$ represents the coupling terms between harmonics, If a given solid mesh is a part of an ensemble that has axisymmetry, the coupling terms between harmonics, $\mathbf{K}_{0 i}$, will vanish after adding all the element stiffness matrices along the circumference, (The harmonics are orthogonal in the interval $0-2 \pi$ ), As a consequence, the stiffness matrix will have the form shown in Figure ( $\mathrm{B}, 4$ ), where all the coupling terms between harmonics have vanished.

When using a profile solver a more efficient configuration of the stiffness matrix is obtained by rearranging the terms as shown in the same Figure.
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Fig B.3.- Layout of the coupled solid-axisymmetric stiffness matrix,


Fig B.4.- Layout of the stiffness matrix convenient for a profile solver when there is axysimmetry at the boundary,

# SOT UTIOIN OF THE EQUATIONS OF MOTION WITH THE COMPLEX MODE SHAPES 

A summary of the analytical method based on the complex eigenvectors for the integration of the equations of motion is given below. The beginning of the formulation is taken from Dynamics of Structures (Hurty and Rubinstein 1964) and later it is extended by the author to include the case of earthquake type of excitation.

Consider a system of $n$ equations of motion for a soil-structure system:

$$
\begin{equation*}
\underset{\sim}{m q} \ddot{q}+C \dot{q}+k q=\mathcal{L}(t)=\mathcal{L} \dot{\sim} \ddot{q}_{y}(t) \tag{6.1}
\end{equation*}
$$

where $\mathrm{L}_{\mathrm{g}}$ is a given ground motion and $p$ is a load distribution vector. The system of second order equations can be transformed into a system of $2 n$ first order equations, Foes (1958), by adding the following matrix identity:

$$
\begin{equation*}
m \dot{q}-m \dot{q}=0 \tag{c.2}
\end{equation*}
$$

Thus ( $C, 1$ ) becomes:

$$
\left[\begin{array}{cc}
C & M  \tag{c.3}\\
M & 0
\end{array}\right]\left\{\begin{array}{c}
\dot{q} \\
\dot{q}
\end{array}\right\}+\left[\begin{array}{cc}
x & 0 \\
0 & -M
\end{array}\right]\left\{\begin{array}{l}
q \\
\dot{q}
\end{array}\right\}=\left\{\begin{array}{c}
\rho(t) \\
0
\end{array}\right\}
$$

or in simplified notation

$$
\begin{equation*}
A\{\dot{y}\}+B\{y\}=Y \tag{c,4}
\end{equation*}
$$

It is worth noting that $A$ and $B$ are real and symmetric, however neither of them is positive definite, Therefore the eigen-solution will give complex eigenvalues and eigenvectors. The transformation

$$
\begin{equation*}
y=\{\phi\} e^{\rho t} \tag{c.5}
\end{equation*}
$$

leads to the following eigenvalue problem

$$
\rho A \phi+B \phi=0
$$

After having condensed out all the massless degrees of freedom; $B$ will have an inverse and Equation (C.5) can be written as follows:

$$
S^{-1} A \phi=1 / P \phi
$$

or

$$
\begin{equation*}
\Delta \phi=\lambda \varnothing \tag{6.6}
\end{equation*}
$$

where

$$
D=-B^{-1} A=-\left[\begin{array}{cc}
k^{-1} c & -K^{-1} m \\
I & 0
\end{array}\right]
$$

Equation $(\mathbb{C}, 6)$ represents a standard eigenvalue problem, but with $D$ being non symmetric. The system ( $C, 6$ ) will lead to 2 Zn eigenvalues and eigenvectors that are real or complex in conjugate pairs. The usual procedure in structural dynamics has been to solve ( $C, G$ ) by inverse iteration. Jennings affirms that the reduction of Equation ( $C, 6$ ) to upper Hessenberg form and the subsequent use of the $Q R$ method for the eigen-solution leads to a very efficient algorithm for systems of up to a few hundred equations. The total number of operations is approximately $4 n^{3}$, of which only one-fifth are required for the reduction to upper Hessenberg form. Now if

$$
d=\mu+i v
$$

P will be

$$
p=\alpha+i \beta
$$

where

$$
\begin{align*}
& a=\mu /\left(u^{2}+v^{2}\right)  \tag{0.7}\\
& B=-v /\left(u^{2}+v^{2}\right)
\end{align*}
$$

and

$$
y=\varnothing e^{\beta t}=\varnothing e^{\alpha t} e^{i \Delta t}
$$

For a damped system, $\alpha$ is negative and the term $e^{\alpha t}$ represents the decay of the amplitude of the mode. $\beta$ represents the damped frequency. If $p$ is expressed in polar form:

$$
p=\left(\alpha^{2}+\beta^{2}\right)^{1 / 2} e^{i \phi}
$$

, $\psi$ represents the phase angle between velocities and displacements. The orthogonality condition of the eigenvectors is easily seen.

Hence

$$
\mathscr{D}^{T} A \mathscr{B}_{i}=Q_{i} \quad ; \quad \mathscr{D}_{i}^{\top} B_{i}=\mathscr{B}_{i}
$$

and

$$
\begin{equation*}
p G_{i}+B_{i}=0 \tag{6.8}
\end{equation*}
$$

The next step is to uncouple Equation (C.4). Pre and postmultiplying by one obtains:
or

$$
Q_{0} \cdot \dot{Z}_{i}+\tilde{B}_{i} \tilde{Z}_{i}=\mathscr{F}_{i}^{T} Y(t)
$$

and substituting (C, e)

$$
Q_{i} \dot{Z}_{i}-p_{i} Q_{i} z_{i}=\mathscr{H}_{i}^{T} Y(t)
$$

Dividing by $\mathrm{a}_{\mathrm{i}}$

$$
\begin{equation*}
\dot{z}_{i}-\rho_{i} z_{i}=\infty_{i}^{\top} Y(t) / a_{i} \tag{c.9}
\end{equation*}
$$

Equation (C.9) has a companion complex conjugate given by

$$
z_{i}^{*}-\bar{p}_{i} z_{i}^{*}={\overline{D_{i}}}^{T} Y(t) / \bar{a}_{i}
$$

(2.10)

Now

$$
\left\{\begin{array}{l}
q \\
\frac{2}{b}
\end{array}\right\}=\phi e^{p^{t}}\left\{\begin{array}{l}
\phi_{u} \\
\phi_{2}
\end{array}\right\} e^{p^{t}}
$$

and

$$
\phi_{e} e^{p^{t}}=\left(\operatorname{pos}^{p^{t}}\right)^{\prime}=\operatorname{bos}_{0} p e^{p t}
$$

Thus

$$
\left|\begin{array}{c}
q \\
\dot{q}
\end{array}\right|=\left\{\begin{array}{c}
\phi_{u} \\
\phi_{u}
\end{array}\right\} \underset{z}{z}
$$

For a general type of load $\sigma(t)$ the term $\sigma^{\top} \gamma$ becomes;

$$
\left.\mathscr{O}_{\dot{B}}^{T} V=\left[\mathscr{O}_{u}^{T} \quad \rho \phi_{B}^{G}\right] \left\lvert\, \begin{array}{c}
\alpha(t) \\
0
\end{array}\right.\right\}=\phi_{A}^{i T} R(t)
$$

and for earthquake type of load;

$$
x_{i}^{r} Y=-\left(x_{i}^{i}\right)^{r} x \ddot{v}_{y}(t)=\left(-x_{x}^{1}\right)^{T} p \dot{v_{y}}(t)
$$

where $p$ is the load distribution vector and $\checkmark_{9}$ is a given accelerogram. Continuing the derivation for the later case, Equation (C.9) becomes:

$$
\begin{equation*}
\bar{x}_{i}-p_{i} z_{i}=\left(\phi_{n}^{i}\right)^{T} \mathcal{E} \ddot{z}_{j}(t) / a_{i} \tag{C,n}
\end{equation*}
$$

the discrete representation of a typical accelerogram makes $\dot{q}_{g}(t)$ vary linearly in each time interval, Thus for each time step Equation ( $C, 11$ ) becomes;

$$
\dot{z}_{i}-p_{i} z_{i}=(a+b t)_{l_{i}}^{f_{i}}
$$

where ${ }_{2}$ is complex and equal to:

$$
\alpha_{i}=\phi_{i}^{T} \rho / a_{i}
$$

and the coefficients a and be re

$$
\begin{aligned}
& a=\ddot{v}_{y}\left(t_{0}\right) \\
& b=\left(\ddot{v}_{g}\left(t_{0}\right)-\ddot{v}_{y}\left(t_{0}\right)\right) / \Delta t
\end{aligned}
$$

The solution to Equation (C.12) is:

$$
\overrightarrow{\sin }(t)=A_{i}+A_{i} t+C_{i} e^{\alpha t} e^{A t_{i}}
$$

where

$$
\begin{aligned}
& A_{i}=-\frac{\delta \mathscr{L}_{i}}{\beta^{2}}-\frac{a \alpha_{i}}{p} \\
& A_{i}=-\frac{\delta \mathscr{L}_{i}}{p} \\
& C_{i}=z_{i}^{2}\left(\alpha_{0}\right)-A_{i}
\end{aligned}
$$

At the end of the integration, $x_{i}$ will be row vector and the $n$ generalized coordinates will constitute a matrix of dimensions $n * n t$, where $n$ is the total number of time steps. The solution in geometric coordinates will be:

$$
q(t)=2 \operatorname{Realt}\}
$$

The number 2 comes from the fact that a solution of complex pairs is being summed, The imaginary part vanishes for obvious reasons,
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[^0]:    TABLE 5.2 - Amplitudes of the horizontal compliances of a rigid strip footing resting on a layer over a rigid base.
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