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SECTION III, Abstracts of Thnesis

ABSTRACT OF THE DISSERTATION

Forward Simulation and Linear Inversion of

Earthqudke Ground Motions
by

Allen Hiram Olson
~ Doctor of Philosophy in Earth Science
i
University of California, San Diego, 1982

Professor James N. Brune, Co-chairman

‘Research Geophysicist John A. Orcutt, Co-chairman

In PART I of this dissertation, a new method is presented for computing the complete-

elastic response of a wvertically heterogeneous halfspace. The method uiilizes a discrete
wavenumber decomposition for the horizéntal dependence of the wave motion in terms of a
Fourier-Besse! series. The series representation is exact and consequently eliminates the need
to numerically integrate a continuous Bessel transform. The vertical and time dependence of
the wave motion is obtained as the solution to a system of partial differential equations. These
equations are solved numencally by a combination of finite element and finite difference
methods which accommodate arbitrary vertical heterogeneities. By using a reciprocity relation,
the wave motion is eomputed simultaneously for all source-observer combinations of interest so
that the differential equations need only be solved once. A comparison is made, for layered
media, between between the solutions obtained by discrete wavenumber/finite element,

wavenumber integration, axisymmetric finite element, and generalized rays.

) In PART I of this dissertation, subsurface slip on a known fault is formulated as the
solution 1o an inverse problem in which recorded surface ground motien is the data. Two
methods of solution are preserted: the least squares method, which minimizes the squared

differences between theary and data, and the constrained least squares method which

xvii

—

~—






simultaneously maintains a set of linear inequalities. Instabilities in the solution are effectively
eliminated in both methods and the sensitivity of the solution to small changes in thé data is
quantitatively stated. ‘The inversion methodology is applied to 77 components of near-field
ground acceleration recorded during the October 15, 1979 Imperial Valley eanhquake.' The
faulting is constrained to propagate bilaterally away from the epicenter at an average velocity of
90 percent of the shear wave speed on a vertical fault plane extending from the surface to ten
kilometers depth. Inequality constraints are used to keep the faulting sequence physically rea-
sonable by maintaining right lateral motion and positive slip velocity. The preferred solution is

stable and provides a good fit to the data; it is also realistic and consistent with observed surface

offsets and independent estimates of seismic moment.
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TECHNICAL DESCRIPTICN OF PROJECTS AND RESULTS
3.1 Intrcduction

The Irperial Valley earthquake of October 15, 1979, provided a
wealth cf strong motion data, both south and north of the U.S.-Mexico
international border. This earthquake may be one Pf the most if not the
most important earthquake yet recorded in terms of engineering seianol-
ogy:; (1) it has the highest recorded accelerations and velocities of any
earthquake to date, even though it was only moderate in magnitude (6,6)
and occurred in relatively highly attenuating sediments; (2) it severely
danaged a heavily instrurented building; (3) it was recorded on a spe-
c¢ial elose-spaced digital array and an array of instrunents on a bridge
almost at the fault trace: (4) it was surrournded by instrunents both in
the direction of rupture propagation (northwest) and in the direction
away frox rupture propagation (southeast to our array in Baja Califor-
nia, Mexico), thus allowing for the first time a detailed study of the
focusing of energy by rupture propagation; and (5) it was‘recorded on a
large nunber of digital instruments (7 in our own array) allowing for
the first time a detailed comparison of the performance of digital and
congentional accelerographs, Because this earthquake is 3¢ important
and because of the urgency associated with many of these problems (for
example, related to siting of nuclear power plants or c¢hoices between
digital and conventional instrunentationi we considered that it was
important to carry out extensive studies related to the data we recorded

scuth of the border amd to the aftersﬂock data we reasorded on both sides

of the border,

We therefore requested support for expenses related to data from






the main shocks recorded south of the border and data from aftershocks
an both sides of the border, In particular, we requested funds for (1)
preparation and analysis of strong motion data recorded south of the
border, most of it on special new digital accelerographs (Terra Technol-
ogy and Kineretries); (2) special instrument checkout and calibration to
verify the data recorded; (3) reconnaissance survey of site conditions
~and shallow site geology at each station; (4) field work, travel
expenses and expenses for recording, preparation and analysis of data

fron nunerous aftershocks recerded both on digital seismographs and on

digital strong motion instrunents; (5) comparison of integration using

diéital delay recording with integration using conventional records; (6)
purchase of a new DCS5-300 - DCA-310 combination playback unit; and (7)
detailed modeling of the strong motion data to determine the nature of

the rupture process during the earthquake

3.2 Preparation and Analysis of Strong Motion Data Recorded South of

he U.5.~Mexico Border.

Strong motion accelerograms recorded in this earthquake, together
with all othér accelerograns fror sites south of the U.S. Mexico border
for the years 1978-1980 have been catalogued and are now available from
the National Geophysical and Solar-Terrestrial Data Center, National
Oceanic and Atmospheric Administration, éoulder, Colorado. These data
are deseribed in Appendix I. Preliminary analysis of accelerograms from

the October 15, 1979 earthquake is given in Appendix II.

3.3 Special Instrurent Checkout and Calibration,

Tilt test calibrations were performed, and the results were incor-

’






porated inte the data preparation stagze as the accelerograms were
prepared for distribution. Special problems originating with individual

accelerogramy are noted in Appendix I.

3.4 Reconnaissance Survey‘gf Site Conditions and Shallow Site Geology

EE Each Station.

Appendix III deseribes an analysis of the coda of the accelerograms
tec derive the relative site amplifications, as a function of frequency,

for digital accelerograph sites.

3.5 Preparation and Analysislgf Data from Aftershocks.

All digital aftershock records have been transferred +to 9-track
carnputer-canpatible magnetic tape, and are available for use by

interested scientists,

Spectra and spectral attenuvation for selected aftershocks have been
studied and are desecribed in Appendix IV, which also shows.station loca-
tions and locations of some of the more widely recorded aftershocks of

the earthquake,

3.6 Comparison of Integration Using Digital Delay Recordings with

Integration Using Conventional Photographic Recordings,

Appendix V describes an evaluation of the performance of the digi-
tal accelerographs in Mexico, including reliability, noise levels, and

integration of the accelerograms.

3.7 Purchase of a new playback unit for digital data.

The playback unit was purclased and is operating satisfactorily.

~
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3.8 Modeling of the strong motion data to determine the nature of the

rupture process,

The rupture process of the main shock has been studied with one
relatively simple mathematical model and by means of a very sophisti-
cated inverse proce&ure. Appendix VI describes a parametrie study of
the phase of strong ground motion caused by passagé of the rupture on a
nearby fault, We cbserve that this phase is symmetric with respeet +to
the time when rupture passes the site, Therefore, as described in

Appendix VI, this syrmetry has been exploited to obtain one estimate of

the rupture velocity during this earthquake, Results in Appendix VI,

also suggest that layered structure of the earth is more important than

asperities or the fault starting and stnpping phase ipn determining the
amplitudes of strong ground motion, We also note (Appendix VII} that a
dipping fault plane or a dip-slip component of ground motion might lead
to some of the asymmetry of ground motion on opposite sides of the fault

surface,

Appendix VIII, describes a formal inversion of all the strong
ground motion data to obtain the details of the earthquake source

mechanisrt during the earthquake,






APPENDIX I

Maxicali Valley Accelerogram Data: 1978-1980

John G. Anderson, Richard 3. Simons

Report 82-1
Strong Motion Project
Institute of Geophysics & Planstary Physics

University of California =at San Diego, La Jolla, CA 92083

{Reportlaccompanies data tape of the same title)

(N.B.)
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Mexicali Valley Accslerogram Datad: 1973-1980

John G. Anderson, Richard 3. Simons
Introduction

The Institute of Geophysics and Planetary Physics (IGPP) of the
University of California, San Diego and the Instituto de Ingenieria of
Universidad Nacional Autonoma de Mexico (UNAM) jointly operate a
strong-motion accelerograph network in the Mexiezli Valley, Baja Cali-
fornia Norte, Mexico. The Mexicali Valley is the southward continuation
of the Imperial Valley of California, USA, and as such it sits astride a
portion of the strike-slip boundary between the North America plate and
the Pacific plgte, The Mexicall Valley has 2 high nistorical rate of
earthquake occurences, with magnitude & or larger earthquakes occourring
more frequantly than once every ten years, on the averags. Accelero-

graph locations are shown in Figure 1 and listed in Table 1.

The network consists of both digital and analog accelerographs.
Experiences with the digital recorders are described in Anderson et al.
(1982). In the years 1878 to 1980, the IGPP-UNAM accelerograph network
recorded accelerograms from two earthquakes with magnitude greater tnan
6: the October 15, 1979 Imperial Valley earthquake and the June 9,. 1650
Mexicall Valley earthguake. In addition, it recorded several smaller
events, as listed on Table 2. A tape has been prepared which includes

all data from Table 2 for earthquakes witthL > 4.0,

Charscteristics of the Data

Accelerograms are storad on the tape as one accelerogram per pnysi-
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cal file. Table 3 lists only the acc2lerozrams wnich are on thé tape,
and the corresponding fil2 numbers. Each file consists of a 12-line
header followed by the acceleration data in a (2X, F§.3,4 (2X, 5IS9))
format. Data are equally spaced at 100 or 200 points per second,
corrected for the gain of the instrument, but not corrected for dynamic
response, Units ;f acceleration are mm/se:z, with the data rounded *to
the nearest integer. Positive integers correspond to positive aceelera-
tion of the ground in the component direction identified in the header.
The fleating " point number in the F8.3 format at the start of each line

is the time of the first sample of that line relative to the start of

the record. Figure 2 contzins a listing of the first part of one fFile,

Tablé 4, from Mena et al. (1980), lists the instrument characteris-
ties for analdg accelerographs which have contributed data in 1979 and
1980. For the DCA-310, andg the DSA-1, we do not yet nave individual
measuraments of natural frequency and damping for the force-balance sen-
sors. Nominal natural frequency for the DCA-310 sensors is 30Hz, nomi-
nal damping is 70% critical. For the DSA~! sensors, the nominal natural
frequency is 53Hz, and the nominal damping is 64% critical. The digital
recorders are designed to fecord a segment of the backzground accelera-
tions immediately preceding the mctions which caused the recorders to he
triggered. The 'durations of the pre-event data segments varies because
the first seismic motions do not necessarily trigger the accelerographs:

actual durations are listed in Table 3.

The zero level of acceleration on the data is only approximately

removed; l.e. any datum a, is associated with a trus ground accelzration

3, - ap, where a5 is an unknown for eacn record. For the digital data
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Wwith a leader consisting of pre-event data, ay is similar to the values
in this leader. However, for reasons explained 1n Anderson et al.

(1982), the leader is not sufficient to accurately define ay; rather it
serves as a check on estimates derived by other means. Because. of
least-significance-pit errors in the analog-to-digital conversion on
some accelerographs, &85 may differ from the leader by up to several

2

cm/sec in this data. The peak.values of acceleration in Table 3 and

the {ile headers are "subject to this same uncertainty in 3.

Analog accelerograms have been digitized by hand at IGPP or at
UNAM. Raw acceleraticns at unequal spacing averazing 30-50 per sec¢ have
been converted to equally spaced data points (100/sec) by mesns of
iinear interpolation to 600 samples/sec, followed by low-pass filter{ng
(fc = 40 Hz) and then decimation. For thesé analog accelerograms, =

0

may be a function of time.

Files 59, 60, and 61, corresponding to the record from station Vie-
toria from the June ¢, 1980 earthquake, deserve special menticn.
Because of difficulty with the playback (discussed by Simons, 1982),
there are some gaps in the accelerograms totaling 1 to 2 sec on each
channel. These gaps have been flagged by acceleration values of greater

than 14000 mm/sec2 on this tape.

For the users' convenience, preliminary versions of _Simons (1982
and Anderson et al. (1982) are attached as appendices.

i
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TABLE 1
ANALOG STRONG MOTION STATIONS IN NORTHERN BAJA CALIFORNIA

Station Name Location
kercpuerto Mexicali 32° 39.05'N
’ 1159 19.90'W
Ignacio Zaragoza 329 11.58'N
’ 1169 239.10'W
Ciencias Marinas 310 51,85
1169 39,70'W
Bufadora 310 y1,22'N
' 116% 37.40W
Km €2 310 45.83'Y
1160 03.45'YW
Sta. Latarina 319 39,17'N
1159 ug.531y
Valle Trinidad 310 24 . 00N
) 1150 43.00'W
Mexicali 3AHOP 320 37.05'N
1159 26,25'W
"Mexicali Hospital 320 33,45'N
1150 28.28'W
Mexicali Casa Flores 320 37.08'N

1159 06.18'W







TABLE 2 :
DATA FROM MEXICALI VALLEY

CATALOG OF STRONG MOTION

Event ' Stations That Recorded
Date Time Location Mag.* ! Name Recorder Comments
03/11/78  23:57:46.5 322 15,50'N 4,8 Vietoria SMA-1 Digitized on a
115 07.75'W Delta SMA-1 Bendix Digitizer
03/12/78 00:30:17.3 329 19.30'N 4.5 Victoria SMA-1 Digitized on e
1189 05,451y Bendix Digitizer
23/12/73  18:42:24.0 329 15.10'N 4.8 Victoria SHA-1 Digitized on a
1159 05,90 'W Bendix Digitizer
10/10/79  19:48:36.65 329 17.73'N 4,1 - Delta Terra Tech
115° 19,23'9 Cerro Prieto Terra Tech
10715779 23:16:55.09 329 38,37 'N 6.6 Delta Terra Tech
1159 19.68'W Cerro Prieto Terra Tech
Chihuahua Terra Tech
Compuertas Terra Tach Na Timing
Agrarias Terra Tech
Victoria Kinemetrics Ho Timing
Cucapah Kinemetrics No Timing;
1 Horiz. Inop.
feropuerto SMA-1 Digitized a%t Ul
HMexicali SMA-1 Digitized at UMAH
(Casa Flores)
10712779 23:19:29.98 320 y45,9u! 5.2 Delta Terra Tech Triggered on S
1169 26,45
10/24/79 06: 4427 15 320 25.00'N 3.2 ‘Cerro Prieto Terra Tech Triggered on 3
1159 13.22'W
12/21/79 20:480:23.26 329 27,03 4.8 Chihuahuza Tarra Tech Triggered on 8
1159 11,72° Compuertas Terra Tech Triggered on 5
Cucapah Kinemstrices No Timing;
1 Horiz, Inop.
06709780  03:28:19.4 32° 11,127 6.1 Chihuahua Terra Tech Triggered on 3
1159 pu,s55¢ Victoria Kinemetrics  Severe Dropouts
Cucapah Kinemetrics  No Timing;
1 Horiz. Inop.
Cerro Prieto SMA=T Digitizad at UNAH
Mexicali SMA-1 Digitized at UNAM
(SAHOP) :
Hospital SMA-1 Digitizad at UNAM
(3 levals)
06/09/80 03:29 (Aftershock of above?: Chinuahua Terra Tech S~-P ~3 secs
Follows by ~40 secs) Vietaoria Kinemetrics
Cucapah Kinemetrics No Timing;
1 Yoriz. Inop.,

Cerro Prieto

3MA-1

S~-P ~iU seas






Event Stations Taat Recorded

Date Time Location Mag.® | Name Recorder . Comments
06/09/80 03:30:04.7 4.9 Victoria Kinemetrics S-P -1.7 secs
(P arrival)
06/09/30 03:30:28.1 5.3 Vietoria Kinemetrics 3-P ~2.0 s2z
(P arrival)
06/09/80  19:47:54.9 320 23.84'N 3.2 Delta Terra Tech Triggered on S
1189 11,52'W
06/09/30 20317:11.6 22% 16.32'N 2.5 Delta Terra Tech -Triggered on 3
1159 09,241
06/09/80 20:31:32.3 329 13,1471y 3.9 Delta Terra Tech Triggered on 3
1159 05,341y
06/09/80 21:105:437.7 320 23,52'N 2.4 Delta Terra Tech Triggered on 3
1152 10.484'W
06/09/80  23:26:18.6 329 16, 14'N 3.0 Delta Terra Tech Triggered on $
1159 09.30'W
06/09/30 23:33:41.0 320 21.90'N 4.3 Delta Terra Tecn
118° 12,90 Cerro Prieto
06/10/80  00:17:36.9 329 20.40'N 3.3 Delta Terra Tech

1159 12.18'W

~06/10/80 00:17:58.8 320 25.02'N 3.3 Delta Terra Tech
115° 12.00'9

06/10/80 00:36:51.0 320 22.86'N 3.4 Delta Terra Tech
1150 11.88'W

06/10/80  01:07:08.6 32° 19.20'N 3.6 Delta Terra Tech  Triggerasd on 3
1159 12.72¢W

06/10/80  01:35:36.6 320 22.62'N 3.4 Delta ‘Terra Tech
: 1150 12,551y

06/10/80 01:36:28.1 320 22.98'™ 2.9 Delta Terra Tech Triggered on 3
1159 13,02'W

06/10/80 01:59:01.9 32° 22.85'N 2.7 Delta Terra Tech
’ 1159 11:82'W

06/10/80  05:36:24,0 329 24,00'N 3.3 Delta Terra Tech
1159 128419

* Cal Tech Magnitude (ML)

Note concerning the interval Oect, 25, 1979 through Mar, 8, 1980 at Station Victariz: The
Kinemztrics oigital Recorder at Victoria recorded seven events during this pariod, With maximum
azcelaration levals (0~P) ranging from about 150m/3ec2 to 170cm/sec®, and S-P's generally less
Tnan 4.5 seconds. _Lacking timing on the tape it has not yet been possinle to correlats inase
signals positively with the (Cal Tech) ecatalog of .nearby events.







TABLE 3A
1978 DATA (UCSD FILE R.MV73) ON TAPE

Epicenter MLT Station UCsSD EDIS Component 3nax Duration of Comments
Data/Time/ Inst. Type File Tape ' PED%¥/Record
Locationt No. File (¢em/sec)
Mar 11, 1978 4.8 Vietoria ) 101 1 34504 451 0/14,68 M3
23:57:46.5 SMA=-1 102 2 ap 328 0/ 9.00 M
32915.50'W 103 3 SU59E 458 0/ 9.67 4
115907.75 "4 Delta 201 4 Susoy 128 0/16.67 MB
SMA-T 202 5 up 286 0/10.00 M
203 & syscg 299 0/16.68 M
Mar 12, 1978 4.5 Victoria 301 7 3450y 410 0/11.68 MB
Q0:30:17.3 SHA-1 302 8 up 38 0/ 7.00 M
32°19,.30'N 303 g syseg 452 0/11.68 M
115005, 45
Mar 12, 1978 4.8 Victoria 407 10 3450y 552 0/14.00 MC
o 18:42:24.0 SMa-1 402 11 up 218 C/10.00 4
32¢15,10'N 403 12 Su5°g 324 0/13.89% M
118905.90'W

T CalTech determinations
¥ PED = Pre-Event Data






TABLE

33

1979 DATA {(UC3D FILE R,MV79) ON TAPE

Eplcenter M1 Station UCSD  EDRIS  Component CH Duration of  Comments
Pate/Timet Inst. Type File Tape PED¥/Record
Location No. File {cm/sez® )
Qet 10, 1979 4,1 Delta 101 13 N8Oy 145 0.30/ AE
1G:48:36,65 DCA-310 102 14 down 73 25.81
32097,73 W 103 15 S82CW 141
115919,23'W Cerro Prieto, 201 16 3579y 65 1.20/ AE
DCA-310 202 17 down 57 23.65
: 203 18 $33°F 42
Oct 15, 1973 5.6 Delta . 307 19 Ngow 340 0.64/ AE
23:116:55.09 DCA-310 302 20 down 149 100.15
32938,37'N 303 21 582°W 231
115%19.68'W Cerro Prieto 401 22 S57OW 154 0.74/ AE
DGA-310 B0z 23 down 196 $9.25
403 24 S330E 163
Chihuahua 501 25 N120E 262 .74/ AE
DCA-310 502 26 down 211 51.59
503 27 NT8OYW 251
Compusrtas 501 28 N159g 184 4,76/ NJ
DCA-310 602 29 down 72 57.03
603 30 NTSW 145
Agrarias 701 31 N3°g 351 0.60/ ATI
BCA=310 702 32 down 339 28. j4
703 33 NETCW 230
Victoria 801 34 N75CE 11% 2.58/ BE
DSA-1 802 35 up 57 56.38
803 36 N150W 165
Cucapah 901 37 NB5eg 303 9,04/ CtH
DSA] 902 33 up 136 G2.54
Aeropuerto 1001 36 -N4sOy 256 0/13.60 e
SMA-1 1002 40 up 156 0/11.22 G
1003 41 N45CF 319 0/14.76 G
Maxicali 1101 42 NOOCE 238 0/17.01 GD
Casa Flores 1102 43 up 328 C/15.77 G
SMA-1 1103 4y N9QCy 435 0/18.97 G
Det 15, 1979 5.2 Delta 1201 us N 89 108 AF
23:19:29.98 DCA~310 1202 ug down - 24 6/718.13
22045, 94 'N 1203 u7 38204 58
115926.45
Dec 21, 1979 4.8 Chihuahua 1401 48 N120E 114 T arF
20:40:23.26 DCA=310 1402 ug down 51 Q/ 14,44
32927,03 "N 1803 50 NT78OW 160
11511, 72'W Compuertas 1501 51 N15%E 181 AF
DCA~-310 1502 52 down 54 0/13.74
1503 53 NT594 72
¢ Cucapah 1601 5y N85°g 165 1.80/
DSA-T 1602 ) up 124~ 45.89 CEH
T Caltech daterminations
+ PED = Pre-~Event Datz






TABLE 3C
1980 DATA (UCSD FILE R.MVB0) ON TAPE

90

Epicentery M,T Station UCsp EDIS Component CI. Buration of Comments
.. Date/Time _ ~_ ___Inst. Type.. -File - Tape. -~ e oo ... PED$fRecord -
Location No. File (cm/sec2)
Jun §, 1980 6.1 Chihushua 101 56 512% 182 0.05/ A
03:28:19.4 DCA=-310 102 51 down 170 56, 41
32911.12'N 103 58 378°E 150
115004.55'W Victeria 201 59 NS0PE 953 2.0/ BEKL
D3A-1 202 &0 up 380 99,68
203 61 N40Cy 858
Cucapah 301 62 N859g 76 1.758/ CEH
DSA-1 302 63 up 114 87.07
Cerro Prieto 401 64 NU45OE 513 0/24,49 GB
SMA-1 402 65 up 288 0/25.55 G
403 65 NU450y 575 0/24.58 G
Mexicali 501 67 N1CPE 110 0/15.72 GD
SAHOP
SMaA-1 502 68 up 56 0/20.24 G
503 69 N80Oy 75 0/15.64 G
Mexicali 701 73 NQOOPg 44 0/18.40 GD
Hospital : '
Basement 702 T4 up 25 0/21.95 G
SMA-1 703 75 NQCOy 30 0/25.59 G
2nd level 601 70 NGOOE 139 0/26.10 GD
SMa-1 602 71 up 52 ¢r21.14 G
603 72 NGOy 73 0/25.12 G
Reof 801 76 NDOOE 180 0/37.05 GD
SMA-1 802 77 up £9 0/20.87 G
803 78 NGCOy 126 0/36.14 G
Jun 9, 1580 Cerro Prieto 1401 82 NU5PE 137 0/15.43 G383
03:29 SMA=1 1402 a3 up 77 0/7.97 G
(immediate 1403 84 NU50y 104 0/10.23 G
aftershock)
Jun 9, 1980 4.9 Victoria 1201 79 N50°g 272 3,74/ BP
03:30:04 D3A-1 1202 80 up 90 88.32 Q
and 1203 84 NLO%Y 382 ]
Jun 3, 13880 5.3 )
03:30:28
Jun §, 1980 4.3 Delta 2001 85 NECW 175 0.562/ A
23:33:41.0 DCA-310 2002 85 up 347 15. 14
32921.80"N 2003 87 S820% 159
115912.90'W
Cerro Prieto 2101 88 NU45°g 64 0/7.80 GB
SMA-1 2102 89 vert 32 0/2.92 G
2103 NU5Oy 31 0/5.31 G

T Caltech determinations
¥ PED = Pre-tvent Data






Table 3 Comments

A

B

hccelerogram timed by internal clock
Accelerogran Qimed by WWVB radio

Accelerogram not timed: WWVB not recorded
Accelerogram not timed

Digitél recording recovered first P-wave motions
S~wave trigger

Traces are not simultaneous due to digitization from original film
recording

Third component failed

Coupling of sensor and pier partially failed: Verticél component
unreliable, horizontal components probably less affected.

Accelerogram triggered in time to record P-wave, but flrst non-zZero
motions on all three components coincide with S. -

Difficulty in playback of cassette tape.
Largest peak accelerations from recovered portions of accelerogram.
Care was taken during digitization to keep traces simultaneous.

Accelerogram timed by internal clock, but clock correction was not
obtained.

Continuation of accelerogram from main shock (EDIS Tape File 59).
Continuation of accelerogram from main shock {EDIS Tape File 60).

Continuation of accelerogram from main shock (EDIS Tape File 61).

‘Accelerograph at Cerro Prietd recorded continuously between main

shock (EDIS Fils 64, 65, 66) and these records. This constitutes
only segments which were digitized. Long period motion -occurred
continuously between main shock and this aftershock.
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STRONG MOTION DATA RECORDED IN MEXICO
DURING THE OCTOBER 15 MAIN SHOCK

James N. Brune1, Jorge Princez, Frank L. Vernon III1,

2 1

Enrique Mena®™ and Richard S. Simons

L
b

ABSTRACT

Seismic signals from the October 15 earthquake were recorded
at nine strong motion statioﬁs in the Northern Baja California array
operated jointly by Mexican and U.S. research interests. Seven of
the stations were occupjed by three-component digitally-recording
écce]erographs; the other two contained three-compcnent film-recording
accelerographs. This report summarizes the peak accelerations and
velocities observed on all components, and the P and S phase arrivg]
times where possible. Four of the stations lacked absolute timing and
one station triggered on the S phase rather than the P phase. Near the
border, most of the instruments recorded peak horizental accelerations
of about 0.3g, decreasing to 0.17g at the farthest station. The
general pattern of strong motion shows considerable complexity.

From each of the digital stations we present playbacks of
the three-component accelerograms, as well as integrations of the
acceleraticn records (without instrument correction) to show velocity

and displacement., To determine local magnitude, the digital horizontal



strong motion records were converted into equivalent Wood-Andearson
seismogfams using a deconvolution-convelution technique. The average
magnitude from this group is about 6.3, which is somewhat lower than
the average magnitude determined to the northwest (6.6), suggesting

- some focussing of energy to the northwest.
INTRODUCTION

The Imperial Valley earthquake of October 15, 1979 provided

a wealth of strong motion data, both south and north of the Mexico - U.S.

international border, Most important relative to the data presented
here, the earthquake was surrounded by instruments both in the direction
of ruptufe propagation {northwest in the Imperial Valley), and in the
direction away from rupture propagation (southeast to our array in
Baja California, Mexico). In addition, it was recorded on a Targe
number of digital instruments (seven in our own array) allowing for
the first time a detailed comparison of the performance of digital
and conventional accelerographs.-
PRELIMINARY DESCRIPTION OF DATA RECORDED
ON THE NORTHERN BAJA CALIFORNIA STRONG MOTION ARRAY

The Northern Baja California strong motion array was installed
as a cooperative Mexico - U.S. project, with U.S. funding by the
National Science Foundation (NSF) Research Applied to National Needs
(RANN) and Applied Science and Research Applications (ASRA), and Mexican
funding by Consejo Nacional de Ciencia y Tecnologia {(CONACYT) and the

Institute of Engineering, Universidad Nacional Autdnoma de México.
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Initially, 18 SMA-1* film recording instruments were installed (Prince
et al., 1977).‘ Prior to the October 15, 1979 Imperial Valley earthguake
strong motion records were cbtained from the Mesa de Andrade earthquake
of December 7, 1976 and the Victoria earthquake swarm of March 1978.

We subsequently replaced a number of the SMA-T instruments with 10
digital accelerographs of the two kinds then ava{lable (Terra Techno?ogy*
and Kinemetrics* instruments), and deployed a cross array of stations to
study attenuation of strong motion perpendicular to the fault. At the
time‘of the October 15 earthquake, most of the digital instruments were
in operation {two had been temporarily diverted to record possible
aftershocks of the March 14, 1979 Petatiidn, Mexico earthquake) and most
of the piers in the cross array had instruments on them, The part of
the array in the Mexicali Valley is shown in Figure 1, Aside from the
instruments in the regular array, one instrument operated by the
. Secretaria de Asentamientos Humanos y Obras Publicas (SAHOP) - UNAM was
temporarily at the private residence of Mr. Alfonso Flores in Mexicali,

Most of the instruments performed well. Howevér, no radio

time was recorded on any of the Kinemetrics instruments (two digital

and two SMA-1, all relying on WWVYB radio for time); one of the Terra
Teghnoﬁogy DCA 310* digital instruments malfunctioned and we have not
been able yet to read the cassette tape from it; and anpther Terra
Technology instrument had unexplained erratic low bit behavior. One
éhanne? of one of the Kinemetrics digital recorders also failed.

One presumably erroneous recording of a high frequency vertical

ac%e?eration occurred at the station.Agrarias {~0.8g at frequencies of

~30 Hz). Inspection of this instrument after the earthquake revealed

*
The use of trade names in this publication is intended for descriptive
purpose only and does not constitute endorsement by the U.S.G.S.



that one of the mounting bolts was loose on the accelerometer package
and this was very likely the cause of the anomalous high frequencies
recorded. One corner of the accelerometer package could be oscillated
vertically a small amount with one finger. However, the package could
not be moved horizontally, and thus we believe that aside from the high
frequency cross coupling (which can be filtered oyt) the horizontal
records should be reliable, especially the velocity and displacement,
In ai], for the main event we obtained 11 records (seven Terra Technology
OCA 310, two Kinemetrics digital DSA-1 and two Kinemetrics photographic
SMA-1). Table 1 1ists the location, orientation and peak accelerations
for these records,

Near the border, most ¢f the instruments recorded peak
horizontal accelerations of about 0,3g, decreasing to 0.17g at the
furthest station. The Cerro Prietoc record is of special interest since
it is the only record obtained on solid rock south of the border. The
stations on solid rock north of the border which recorded this earthquake
were at larger distances and recorded considerably lower accelerations
(Matthiesen and Porcello, this volume). Cerro Prieto is a massive
volcanic cone emplaced through the thick sediments of the Mexicali
Va11e}. Its higher rigidity would normally be expected to reduce the
surface accelerations. However, since it is connected to the basement
beneath the sediments, one might expect it to transmit high frequency
energy to the surface more efficiently thaﬁ sediments, thus tending to
increase the accelerations. Its peak acceleration is somewhat Tower
than that for nearby stations in sediments. However, its predominant

frequency appears to be higher,

7



Figure 2 shows a plot of peak accelerations as a function of
distance from the intersection of the Imperial Fault with the international
border, including some of the stations north of the border (Matthiesen
and Porcello, this volume). The accelerations to the southeast are
quite high to fairly large distances, i.e., they do not show a sharp
fall off with distance near the epicenter. The high acceleration
observed at Delta at a distance of 33 km is gquite surprising.

Figures 3 through 9 show the (unprocessed) three-component
acceleration records obtained from the digital accelerographs. Note
that the station Compuertas triggered on the S-wave, not the P-wave.

We have done a preliminary integration of the acceleration
records to obtain particle velocities and displacements for some of
the stations, fo]]owing Trifunac and Lee (1973). The results are
shown in Figures 10 through 29. The records have not been corrected
for instrument response at high frequencies. The high pass filter
taken for these integrations has a corner frequency of 0.6 Hz. The
peak values of velocity for these stations are listed on the figures

and tabulated in Table 1.
ARRIVAL TIMES

Since the digital strong motion instruments had delayed
recording of 1.6 sec, we can accurate]yrread the onsets of P waves as
well as S waves. We have interpreted arrival times as indicated {by
dots) on the records shown in Figures 3 through 9. The tabulated

values are shown in Table 1;



MAGNITUDES

Since there are no Wood-Anderson recordings to the southeast
of the epicenter, the determination of local magnitude, ML, based
primarily on stations to the northwest could be seriously biased,
especially if the rupture propagation focussed energy toward the
northwest. In order to partly remedy this situation, we have converted
the digital strong motion records from the Northern Baja California
array into Wood-Anderson equivalent records using the deconvolution-
convolution technique suggested by Kanamori and Jennings (1978), and
a program to do this written by Alejandro Nava. Magnitudes were then
computed from these mock Wood-Anderson records using the standard tablies.
These magnitudes are listed in Table 1. The average magnitudes from
this group of determinations is 6.34. The only solid rock recording,
from Cerro Prieto, gives a comparable value of 6.2, These magnitudes
are scmewhat lower than the average of the magnitudes determined to
the northwest, 6.6 {Johnson, this volume) and suggest somé focussing
of energy to the northwest. Thus, the magnitude which would have been
obtained from a uniform sampling of Wood-Anderson records at all

azimuths would probably have been about 6.5.
CONCLUSION

The strong motion records of the October 15, 1979 Imperial
Valley earthguake recorded in Mexico, combined with the large number ofmwmm, 3
records recorded north of the border provide relatively complete

azimuthal coverage with strong motion recordings, i.e., both in the
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direction of rupture propagation (northeast) and in the opposite
direction. The accelerations {and velocities) are generally higher
along the fault to the northwest in the Imperial Valley; however, the
pattern of strong motion shows considerable complexity, which is not
explained by a simple propagating point source. This may be a result
of non-uniform displacement along the rupture and/or structural
inhomogeneities, The ML magnitudes estimated fromthe strong motion
records is about 6.3, somewhat lower than the average magnitude
determined from statiéns to the northwest. Because the data for this
earthquake is so extensive, we anticipate that further study will
lead to a better understanding of rupture propagation for this earthquake

than has been possible for any preVTous earthquake.
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TABLE 1
(cont'd)

SM = Kinemetrics SMA-1 Film Recorder,
TT = Terra Technology Digital Recorder,
KN = Kinemetrics Digital Recorder.

*This station was temporarily located at the Flores residence in Mexicali,
approximately 1 km east of the normal Mexicali SAHOP station
(No. 6619)., The coordinates given here are those of the Flores

residence.
** S . torS - P is questionable,
*** No absolute timing at station.

**x* Film recorders. Acceleration traces could therefore not be readily
integrated for velocity or deconvolved/convolved for magnitude,
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Acceleration, velocity and displacement (not corrected for
instrument response) at station Chihuahua, N102°F component,
from the October 15, 1979 Imperial Valley earthguake.

Figure 18.

3
A



2

DT CH.

3T

€335/335/W37 NOT18y31333U (3357131 ALIJ0T3A (W3} IN3FW329T4SI0

Figure 20. Acceleration, velocity and displacement (nof corrected for
instrument response) at station Delta, N172°E component,
from the October 15, 1979 Imperial Valley earthquake.
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Figure 21, Acceleration, velocity and displacement (not corrected for
instrument resnonse) at station Delta, NB2°E component,
from the October 15, 1979 Imperial Valley earthguake.
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APPENDIX III

PRELIMINARY EVALUATION OF SITE EFFECTS AT DIGITAL

ACCELERDGRAPH SITES, MEXICALI VALLEY, MEXICO

Jorn G, Anderson
Institute of Geophysics and Planetary Physics
Scripps Institution of QOceanozraphy
University of California, San Diego

La Jolla, California 92093
Abstrast

An analysis of relative coda arplitudes on six digital accelero-
grars fror the Qotober 15, 1979 earthquake was carried oyut, Coda arpli-
tudes are greater at Cerro pPrieto and at Delta than at other stations,
A larger data sét needs to be studied before stztistically significant

conclusions can be reached on the relative site factors at these

accelerographs,
Intreduction

The coda of local earthquakes, which is the portion of 1local
seisnograns of decaying arplitudes after the oprirary phases have
arrived, can be used to evaluate relafive zite effects on seisric ground
moticns. This is known fror resuvits of_Aki (1969), who found relative
coda arplitudes for sitec near pParkfield, California ranging fror 1,0 to
7.8, Tsujiura (1973) alsgstudisd relative site excitation, and found
trhat the amplification is frequency dependenf. Tnis frequency-dependent
relativé site arplification can-alss, in principle, be derived fror a

sufficiently detailed model for underzround structure near each site,
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and in the metropolitan Tokys area, Tsuiivra (1673) suvggests that thre

tw> Tethods appear to be consistent, The coda method is mueh simpler,

With the advent of dizital recording of stronz earthquake ground
motion (ez,., Anderson et al, 1932) it xay become possible to derive the
site arplification by means of the coda method using the sare instru-
rents which have recorded significant acCelerogram;. Indeed, there is a
possibility that the coda genersted by a significant earthquake can be
used to derive relative site arplifications. We note that this is not
feasible with anzlog-recordinz accelerographs because the later portion
of the «coda of larze events, and also the sraller aftershocks, are not

usually digzitized, primarily because of a low signal-tc-noise ratio.

In this paper the coda of six digzital strovz gwotion accelercgrars
frar the Irperial Valleylearthquake of October 15, 1979 ic used to esti-
zate relative site effects at the accelerograph sites, Theré is a
difference between the coda analyzed in this study and the codas which
have been analyzed previously. In particular, studies by Aki (1989,
1980, 1981), Aki and Clowvet (1975), Tsvjiuvra (1973), and Rautian and
Khalturin (1978) all used srall earthquakes for the source excitaticn,
in whieh the c¢oda is excited by a source whieh is brief in time and
localized in space, The theoretical basis for coda analysis implicitly
assures these properties (ez., Akl and Clouet, 1573}, The source of the
Itperial valley earthquake, in contrast, probably 1lasted 10 to 20
_ secoqu, and may have excited immediatg aftersheeks. The accelerozrans
provide data on zround motion for tires of vp to aboutlloo seconds after
thke orizin tize of the earthguake, but to conpare -several stations one

is foreced to examwine data in the times between 40 to 90 seconds of the
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orizin of the earthquake, The Iround motion in this time window must
consist at least partly of coda, as an elapsad tire of U0 seconds is
sufficient for the coda of snall earthquakes to be established. Furth-
ertore, direct body wave arrivals fror the primgry shock arrive prior to
this time interval. However, aftershocks and slow surface waves mizht
be assureld present in this time interval and appéar as nolise (possibly

stronger than the sighal at tires) in the coda analysis.

Data Anzlysis

Figure 1 shows the locations of digital accelercgraphs in HMexico
whichk recorded the Imperial Valley earthquake. Fizure 2 illustrates- the
tizes instrurents to the south of the U.S.-M2xice border were operating,
relative to origin tire of the earthquaxe. The trigzer tires at Aero-
pusrto, Casa de Al fonso, Cucapal, and Victoria are inferred frerm the S-
wave arrival tines at those stations and the linear apbroxtmation to the
S-wave arrival times at sites with absclute tixe gontrcl (Azrarias,
Chihuashua, Compuertas, Cerro Prieto, Delta), We note that tne S-wave
arrival tirze at Cerro Prieto deviates from this linear approximation by
about 2,3 seconds; this is not surprising bécause tte Cerro Prieto site
is located on a2 volecano, with a consequent higher velocity path for P-
and S~waves to that site., All other sites are on Colorsds River delta

sedizents.

The assurption of the coda method for site analysis is that when
coda® at different sites are covrpared for the sare tirxe interval, and in
the sarme frequency band, the local site effect is the only source of
arplitude differences. Thgrefcre each accelerogzrar was considered in 10

second tize windcws from 40-50 sec, 50-60 sec, 60-70 sec, T70-80 sec, and
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80-9C sec after the orizin time of the earthquake, Accelerograns in
each of these time intervals were tapered with a2 cosine-squared taper to
retove end effects of the window, and then filtered into frequency
bands: 0,.,2-0.5 Hz, 0.5-1.0 Hz, f.O—Z.O Hz, 2.0—5.0 Hz, 5.0-10.0 Hz, and
10.0-20.0 Hz,. Filtering was carried out nurerically by transforning te
the frequency domain, multiplying the Fourier component at frequency f

by

D1+ (e -0+ w170 (1)
where fL and fH are the lower and higrer limits of the freguency band,
ard then perforring the inverse kourier transform. The RMS acceleration
in eachk frequency band was computed fron the Tfiltered  accelerograr in
the time danain, Figurs 3 shows an exanple of original amnd filtered

accelerations.

~ Figure 4 shows one horizontal component of acceleration from each
of the six stations which were recordinz in the tire interval 4050 sea.
The stations are arranged according to inereasing distance fror the
spuree (Cucapah, closest, to Victoria, farthest)., There are obvious
differences in the relative arplitudes at the stations, with Delta and
Cerro Prieto the largest, and Cucapah the srallest.- Thus if the
afrivals in this time interval may validly be regzarded as coda, then

trere are significant relative site amplification factors.

We used the square rooct of RMS acceleration +to characterize the
arplitudes in each time band. These factors for the traces in Fig. 4
are: Cycapah, 1.77; Chihuahua, 3.g§; Compuertas; 2.77+ Cerro Prieto,
6.51y Delta, 13.54; Vietoria, 3.06; Trese factors seem to be a reason-

acle representation of the relative levels of these aceelerozrars. By

~
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the use of R4S acceleratjon; it becomes possible to easily cocapare relé-
tive coda amplitudes as a function of frequency, as was done by Tsujiura
(1978). Figure 5 shows values of (RMS)1/2 at all stations normalized to
the arplitudes which were obserQed at Vietoria. Average values of the
R45 acceleration from the two Morizontal components at each station were
fourd first, and the square roots of these averagzes were used teo derivé

the ratios shown in Figure 5.

The decision to use the arplitudes at Viectoria to normalize the
coda arplitudes at others sites was not arpitrary. As séen in Figure 2,
Cu‘capah, D=lta, and Victoria yielded the records of longest duration, so
that the choice was aror2 trose three, Based on Figure 4, and other
comparisons, the site at Delta appears to be ancrmalous, Furtherazore, at
Cucapah, one of the two horizontal components failed, and it was judzed
that the amnplitudes from a single component would be less reliable than
the average of two horizontal components at Victoria, We note, howevef,
that Victoria is a good choice based on the merits of its records. The
noise level on the accelerograph there {a Kineretrics DS4-1) was lower
than the noise at the other sites. Furthermore, as it is farthest {rom
the fauvlt rupture, it is least 1likely to be affected by snall aft-
erstocks. A disadvantaze to the Victaria site is that direct waves with
a group velocity of 1.0 km/sec to 2.0 kn/sec could be arrivirg fron the

northern lizits of rupture in the time windows considered.

One initial idea was that if the codas were contaminated by direct
arrivals, amnplitudes would at least be tending tcward those of a pure
coda, and the ratios in Fizure 5 would thus asyrptotically approact a

final wvalus for later time windows. This hypothesizaed aswrptotic

*
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behavior was not generally obvious, but perusal of Figure 5 stows some
cases where it is suzzested, such as in the 0.9 Hz to 1,0 Hz frequency
band at all stations, In general, however, plots of these ratios with
time do not give =stronz reasons for choosing the raticos in one tire
interval over that in another interval, Based on data which are plotted
by Tsujiuvra (1973, Figure 5.2), coda arplitude ratios in his study have
a scatter of & factor'of about 2.5. 1In Figure 65, soatter of greéﬁer
than a factor of 3 ocecurs in only two situations: between 5 Hz and 20 Hz
at Cucapah, and between 0.2 Hz and 1.0 Hz at Conpuertas. The svdden
jurp in rizh frequency amplitudes at. Cucapah at 70 sec to 90 se¢ is
apparently caused by an aftershcok; the scatter at Compuertas is vunex-
plained at present. Becausé the scatter>of data at the remaining fre-
quencies and stations is more cor less consistent with that observed oy
Tsujiura, it 1is conecluded that this scatter doss not contradiet thea
hypothesis that the relative coda arplitudes which are observed here are

representative of site effects.
Discussion

-

Figure 5 gives a reasonable first approximation of relative site
effects on coda amplitudes at six of the dizital stations which recorded
the October 15, 197G earthquaks, ~Table 1 surrarizes these data by giv-
inz the gmedian valuves of relative arplification for each station. The
uncertainty associated with entries in Table 1 is estimated to be in the
viejnity of a wmultipliecative factor of 2, on the averaze, at the 953
confidence level, Fror Fizure 5 and Table 1, uSing khis estirate, it
appears that the site factors at Cerrc Prieto and at Delta differ sizni-

ficantly frox unity across the entire freguency band,

pe
.
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In Figure 6, these factors have been applied to a plot of peék
acceleration and distance, to see how the shape of the curve is
affected. Figure 6A shows peak acceleration as read from the original
accelerogramns. In Fizure &B, éorrection factors for the 5.0 Hz to 10.0C
Hz frequency band have been applied, with points for Victoria held
fixed. The correction factors control the relative arplitudes, but the
absolute level in Figure 6B is not controlled. These corrections have
drastically altered the shape of the attenuvation curves by ixplying a
much steeper slope for distances less than 25 k. The trend toward
inpreasing acceleration from 25 ko to 45 kr is unsatisfactory. Relativ
coda arplitudes from & gore extensive set of reocrds skould be  analyzed
to establish whether or not these relative arplitudes may be used to

reduce the scatter in strong motion attsnuation data,
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TABLE 1 - Median values of site effects relative to
Station Victoria, based on coda atplitujes from the

October 15, 1979 accelerozramns.

Frequency band, Hz

Station 0.2-0.5 0.5-%.0 1.0-2.0 2.0-5.0- 5.0-10.0 10.0-~20.0
Cucapah 0.66 ’ 0.83 1.05 0.67 6.53 0.93
Chikuahua 1.79 1.63 1.40 1.35 1.04 2.00
Corpuertas 0.61 Q.49 0.52 0.95 1.56 2.38
Cerro Prieto 2.37 2.25 2.67 2.54 1.52 3.83
Delta 5.40 5.40 6.43 _u.51 2.55 3.4%

.‘*_:‘
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FIGURE CAPTIONS

Map of Irperial Valley - Mexicall Valley with epicenter of October

15, 1979 earthquake and accelerczraph sites in Mexico.

Times after orijgin time of October 15, 1979 earthquake during which
accelerographs in  Mexico were operating, Vertical 1lines to
represent instrunent operation are drawn at the distance between

the epicenter of the earthquake at the station.

Accelerograr fror station Delta (N89Y) in the time interval 40.0 to
50.0 sec after the origin tire of the earthquake. Band-pass fil-

tered traces are shown offset fror the vertical axis for clarity.

Horizontal band-pass filtered accelerggrars in the freguency band
2.0 Hz to 5.9 Hz, for the time interval 40 t£0 50 seconds, freoa all
six digital stations which were operating at tre time. Al; traces

except Cucapah are offset froxm zero acceleration for clarity.

Coda anplitude ratios for the horizontal component of aceeleration,
as a function of freguency. Different syrbols indicate different

time intervals, as described, in the legend.

A. peak accelerations, plotited agaiﬁst epicentral distance, for the
six stations subjeqted to coda analysis.

B, Corrected peak accelerations based on relative coda arplitudes,
relative to peak arplitudes abt Victoria, which were held fixed.

The absolute level in part B is not controlled.
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FIGURE CAPTIONS

Map of Inmperial Valley - Mexicalli Valley with epicenter of (October
15, 1979 earthquake and accelerczraph sites in Mexico.

Tizes after origin time of October 15, 1972 earthqguake durinz which
accelerozraphs in  Mexico were operating, Vertical 1lipes to
represent instrurent operation are drawn at the distance between
tr.e epicenter of the earthquaks at the statiomn.

Accelerograr from staticn D2lta (H39Y) in the' tire interval 40,0 to
50.0 sec after.the origin tize of the earthquaks. Banhd-pass fil-
tered traces are shown offsat fror the vertical axis for clarity,

Horizeontal band-pass filtered accelerogrars in the freguency band
2.0 Hz to 5.9 Hz, for the tizre interval 40 to 30 sseonds, fron all
six digital stations which were operatinz at the tims. All traces
except Cucapal are offsst frox zaro acceleration for clarity,.

Coda arplitude ratioss for the Forizontal conponent of accelé%atfon.
as a function of frequency. Different syrbels indicate Jdifferent
time intervals, as descriped, in the lezeni,

A. Cucapat/Victoria

B, Chihuvabhua/Victoria

C. Compuertas/Victoria

D. Carro Priestes/Victoria

E. Delta/Victoris

A, pealk accelerations, plotted azainst epicentral distance, for ths
six stations subjected to coda analysis,

B. orrected peak accelerations based on relative coda amplituies,
relative to peak arplitudes at Victoria, which were held fixed.
Tre abssclute level in part B is not controlled.
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ABSTRACT

Spectral attenuation of SH-waves has been studied to infer Q along the
Imperial Fault., The data set consists of =ix aftershocks of the Imperial Val-
ley earthquake (15 Qetober 1979, ML = 6.6) digitally recorded up to a distance
of Slkn. Although there is large variance in C)".I due to scatter in the data,
Q below 3.75km éppears to be a‘function of frequency {increasing from about 6C
at 3Hz to 500 at 25Hz). High Q values obtained at high frequencies strongly
suggest that scattering has not removed a significant amount of energy from
the signals and thus, the observed result, Q varying with frequency, is not
due to scattering. For sources below 4km the observed average SH-wave spec-

tral arplitudes, A(f,R) along the fault can be fit by

S(£) -nft* _mfL/QUE)

A(f,R) = R

+ Present address; Sierra Geophysics, 15446 Bell-Red BRd., Ste,
400, Redmond, Washington 98052
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where [ = frequency, R = hypocentral distance, S(f) = source factor, Q(f) =
quality factor below about 3,75km, and t = travel time up to 3.75km below the
surface. The value of t* for the upper 3.7Ske is probably between 0.027 and
0.047 (average Q betweern 100 and 60) depending upon the fall off of S(f) with

£ (3 or £2) beyond the cormner frequency,.

INTRODUCTION

One of the most ecritical parameters in simulating earthquake ground
vmotions is the =sei=smic quality factor, Q. Even at short distances, Q is
likely to play an important role in the attenuation of seismic shear waves at
frequengies above about 1Hz. Present day uncertainty in @ leads to a
;orresponding wmeertainty in the seismic design of buildings and eriticzal

structures in earthquake prone areas,

Several regressions on peak ground motion with distance have been made in

the past (e.g., Joyner and Boore, 1981; Boore et al,, 1980). Attenuation of
Fourier amplitude spectra with distance for California earthquakes has been

studied by Trifunac (19761, McGQuire [19781, arnd MoGuire and Harks [1980].

Trifurnac [1976] reported that the atterution with distance is essentially fre-
quency independgnt ard thus the shape of the spectra does not vary appreciably
irn the distance range between about 10 and 100km, He found that the attenua-
tion of Fourier amplitudes is adequately deserived by the empirical amplitude
atteruation function of Richter [19581. McGuire [1978]1, in a similar study
but with somewhat different data set, found the attenuvation of Fourier ampli-
tudes with distance as R-° where R is the hypocerntral distance and b increases
with frequency. The data set for these studies cares fror earthquakes with
M > 5 and from different regions of California. Thus the results from these

studies provide an average attenuation relation for California.



It is reasonable to assume that large differences in upper crustal strue-
ture will result in large differences in attenuation of seisnic waves. Thus,
each region should be studied separately. Ideally, for a given region, the
data should come from =mall earthquakes (so that the events could be assured
simple point sources) recorded over large epicentral distances and the crustal
structure should be known, If the crust could be approximated by horizontal
layers then the theoretical spectra, calculated for different distributions Q,
could be matched with data to determinre the Q structure of the crust, How-
ever, since at .wavelengths of interest here (~100m to 3kr) the crust is likely
to be 1laterally heterogeneous, the observed attenuation would include the

effect of scattering losses as well as the effect of intrinsiec Q.

In this study we present results of spectral attenuation of SH-waves
along the Imperial fault, The data consists of six aftershocks
(3.0 K M_ £ 3.4) of the 15 Oct 1979 (M_ = 6.6) earthquake which were digitally
recorded up to a distance of 51km, The interpretation of the observed average
spectra ag a function of epicentral distance supports a frequency-dependent Q

model.

DATA

Aftershock data used in this study were obtained from portable digital
event recorders operated by the Centro de Investigacin Cientfica y de Educacin
Superior de Ensenada (CICESE), the Institute of Geophysics and Planetary Phy-
sics (IGPP), Scripps Institution of Oceanography, University of California at
San Diego, and the U,S,_ggp}ggig;{wgp;yey (USGS), Menle Park. Only those
events which triggered three or more stations in an epicentralrdistance of at
least 30kr were selected. 3Six aftershocks (3.0 < ML < 3.4) fulfilled this

criterien, Table 1 gives relevant data on these events, Locations of the
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events arnd the stations are shown in Figure 1. Events 3, 7 and G ocecurred
towards the north, events 6 and § towards the south, and event 12 was located
near the center of the fault segment whieh broke during the main shoek.
CICESE stations utilized modified Terra Tech DCA 300 recorders whereas iGPP
stations were equipped with Terra Tech DCS 302 recorders, Sensors were
Kinemetric ©S-sec and Geotech l-sec seismcmeters. Specifications of USGS sta-
tions {Sprengnether DR100) are given by Fletcher et al. [1981]. Data reduc-
tion procedures for IGéP/CICESE ard USGS stations are given by Brune et al,

[1980] and Fletcher et al. [1981], respectively.

All stations were equipped with three-component sensors, Horizontal sen-
sors were oriented NUSPE and NuSOW at all CICESE/IGPP stations and in N-S, E-W
directions at USGS stations. In theory, the S-wave motion at each station can
be - resolved in azimuthal (SH) and radial components and, applying a radiation
pattern correction, the SH motion can be reduced to0 the expected SH motion at
a staticn located at the same epicentral distance along the fault. In prac-
tice, correcting for the radiation pattern results in an unreliable signal and
ie very error prone at the frequencies of interest in this study (> 1Hz). We
fird that stations which are expected to be nearly nodal for P and radial S
chow significant anount of energy for these phases. The sare is true for sta-

tions expected to be nearly nedal for SH-wave (see also Boore and Fletcher,

1981, Table 7). To avoid large errors caused by radiation pattern correction,
we have chosen only those stations which were located near the fault plane
and, in a few cases, near the auxiliary plane. Focal mechanisms of events 7

and 9 are given by Boore and Fletcher {1981) and for event 12 by R. Archuleta

(personal communication, 1981). Although these solutions vary slightly, they
are consistent with a vertical right lateral strike-slip fault with a strike

of about N33%W, We shall assume this mechanism for all =ix events considered



here. USGS stations were rotated to obtain the SH component. For CICESE/IGPP
stations NYSCE component was taken as recording SH motion. NUSOE is within
about 159 fror the true azimuthal direction for <these =stations and events
(Figure 1). Tests with USGS data showed that rotation, generally, did not

charge the spectra in an appreciable manner,

fbout 2 to 4 seconds of S-wave signal were selected for analysis.
Fourier displacement =spectra were calculated after applying an instrumental
correction, Table 2 gives stations which provided data for each event, Spec-
tra fror IVC and HED were found to be ancomalous, Signals and spectra from IVC
were much lower than expected, perhaps because of instrumental problems or due
to its locatien in a large school building., Spectra from HED appear reason-
able at lower frequencies but attenuated much faster at higher frequencies
than nearby stations COM and TIAA., This is true for events both to the NW
(events 3, 7, and 9) and to the SE {events 6 and 8) of HED. The anomalous
character of the sSpectra may be due to local site conditions, HED was located
on a sand dune. Whatever the cause of the anomalous -behavior of these two
stations, the data from these stations were discarded since our interest here
is in an investigation of average attenuation along the Imperial fault rather

than studying lacal site effects.

In order to obtain spectral values at the same frequency points for all
stations and events, the c¢alculated spectra were globally fit with cubic
splines constrained to have continuous first and second order derivatives, and
interpolated. The spectra were then swoothed by a low pass filter to remove
extreme roughness yet preserving their basic character. For USGS =stations
only the plots of the signal and the S-wave spectra were available to us at
the time of this study. The spectral amplitudes for these stations were

smoothed by eye, read, fit by global splines and interpolated.
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Spectra of the selected events showed no apparent difference in the
corner frequencies at the same epicentral distance range r, although amplitude
levels varied. For a given event the spectra at stations in the epicentral
distance ranges 2 < r < 14ke, 22 {r > 25.5km, 29.5 {r < 33.5km, and
43 < r < Stkm were similar. For any given event, the recordings were avail-
able from only a few stations (Table 2), Rather than analyze individual
events separately, it was decided to scale all the events so that the data
could be thought of as being obtained from a single aftershock. The scale
factors, given in Table 1, were obtained by shifting the spectral plots so
that the spectra for stations in groups A (2 < r < t4km)}, B (22 < r < 24.5km),
C(29.5 {r £ 33.5km), and D (43 < r € Stkm) of different events approximately
ratched. Scaled station spectra for group A are shown in Figure 2. Spectra
in all groups show considerable scatter and oscillation. In order to obtain a
representative spectra for each group, the logarithm of spectra in each group
was averaged, Figure 3 shows these log averaged spectra along with flanking
eurves for + one standard deviation, {(We have als¢ analyzed the data by tak-
ing average of the amplitudes rather than the log average. The conclusions
reached in this paper are not sensitive to the choice of the averaging pro-
cess,) The numbers of stations in groups A, B, C, and D are 10, 3, 8, and 3,
respectively (Table 3). The average epicentral distance for stations in
groups A, B, C, and D are 8, 23, 31.8, and 47,3km, respectively, The average
focal depth of the events is 8.5 + 1.4kr, Narrow band filtering at 10-20Hz
verified that the high frequency part of the spectra corresponds to primarily

S wave energy, even at the greatest distances,

INTERPRETATION

-

Figure 3 shows our basic data for the average attenuation of SH waves

along the Imperial fault, Although the data has been obtained from different



events and instrunents the mean curves in these figures should represent the
average characteristics of the spectra at epicentral distances of abocut 8§, 23,

32, and 47im.

Qur model for interpretation of the data is

ACELR) =§_(Rf.)_e-"ft’Q (1)

where A(f,R) is the spectral amplitude at frequency f and hypocentral distance
R = (r2 + 8.5251/2. S(f) = source factor, t = total travel time, and Q = qual-
ity factor. This is a very simple model valid for a point source in a homo-
geneous, isotropic, infinite space and a priori might not provide adequate
description of attenuation for the complicated Imperial Valley structure

[ McMechan and Mooney, 19801, In order to test the validity of Eg. (1) we gen-

erated synthetic SH-wave spectra using the Apsel-~Luco synthetic seismogram
code [Apsel, 1979]. Calculations were made for a point dislocation, with
Heaviside slip, buried at 8kn and corresponding to a strike-slip faulting on a
vertical fault plane., The receivers were located along the fault plane. The
¢rustal model adopted for shear waves, based on the P-wave model of McMechan
and Moorey [1980], is given in Table 4., The spectra were calculated at epi-
central ranges corresponding to the actual earthquakes and stations (Table 3).
These spectra were divided into groups A to D, smoothed and log averaged fol-
lowing the same procedure as used for the observed data. Two test cases were
considered. In the first case the Q of each layer was effectively infinite.
It was found that the smoothed spectra decreased very nearly as 1/R, indepen-
dent of fréquency. in epicentral range of interest. 3(f), as expected, was
constant with freguency. This means that 1/R the geametrical spreading

assumption in Eq. (1) does not introduce an important error.

In the second test case we assigned Q to each layer according to the fol-

lowing relation:
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Q=2+ 1QB3'5 {(2)
where:B = shear wave velocity of the layer (km/sec). Calculated spectra were
smoothed, 1log averaged, and grouped. From these average spectra at the four
average epicentral distances of 8.0, 23.0, 31.8, and 47.3kmn, we attempted to
recover the source factor S(f) and Q. Taking logarithm (base 10) of beth

sides, Eq. (1) can be rewritten as

log ACf,R) + log R = log S(f) - |13 LL ¢ (3)
For each frequency we have four data peints and two unknowns, Solving EQ (3)
at each frequency we ébtained Q Z 250, independent of frequency, but the
~inferred source factor, S(f), instead of being constant with frequency, as was
_actﬁally the case, decayed rapidly with f, The reason turned out to be sim-
ple. The upper crustal layers have very low velocities (Table &) with B
inecreasing from about 0.5lm/sec at the surface to about 2.5km/sec at 4km. For
sources below 4km the waves travel nearly vertically through these layers and
the travel time is essentially independent of distance. Thus the attenuation
in the upper shallow layers is essentially independent of distance and the

method cannot distinguish this from a variation in source spectrun. Let

t* = i‘ dt/Q = t_/Q. where t_ is the vertical travel time in the upper Uikm
path T

of crust and QS is the egquivalent Q. ©* is nearly independent of R for these
nearly vertically incident rays, For the Imperial Valley crustal structure,

Eq. {1) can then be rewritten as

_nft*
aCr,R) = Slfle o-mrt/Q ()

where ¢ now is total travel time minus t, and Q is the quality factor of the
layered half-space below the stack with t* = constant. Equation (4) can be

written as



log A(f,R) + log R = log G(f) - §l4§%i-§§ £ (5)

where

G(£) = S(f) e WItF | (6)

We reinterpreted the theoretical spectra for case two by including the effect
of constant t* in the upper 3,75km. ‘For the model (Table 4) ts is about 2.7
sec and t* - 0.113. The resulting Q was about 280 with both Q and S(f)
independent of frequency, Predicted spectra with t* = 0,113 and Q = 280 in
Eg. (#4) are in excellent agreement with the calculated average spectra of case

two (Figure 4),
From the test cases we coneclude the following:

(1) 1/R is reasonable for a geometrical spreading factor for the Imperial
Valley crustal structure in the epicentral range of interest In this

study.

(2) For the Imperial Valley crustal structure it is reasonable to assuﬁe that
the shear waves would propagate vertically in the upper 4km or so of the
crust, For this reascn, it is not possible to determine Q of these upper
layers from sources located below 4km without making assumptions regard-~
irg the souyrce factor S(f), We can only solve for G{f) in Eq. (6) and

the average Q of the assumed hal f-sSpace model below Hkn.

(3) Considering the vertical distribution of Q due t¢ the layering, it is
remarkable that the =imple relation given‘in Eg. (4) (with constant Q)
predicts the average synthetic spectra of case two so well. This gives
us confidence that the observed data can also be interpreted with Eg.

(4.

For the interpretation of the actual observed spectra we followed the

same procedure as for case two,., At each frequency peint, the observed aver-

=



aged spectral values, A(f,R), at the four epicentral ranges were used to solve
for G and Q' in Eq. (5). Figures 5 and 6 show plots of G(f) and Q-1. Q
clearly appears to be a function of frequency, increasing from about 60 at 3Hz
to -about 500 at 25Hz. The variance in log A(f,R) can be roughly assigned as
0.123 (s.d. = + 0.35) independent of f and R (see Figure 3), Variance in Q7]
corresponding to this variance in log A(f,R) was calculated. Figure 6 shows +
one s.d. curves for Q’1. Large =.d. in the value of Q! implies that ! is

not well constrained.

In order to see if a constant Q below 3,75km would fit the data equally
well, we solved Eq. (5) at all frequencies and ranges simultanecusly con-
straining Q to be a constant, This resulted in a3 Q of about 240, Predicted
spectra at the four ranges with Q as a function of frequency and Q = 2U0Q are
shown in Figure 3 slong with observed spectra. It is net surprising that Q(f)
model predicts the observed average spectra better than Q = constant model,
since Q(f) was cbtained by fitting the data at each frequency, At close dis-
tances the constant Q model underestimates the average spectra at lover f{re-
quencies, and overestimates it at higher frequencies (Group A, Figure 3a).
The converse is true at far distances (Group[D, Figure 3d). This can be seen
more clearly in .Figure 7. Neither of the two models fit the observed data
well for group B (Figures 3b and 7b)., This is probably because only three
spectra were available in this distance range (Table 3) and two of these were
from the same station (IAA). Local site conditions may have resulted in the
anomalous nature of the observed average spectra. Although the constant Q
model prediets the spectra roughly within the error of the data (except for
group B where the Q(f) model alszo does not fit well at low frequencies) the
misfit “to observed average data at close and far distances suggests that Q(f)

is a more acceptable model. Cbserved similar average spectral shapes at dif-



ferent distance ranges is best explained by frequency dependent Q below about
4len. Our experience with depth dependent 4 in the second model, as discussed
earlier, shows that Q(z) can be approximated by an average constant Q indepen-
dent of frequency. Thus variation of Q with depth is not & likely explarnation
for the frequency dependence of the observed Q. It is pessible that the stan-
dard error in observed average data (Figure 3) would decrease if each indivi-
dual spectra were heavily s=moothed before averaging. This would result in

smaller variance of Q'1. This, however, has not been attempted here.

Further support for the Q(f) model comes from plots of G(f) shown in Fig-

*
ure 5. Recall that G(f) = 3(f) e="f%*,

If we take the constant Q assumption,
G(f) in Figure 5 decays as ~f1 between 2 to 10Hz, and ~f=3 above 10Hz. Vari-
ous studies on source theory suggest that S(f) sheould fall off as f'U
(2 ¢ < 3) at high frequencies (e.g., Brune, 1970; Madariaga, 1976; Brume et
al., 1979). This implies that the second term in G{f) (involving t¥) is
essentially constant, i.e. that t* is very small (Q > 200). However, intui-
tively one would expect the upper dkm of Imperial Valley to have rather low Q.
Tne G(f) curve assuming Q a funstion of frequency in Figure 5 does not lead to
this difficulty. Let wus take the corner frequency of the events studied as
7Hz which corresponds to a source radius of about 200r according to Brune's
model [Brune, 1970}. Assuming 2 decay beyond 7Hz for S{(f), a t* Z 0,0477 is
obtained from G(f) for the Q(f) model, This gives an average Q of about 60 in
the upper 3,75km. If S(f) is assumed to decay as =3 we obtain a t* 2 0.027,
the corresponding average value of Q being about 100. Thus, only a rough
bound on the value of t* Dbetween 0.027 and 0,047 is possible since it is

dependent on the source function. Although t* may also be frequency dependent

we cannot resolve it frorm our data set.
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CONCLUSIONS

Malysis of spectral attenuation of SH waves along the Imperial fault
suggests a frequency-dependent Q below about #km, The estimated Q'1 values
shown in Figure 6 indicate that: (1) Q is very high at high frequencies -~U400~
500 at 20-25Hz, (2) Q values are probably lower at 5-10Hz, ~70-140, and may
decrease to values lower than 30 at lower frequencies, although the standard
deviations at 1lower frequencies (~1Hz) are too large to establish this for
certain. Because of the longer wavelengths compared to path lengths at lower

frequencies, the reliability of the Q determinaﬁion is lower.

Although taking the extreme curve within the standard deviation bounds
"would allow a Q almost independent of frequency, we consider this unlikely.
Even if this extreme interpretation were accepted, the conclusion that Q is
very high at high frequencies would remain, and it would have to be concluded

that Q is alse quite high (>100) at lower frequencies,

The fact that such high values of Q were obtained at high frequencies
strongly suggests that scattering has not removed a significant amount of
energy from the signals, and that the apparent variation of Q with frequency
is not a result of scattering,

Frequency Aependent Q for the lithosphere from coda as well as shear
waves have been reported by several authors [Aki and Chouet, 1975; Rautian and
Kphalturin, 1978; Tsujiura, 1978; Aki, 1980a,b]. Q(f) for Imperial fault is
lower than for the regions considered by these authors. It is quite reasen-

able to expect a lower Q along an active fault zome. Bakun and Bufe [1975]

report Q for SH waves between 75 and 100 (1 te 12Hz) alorg the San Andreas

fault in central Czlifornia.

The attenuation in the upper 4krm is essentially independent of epicentral

distance since for sources below U4kr the waves travel nearly vertically



regardless of distance. This attenuation can be described by e'"ft*. The
value of t*,6 based on 2 or 3 model for the source radiation beyond corner
frequency, lies between 0.0U47 (average Q Z 57) and 0.027 (average Z 100).
Ay frequency dependence of the Q in the upper 4dkm cannct be resolved by the

present data set,

Taking QUf) Z 20f (25 > f > 3Hz) as suggested by our data, the attenua-

'"ft/Q(f)]/R, can be written as ~e~0:03R/R. Mis decay

tion with distance, [e
of spectral amplitudes (valid for scurces below 4km) 1is greater than those
reported by Trifunac [1976] and McGuire [19781. It is also greater than the

attenuation of peak acceleration and velocity with distance, e’0‘006R/R, as

reported by Joyner and Boore [1981]. The difference may be due tc anomalous

attenuation along the fault. Source characteristics of larger events which
constitute the data set used by these éther authors may also be a facter in
the difference of the attenuation, although the situation may be more complex
for larger events, since at high strain amplitudes nonlinear attenuation may

come inte effect.

Greater resolution of Q would have been possible if we had more stations
recording the same event over larger range. Obviously, an understanding of
bigh frequency seismic wave attenuation would Dbenefit greatly by improving

both the quality and the quantity of digital data from events located at dif-

ferent focal depths,
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FIGURE CAPTIONS

Figure 1, Location map. Epicenters and stations used in this study are shown by heavy dots and trian-
gles, respectively.

Figure 2. Fourjer displacement-spectra of various events at stations in an epicentral range of 2 to 14km
(Group A). Spectra of different events have been scaled (see Table 1 and text) and smoothed to
remove extreme roughness. Spectra for other groups show similar scatter.

Figure 3. Log averaged spectra (thick curve) along with flanking curves (thin) for = 1 s.d. for different
groups. Also shown are predicted spectra for Q(f) {model), douted curve, and Q {const} model,
dashed curve (see text). (a) Group A (2—14km}. (b} Group B (22—~24.5km). (c) Group C
(29.5—36.5km). (d) Group D (43—51km).

Figure 4. Synthetic log average spectra for the second test model for different groups. Predicted spectra
obtained from the interpretation of the synthetic spectra, based on Eq. (5) is shown. The fit is
excellent. {a) Group A. (b) Group B. {¢) Group C. (d) Group D.

Figure 5. G(f) = S{f)e~™/" (Eq. 6) obtamed from interpreting observed spectra using Eq. (5). Dotted
curve 0(/) model, dashed curve O (const.) modet.

Figure 6. Q' as a function of frequency (thick curve) along with % 1 s.d. curves (thin dashed curve).

Figure 7. Ratio of predicted te observed average spectra for Q (/) model {dotted curve) and Q (const.)
mode (dashed curve), (a) Group A. (b} Group B. (c) Group C. (d) Group D.



TABLE 1I

Aftershocks used in this study. Scalihg factor refers to the factor by which S-Wave
spectra of the event has been multiplied so that the events could be grouped together
as ane event (see text).

Depth | 4 | Scaling
Event No. Date Time (H:M:S) | Lat. °N|Lat. °W | (km) L Factor
3] Oct. 18, 1979 | 13:20:26.61 32,872 {115.513 | 8.8 3.2 1/2
62 Oct. 19, 1979 | 19:42:36.69 32.480 | 115.219 84 3.3 1
7] Oct. 20, 1979 | 05:04:07.43 32.912 | 115.540 {9.0 3.0 1
92 Oct. 20, 1979 | 07:25:23.43 32.484 [ 115,212 9.7 3.1 5/2
92 Oct. 20, 1979 14:52;54.93 32.884 ] 115.499 5.9 3.3 1
123 OCt{ 31, 1979 | 11:43:46.45 32.738 [115.413 8.0 3.4 1/3

}Origin. location, and depth from Fletcher, et al. (1981).

20rigin. location, and depth from D. Chavez (pérsona] communication, 1981).

3

4ML from . Johnson

5L

(personal communication, 1987).

Origin, location, and depth from R, Archuleta'(persona1 communication, 1981).



TABLE 2

Stations providing data for each event., Data from IVC and
HED were not used in analysis because of instrument problem
and/or abnormal character.

Event No. Stations* Used in Analysis

TAM, IAA, COM, HED, IVC
TAM, IAA, COM, HED, IVC, MEQ
 TAM, IAA, COM, HED, IVC, MEQ, FBR, SLD

TAM, IAA, HED, IVC, MEQ

W 00 s~ O

TAM, IAA, COM, HED, IVC, MEQ, FBR, JMS

12 AFB, BCS, FBR, GPN, HUS, SLD

. .
.CICESE stations: TAM, ITAA, COM; IGPP stations: MEQ, IVC, HED;
USGS stations: AFB, BCS, FBR, GPN, GRS, HUS, JMS, SLD. JMS:
forced balanced accelercmeter, all others velocity sensors.
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TABLE 3

Epicentral distance ranges defining groups A to D
and stations contributing to data in each group

Epicentral Distance

Stations (epicentral distance, km)

Average Epicentral

Group Range, km Distance, km
A 2 <r <14 TAM(10.5), TAM(10.5), FBR(4.0) 8.0 + 4.2
SLD(8.5), FBR(2.0), JMS5(6.0)
MEQ(3.0), BCS(8.0), HUS(13.5)
GPN(14.0)
B 22 <r <245 IAA(22.0), TAA(24.5), COM(22.5) 23.0
C 29.5 < r < 33.5 cOM(29.5), TAA(31.5), COM(33.0)
IN(35.8), AFB(29.5), SLD(31.5),
.COM(29.5), I1AA(31.5) .8 +2.3
] 43 < r < 5] TAM(43.0), MEQ(51.0), MEQ(51.0), 47.3 + 3.8

TAM(47.5), TAM{44.0)




TABLE 4

Crustal model of Imperial Valley, based on McMechan and
Mooney (1980), used in the generation of synthetic spectra.

Thickness, | P-Wave Velocity,} S-Wave Velocity,{ Densit
‘Layer km km/sec km/sec gm/cm
] 0.10 1.690 "0.500 2.04
2 0.15 1.790 0.818 2.06
3 0.50 2.167 1.010 2.13
4 0.50 . 2.533 1.200 2.21
5 0.50 2.900 1.410 2.28
6 0.50 3.267 1.620 2.35
7 0.50 3.633 1.850 2.43
8 0.50 4,000 2.080 2.50
.9 0.50 4.367 2.330 2.57
10 0.50 4.733 2.590 2.65
N 0.50 5.100 2.870 2.72
12 0.50 5.375 3.060 2.77
13 0.50 5.650 3.260 2.83
14 5.25 5.750 3.320 2.85
15 0.30 6.700 3.870 3.04
16 0.30 6.900 3.980 3.08
17 0.30 7.100 4.100 3.12
18 1.31 7.300 4.210 3.16
19 2.50 7.800 4.500 3.26
20 w 8.100 4.670 3.32
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RATIO OF PREDICTED TO OBSERVED SPECTRA

Figure 7. Ratio of predicted to observed average spectra for J(f) model {(dotted curve) and Q (const.)
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APPENDIX V

PRELIMINARY REPORT ON THE USE OF DIGITAL STRONG MOTION RECORDERS

IN THE MEXICALL VALLEY, BAJA CALIFORNIA
John G. Anderson, James N. Brune, Jorge Prince, ¥Frank L. Vernon III

ABSTRACT

A network of 12 digital strong-motion accelerographs baé been
operating in the Mexicali Valley, Baja California, Mexico since 1978.
The instruments have operated reliably, except for external precblems,
stich as power failures énd 3ite harassment. Data from two important
earthquakss and several smaller shocks have been recoversd. The data
recovered to  date have a noise level which apwpears to be rno worss than
that on digitized records from analog sirong motion accelerographs, in
apite of design errors which resulted in increased instrumental noise
levels in several of the acceleroéraphs (these design errors have
recently been corrected). Digital recording of strong motion promises
great advantages over analeg recording through recovery of the initial
motions, rapid playback,  greater dynamic range, and lower equivalent

instrumental noise level because digitization is not required.
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MO ATIIAMT AN
INTRCDUCTINY

Brune et al. (1980) have previously deseribed the advantaze of
digital recording of seismic motions. Since 1978, the Institute de
Ingenieria, Universidad ¥aciocal Autonoma de Mexico and the Inatitute of
Geophysics  and Planetary Physics, University of California, 3an Diego
have operated a network of digital strong motion acceleragraphs irp  the
Mexicali Valley, Baja California, Hdexieco. Throuzh December 1930, these
instruments had recerded, ir *he near field, the Imperial Valley earth-
quake (Octoter 135, 19793, KL = 5.4), the Victoria earthquaks (June 3,
1980, M = 6.1) and = nunber of smaller earthquakes. This represents =
unigue data set of digital strongz motion recordirzs from larze earih-

quakss. Tnis paper describes the array snd evaiuates the performance of

the irstruments to date.

Figure 1 is a map showing the Jocations of the Hexican accelero-
graph stations and the Imperial and Cerro Pristo faults. A descriptien
of the digital stations is ircluded in Table 1. The digital accelers-
graphs consist of two typss of commereial available instruments: Terra
Technelogy DCA 310 éigital recorders coupled to external force Dbalance
sen3zors, ard Kinemetriss L34-1 digital medels with force balance sensors
mounied inside the case. Both types of unit record on magretic tagpe
within interchangeable, ard reusable, cassettes. PMigure 1 alsec shows
locations of analog accelerozraphs maintained by Universidad Hacional

1]
Autonoma de Mexico.

The DCA-310 iz a three-channel digital recorder specified to  Thave
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t2-bit accuracy. Thers ig not any filtering on *the data siznals in the
recorder. However the accelerometer has a three-pole low-pass response
at 730Hz. The DCA-310 samples each channel 100 times per second ard has

a 1.92 gecond pre-event memory.

The D3A&-1 also is a three-channel dizital recorder with 12-bit
acecuracy sapecified. It has a two-pole low-pass filter at 50Hz. The
25A-1 samples each chenrnel 200 times a second and we have 2.50 seconds

of pre-event memory.

The accelerographs are, except at the Cerro Prieto site, mounted on
concrete piers which have been built on the sediments of the Imperial
Valley. Figure 2 shows phofographs of two 9ites. The piers have a
¢ross section (map view) of about 0.8m x 1.2m, ard are between 0.05m arnd
0.50m high, with msst about 0.25z high. Desizrs diffsr by the extent to
which the ©pier extends below the sediment surface: scme are very shal-
low, some aboul Q0.8m, and some have titwo concrete piles at alternate
carners. The instriments are mounted inside an iren housing on the top
of the concrete pier with dimensions sbout 0.%6m x 0.53m x 0.33m high.
A somewhat larger heat shield is mounted above this housirz with about
3cm clearance. A 3w high post has been installisd on each pier, sand is
used for mountins solar panels, overhesad slectrical connsctions, and
4WV3 arntennas. This post is guyed to the ground with three wires. Some

of the stations are described in Ofate et ai. (1981).

The Cerro Prieto accelerograph is mounted on the concrete flosr of
a communications huilding on the Cerro Prieto volcanic cone. This slab
i3 poured directly on the basaltic rocks of the north-east sicpe of the

voicano, at an elevaticn of about 140m above *he valiley floor.

-
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Digital cassettes from the DCA-310 accelercgraphs are returzed to

4

‘he lad at the Institute of Geophysics and Planetary Paysics (IGPP),

University of C=a at San Diego {UCSD), where the data is
transferrsd to computsr tape as deseribed by Brune et al. (1980). The
Instituto de Ingenier{a at UNAM is presently develoving a capability to
carry out this processirng step. At present, tapes from the Xinemetrics

accelerographs must be returned to the factory to transfer the data to

computer taps.

In the Terra Technology instrunents, timing is sccomplishsd by a
crystali-controlled internmal clock. During instrument inspection irips,
radio statior WWV3 is recorded on the magnetic taps, so that in the 1ab
the cleck correction for the internal clock is determined fo *5ms. Cur
experience with these internal clocks i1s  that while they may drift
rapidiy, this 4&rift is usualily a fairly linmear funaotion of {ime. Tor
exampie, between June 13980 and Decemter 1380, drift rates varied beiwsen
0.15 ard 0.75 sec/day, deperding on the instruments, probadbly because
the clock osecillator frequencies are not set exactly to the correet

value.

Zrrors in the clock correction are a result of deviations from this
average drift rate. For any sequence of three or more clock correc-
tions, the intermediate corrections can be compared with the correction
ore would have inferred on the basis of the end points in the sequence
only. The clock correction errors derived in this manner are shown in
Pigure 3, for four stations, for the later haif of the year 1930, At
Agrarias and El Doctor, Figure 3 shows that the largest errors were less

than 1 sec. At Riito, +the largest error was atout 1.7 sec. The

n

~
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greatest deviaticon from a lirear trend occurs at the Chihuahua site.
Curiously, in the first half of 1980, the drift rates at this site was
only atout 0.13 sec/day, with deviations comparable to the other three
stations. Thiz i3 our only example of a clock where the drift rate
changed suddenly and by a large factor (from 0.13 to probably greater
than 0.7) in a few weeks or less. If the clock at Chihuahua exemplifies
the greatest sudden charge in drift rate, if that drift rate changes at
the time of an earthquake, and 1if clock corrections are determined
within 24 hours after an earthquaks, the consequent errors in interpo-
lating to the trigger time of an accelerograph will never exceed 0.5
sec. Based on the other stations however, one would not expsct clock

correction errors to exceed 0.1 sec.

Qur Kicemetrics accelerogravhs do not have intermal c¢locksy they
depend eon a direct recording of WWVB radio time. In our experience,
this system has not worksd well, and this timing has been achieved on
fewer than S0% of the accelerograms recorded to date, probably because

of irregular reception of the radio signal.

RELIABILITY

The harsh environment of the HMexicali Valley provides a severe
reliability test for the digital accelerographs. Sumrer temperatures
are regularly above 1000F (33°9C), there is no shade for the accelero-
graph piers, and the air is filled with duét every day as a c¢onsegquence
of farming activities. However, this environment has not been a direct
cause of instrument failures. Ths most frequent {and most frustrating)

cause of insftrument failures has bteen failure of the power supply to

maintain the intermal Dbatteries in a charged condition. We have us=zd



two battery chargzing systems: salar panels, which are prone to become
coated with dust in parts of the valley, and AT power, ard which is not
always vreliable. Sites with reliatle power supplies, ard which have
teen free of harsssment, such as Aeropuerte {solar panel), Cerrs Pricto

(AC), Chihuahua (AC), and El Doctor (solar parei), have operated reli-

ably.

DATA RECOVERED TO DATE

Table 2 lists the more important data which the comtined aralog and
digital network recorded through Decexber 19380. Analog station loca-

tiens are given by Switzer et al. (1981) and Anderson and Sixmons (13882).

The two larzest earthguakes in Table 2 are the October 15, 1979 Imperial
Valiey earthiuaxe and the June 9, 1980 Victoria earthguake. Da
the Cotober 1973 main shock have been described by Zruns
Data from the Jure, 1320 earthquake is described by Anderson &t al.
(t982). Data from all of the events with magnitude greater than 4.0 has
been submitted ts EDIS for distribution, in an uncorrected faormat resem-

bling Volume I (Trifunac ard Lee, 1973) but at equally spaced time

points (Anderson and Simons, 1932).

QUALITY OF THE DATA

The digital datas to date appears 1o be of as good guality 2as analog
accelerograms, but with the advantages of digital recording. A primary
difference betweer thése accelerograns and the analog records is the
recordirg of 2a pre-event leader. Tnis made the data useful for two

seismological purposes:
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(1) Determination of the arrival times of first P-wave for loca-

tion of the earthquaks, and

{2) Determination of the direction of first motiens, for further

study of the earthquake source.

¥e found some problems on the aceelerograms, which we discuss hers
to illuminate some of the areas where special attenticn must be paid to
digital récording. Occasioral large spikes {isclated samples with
amplitude crearly full scale) appesared on several traces frem the Terr
Technology icstruments; these were easily recognized, and replaced ty
reaéonable values deternined from adjacent data. The DCA-310 accelero-
graphs had a faulty analog-to-digital converter desizn (since correcied)
which caused a probtlex we describe as low-bit dropoutbt: the least signi-
ficant bits had preferred values, and thus were not recorded accurately.
This did not affect the most significant bits corresponding to levels
greater than ~.03g. TFigure 4 shows an sxtreme example of this type of
failure. Sere DCA-310 records show non-zero noise levels prior to the
start of strong motion, as recorded by the dizital pre-event memory of
the instruments. This npoise ida  from the powsr supply lines couplsad
through the accelerometers. 4dn sxample of this is shown on the rscord

from Deilta (Figure 5).

The above problems have btesn solved by Roberto Quaas and Frank Var-
non. The problems are in no way intrinsie to digital strong motfion

recording in general.

The DSA-1 records showed nearly quiet traces prior to the start of

strong motion, as they should (Figure &). One component of DSA-1



records frow Cucapah was lost during part of our experiment ‘btecause of
dirt around *the force balance sensor; the sensor is not separately
sealed as it is or the DCA-310. We had trouble playing back ths
accelerogram from the Juns 10, 1930 earthquake as recorded on the DSA-t
at Victoriz, alsc apparently as a result of dirt on the recording heads

inside the instruments, as docuzented by Simons {1982).

Figures 7 and 3 show a comparison of quiet ifraces from three of the
digital recorvders with a quiet trace from a Kirnemetrics 3MA-1 accelers-
graph, as digitized by the University of Southern California (USC) {(Lee
and Trifunac, 1979). Figure 7 shows between 25 and 40 sec of quiet
traces, and on Figure 8 the time scale is expanded by a factor of 5 to

show gzreater detail.

The S¥A-%t trace shows larze, long-period deviations from the zero
level, while the +three digital records do rot. In current processsing
methods (Lee and Trifuzac, 1973), these long perieds are partially
removed by subtracting a fixed tréce from the accelsration trace. The
digital record from Delta shows approximately periodic negative spikes,
the source of which has not yet been identified. 1Isolated spikes like
these, can casily be recognized and replaced with reasonable values dur-
ing analysis of digital records. The Cucapah record, in Figures 7 ard
8, recorded on a Kinemetrics DSA-t, shows a sigrificantly lower noise
level than the 3itwo digital records from DCA-310 accelerographs. A
‘surprising fsature of this record is that the small sarthquaxe at the
start of the record‘(pe;k acceleration 17cm/sec2 at ~35Hz, ML T 3) is
associated with a shift of the zero level by one least count. The above

problems ail intreduce long-period noise into the data.

G5
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The high~frequency errors on the SMA-! trace, as seen in Figure 3,
show a sawtcoth-shaped curve. The source of this is- the digitization
process, in which the line on the film, as it is digitized, crosses the
grid of digitization points at a small angle. Hence periodically the
digitizer reports the center of the trace shifted vupward by one rid
unit resulting in a gtaircase-shaped approximation to the line. The
digitizing system subsequently rotates this line to a horizontal orizsn-
tation, +to cause the sawtooth shape. At a typical SMA-1 scnaitivity of

-

1.8em = g, the digitizer resolution of 950 &wmicrous corresponds to an
acceleration of 2.7ca/sec?, consistent with the zawisoth neights in Fig-
Gre-7. The sawtooth in Figure 7 has a frequency of about 3Hz. The aver-
age digitiza*ion noise from the USC system exceeds the noise level asso-
ciated with hand digitiszation Zfor these and lower Tfrequencies. This

type of noize is zpparently absent from acceleragrams digitized on the

laser system used by the United Statss Geological Survey (Raugh, 1931).

DIRECT INTE=GRATION AND LONG PIRIOD NOISE

In the data stream which is recorded on the digital cassette, the
positicon of zero cournts does not necessarily represent the equilibriﬁm
position of the senser. Thus te determire absoine acceleration values,
and to integrate to velocity and displacement, one reeds o know what
digital count data value (ao) does represent zsro acgeleration. We rnots
that when an analog accelerogram is digitized, the zero position must be
cestimated at each time point of the record. In dizitzl recording, the
zero level is represented by the same digital count level throughout the
record; thus the baseline problem isg simplified significantly. Further-

more, for an instrument which is operatinz correctly, the digital leader
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allows the definition of ay to within one count, corresponding to about
lcm/sec2 on the DCA-310, or about O.5cm/sec2 on the DSA-i. It is
readily seec that an error in ay (fag) of this size is unacceptadle for
direct integration, however, as this allows an uncertainty in velocity
A AR AV R ﬁﬁot and ap uncertainty in  the displacement (AU) of
N = 1/2ﬁaot2. For a record with duratien 50 sec, the velocity esti-
mates at the end can be in error by 50¢m/sec, and displacement in error

by 1250¢m feor ng = 1.Ocm/sec2-

For a properly operating accelerograph, the carth and/or systen
noise 11 sowetimes cause the pre-event count levgl to oseilliate more
or less randomly between two levels; the propertion of counts at each
level may then provide a betier astimate of 84 from the leader. Alter-
natively, one might consider the superposition of a sinusoidal signal
with known amplitude onto the leader {dithering) to assure that roundoff

errors in both directicens will be present in approrimately the correct

preportiern. The standard deviation S, in the estimate of ay from a

=

1

correspondirg to 2 uniform distribution of round-off errors, and a

leader of duratiorn n counts is *then S n't/2. If we take 81 = 1/12,

leader of 100 points, one obtains Si00 = 1/120 count. When 1 count = 1
cw/sec?, ar  error ﬁpo of this magnitude would lead to AV = 0.42 om/sec
and ﬁy = 10 ¢m at the end of a 50 sec record. To obtain an wacertainty
of less than tem in displacement at the end of a 50 sec accelerogranm,
one woulid npeed about 104 points in the‘leadér to determine an with auf-
ficient accuracy by this technjque. We note that for small earthquakes
with shorter duration of shalding, a larger valce of ﬁgo can be

tolerated. For cxample, to integrate a 10-gsecond accelerogram directly,

100 samples of pre-event data are sufficient to obtain 5.

V2



Alternatively, one ¢an use assumad propertiss of the integrated
accelerogram to define aj, This allows several possidilities, which may
te evaluated on the basis of their physical consequences. The simplest
is Yo require the veloecity to be zero at the end of the record; this
method fails when shaking continues beyond the end of the recording.
The requirement that displacement‘return to zero fails under this condi-
tion and alsoc if a static offset occurred. Because zstatic offsets are
possible, it is also not reasonabdle 1o minimize any average measurements
of the distance of the displacement trace from zero offset. Therefore,
the most reasonable constraint nay be that the velocity vary absut zero

'

in some winizum sense. In particular, we investigated the requirement
ty
that j‘ V2(t)dt is a minimum, where TO and ty represent timepoints nsar
%
the beginnirz and the end of the shakirngz. To prevsnt thes leader from
causing a biased initial wvelocity, we neaded t3 remove it from the
integration. The displacement fraces from three stations, Jderived for
this definiticz of &y, are shown in Figure 9. We note that the lonz-
period deviations and the apparent offssats ' at the ends of the traces in
Figure 3 are incomsisftent with the mechanism for this earthguake (e.g.
Hartzell arnd Helmberger, 1982; Olson, 1982). ther stations sghowed
deviations’ from zero of up to ébout five times larzer ihan these shown
on Figure 9. From these traces, one nmight find a wvalue for 2y which
would lead to displacement ranging more neariy about zero, but long
‘period deviations from 2ero would remain, We infer that the long period
components 1in Fizure 9 are at least partially caused by noise, and that

for these records some filtering is necessary to accompany integration.

We have attempted to estimate the long-period noise level of analog



mperial VYalley, October 15, 1973
earthguaxe. This was dope by a filtering scheme in which the amplitudes
of long-period ground dispiacements were measured as they were removed.
By this determination, the averzge amplitude of loag-perioed noise on the
digital DCA-310 accelzrographs was about the same as the amplitude on
Kinemetrics SMA-1 analog zccelerographs as digitized by the U.S. Geolog-
ical Survey. The noiée level on the dizital DSA-1 accelerographs
appeared to te smaller by a factor of aveut 3 or 4. Some component of
the long-period motions, treated as noise, may in fact have besn actual
ground motion. Based on the unreasonable appearance of the displacsmeznt
traces prior to the noise removal, however, we counciude that our esti-
mates of noise levels are @ominated by instrumental or digitization
noise, and not by ground motions. Significantly lowsr noise levels are
anticipated for future recerds from the DICA-310 instruments becauss, as
mentioned earlier, the noise estimates were made on DCA-310 records
which were recorded under a condition of faulty analog-to-digital

conversion, since corrected.

For a properly operating accelerograph and analog-to-digital con-
verter, the resolution is ultimately limited by round-off to the least
significant bit. At high ampiitude or high freguencies one approxima-

tion for this noise sourcz is 2 random round-off error of +0.5 or 1

(1]

s3
of one significant bit at each point in ‘time. Figure 10 shows the
second integral of three randomly gensrated accelerograms using this

noise model, with the integration constant estimated in the same manrer

as for the data in Figure 9.

The long period displacements generated from these random signals

T
J il
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have amplitudes about 1/20 the amplitudes of the long periods which look
like noise on Figure 9. Thig gsuggests that for records éerived from
properly operating accelerograms, and the procedurs we have used to
estimate a., errors in diSplaceignts over 50-second time intervals due

to roundoff will be of the order of t-2cm or less.

At long period and/or low amplitude racordings <Q0.1g, <(tHz succes-
give roupd-off errors will bYe <correlated in the sense that near the
peaks, and for still lower frequencies or amplitudes near the axis
¢rossings, 3successive roundoff errors will be in the same direction.
Depending on amplitude and frequency these errors may or may not cause™a
major influence on the integrations. We have not investigated this

topic further at this %timse.

SUMMARY

~

We are successfully recordinz strons gzround motion on  Aigitsal
accelerogrzaphs in the Mexicali Valley of Mexico. Due to electronic
design and quality controel deficiencies, the amplitude of noise on the
digital accelerograms which have been recordea to date is much larger
than thgt expectad from random round-off errors. In that sense, these
initial vresuits from digital strong motion recorders have been somewhat
discouraging in that a true test of the ultizate capabilities and advan-
tages of digital recordings was not possible. We are encouraged, how-
ever, by our experience to date, that direct digital recording of strong
motion will eventually yield great advantages over analog recording,

since the difficulties encountered have not been of a2 fundamental

nature.
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FIGURE CAPLZION

Figure 1. Map showing locations of digital sccelerographs in the HMexi-
cali Valley. Analog accelerograph sites maiptained by UJAX are
also shown. The location of the Cerro Prieto fault may be in error

by a few kilcmeters at any given point.
Figure 2A. Accelerograph pier at the Agrarias sits.
Figure 23. Accelerograph pier at Chihuahua site.

Figure 3. Deviation of clock corrections from a linear tteud at four of
the DCS-310" accelerographs during +the latter half of 1930. The
dashed lines were drafted on the figure to guide the eye tbetwsen
adjacent data points, shown by solid symbols. The average drift
rate, over the entire time interval, 13 shown with the station

name .

Figure 4. Initial section of accelerogram from +the Cnihuzhua station
for the earthquake of October 15, 1979. The frequent clippirg of
peaks at preferred levels illustrates a problem which we descride

. PRSI ; S
as low bit dropout, which has subsequently been corrected (dis-

cussed in text).

-

Figure 5. Initial section of accelersgram from Delta station f{or the
earthquake of Octsber 15, 1979. The initial section shows a nob-

zero noise level caused by a power supply problam.

Figure 4. Initial section of accelerograms from Cucapah, recorded on a
Kinemetricz DLSA-1 accelercgraph. The third component was not
recovered from the digital date cassette 23 a result of some unk-

nown instrunental malfunction.

]
Id /
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Figure 7. Acceleration traces at times when there is rno input from

ground motion.
Figure 8. Like Figure 7, except with an expanded time scale.
=
Pigure 9. Direct integration of five accelerogram traces from the
October 15, 1979 Imperial Valley earthguake. These are integrated
by 1) assuming v, = O, 2) deleting the leader to avoid a biased
velocity at the start of the datz, snd 3) ziritizing the integral
of V2 from times 0.0% to 50.0 sec by the choice of zero level

acceleration.

Figure 10. Direct integration of three synthetic accelercgram traces.
The traces wsre gensrated by a pseudo-random number generator with

R I 3 2 [y 2‘ - 2
amplitudes at sach peint in the range -0.5cm/sec® to O.5cm/sec”, to

simulate the effect of rardon round-off in the analog-to-dicgital

converter. Traces were integrated as in



TABLE 1

DIGITAL STRONG MOTION STATIONS IN NORTHERY BAJA CALIFORNIA

Location and

Surface Geology and

Hame Elevation Instrument Water Table Blevation
Islas Agrarias 329 37.25'%Y  Terra- alluvium
115° 18.07'W Technology

15m DCA 310 ?
Cucapah 32° 32.72'N  Kinemetrics alluvium
1159 14.08'4  DSA-t
. 17m 7
Cerro Prieto 32° 25.23'%  DCA 310 basaltic tephra
115° 18.07'W
. 140m 7
Delta 329 21.37'Y DCA 310 alluvium
115° 11.70'% :
13m ?
Victoria 220 47.32'% Kinemetrics aliuviuvm
1159 06.18'W DSA-1
13m 5o
Riito 329 09.84'Y DCA 310 alluviva
114° 57.66'YW
tim ?
¥l Doctor %19 57.8'Y DCA 310 alivuvium
114 44.5'W
~10m ?
Pacifico 329 26.55'Y% DCA 310 alluvium
1150 22035“{1
Sm ?
Chihuahua 329 29.05'Y DC& 310 alluvium
1159 14.40"4
15m ?
Compuertas 32% 34,35'Y  DCA 310 alluvium
115% 05.00'%W
23m Tm
Hachicera 32% 32,80'%  DCA 310 alluvium
115 08,75 'Y
20m ?
Escuela 229 37,35'N DCA 310 alluviuam
1159 59,13y
25m Tm




TABLE 2

CATALOG OF STRONG MOTION DATA FROM MEXITALI VALLEY
Bvent i Stations That Recorded
Date ™Mme Locarion Mag.* E Name Recorder Comzents
Q3/11/78  23:57:46.5 320 15,50 4.8 Victoria SMA-1 Digitized on a
115¢ 07.75'W Delta SHMA-1 Bendix Digitizer
03/12/78 0C:30:17.3 320 19.320" 4.5 Victoria SMA-T Digitizpj on 2
115 05.45'% Berdix Digitize
03/12/78 138:42:24.0 32¢ 15.10'N 4.8 Victoria S¥A-1 Digitized on 2
1159 05.90°W Bendix Digzitizer
10/10/79  19:48:36.65 329 17.73 4.1 Delta Terra Teckh
115° 19, 2"" Cerro Prieto Terra Tech
10/15/79 23:156:55.09 72¢ 33,37'Y 6.6 Delta Terra Tech
1159 19,68"W Cerro Prieto Terra Tech
Chihuahua Terra Tech
Compuertas Terra Tech Yo Timing
Agrarias Terra Tech
Victoria Kinemetrics o Tining
Cacapah Kinemetrics Eo T§ming;
Leropuerto SHMA -1
Mexicali SiA-1
(Casa ¥lorss)
19/15/7 23:19:29.98 32° 45.54 " 3.2 Delta Terra Tech Trizgersd on 3
1150 25.45"
12/24/73  06:44:27.15 320 25,09'% 3.2 Cerro Prieto Terra Tech riggered on 8
1159 13.22'W
12/21/73 20:40:23.2 320 27.03° 4.8 Chihuahua Terra Tech Triggersd on 3
115° 11,727 Compuertas Terra Tech Trigg:red on S
Cucapah Kinemetrics Ho Timing;
1 Horiz. Inov.
06/09/30 03:23:19.4 329 11,12" 6.1 Chihuahua Terra Tech Triggered on 3
115° 04,55" Vietoria Kinemetrics levers Dropouts
Cucapan Kinemstrica Mo Timinz;
1 Horiz. Inot.
Cerro Prieto SHMA-1 Digitized at UNAY
Mexicali SMA -1 Digitized at UNAN
. {saHOP)
Hospital SHA-1 Digiticed at UNAY
(3 levels) :
06/09/30  03:29 {Aftershock of above?: Chihuahua Terra Tech 3-P ~3 seos

Follouws by ~40 secs)

Victoris
Cucapah
Cerrs ¥Frieto

Kinemetrics
Kinemetrics

SiA=?

Ho Timing;

1 Horiz. Inop.,
3-P ~4 gezs

/10



Bvent % Stations That Recorded
I
I

Date Time Location Maz.¥ Yame Recorder Comzents
06/05/80  03:30:04.7 4.9 Vietoria Kinemetrics S-P ~1.7 secs
(P arrival) '
06/09/80 03:30:28.1 5.3 Victoria Kineumetrics 3-P ~2.0 sec
' (P arrival)
06/09/80  19:47:54.9 329 23.64'9 3.2 Delta Terra Tech Trizgered on 3
1159 11,82'W
05/09[30 20:17:11.6 320 16.32'% 2.8 Delta Terra Tech Triggersd on S
1159 09,24y
06/09/30  20:31:32.3 320 13.14°'N 3.9 Delta Terra Tech  Triggersi on 5
115° 05.34'W '
06/09/80  21:05:37.7 329 23.52'N 2.4 Delta Terra Tech Triggered on
115° 10.44°%
06/09/80  23:26:18.6 329 16.14'Y 3.0 Delta Terra Tech Triggersd on S
1159 09.30'W
06/09/30 23:33:41.0 329 21.90'K 4.3 Delta Terra Tech
1199 12.0'W Cerro Pristo
36/10/30  C0:17:36.9 320 20.40°3 3.3 Delta Terra Tech
_ 1150 12.18'%
06/13/80 00:17:98.8 329 25,02'0 2.3 Del+a Tarra Tech
1159 12.00'Y
06/10/80 00:36:51.0 329 22.86'% Z.4 Delta Terra Tech
1159 11.88'%W
06/10/30  01:07:08.56 32° 19,20'% 3.6 Delta - Terra Tech Triggersd on 3
115° 12.72"'¥W
06/10/80  01:35:%6.6 320 22,620 3.4 Delta Terra Tech
1159 12,54 ,
C6/10/80 01:35:28.1 320 22.98'N 2.9 Delta Terra Tech Triggered on 3
1159 13.02'% :
08/10/80 01:59:01.9 329 22.86'Y 2.7 Delta Terra Tech
' 1150 11,82y
06/10/80 05:%6:24.0 329 24.00'% 3.3 Delta Terra Tech

1159 12.84°W

* Cal Tech Magznitude (ML)

-

Yote concerning the interval Oet. 25, 1979 throush Mar. S, 1930 at Station Victoria: The
Kingmetrics Digital Recorder at Victoria recoried seyen events during this perisd, wit o
acseleration levels (0-2) ranging from adour 15em/s3¢ to 170cn/sec™, and $-F's Zene
than 4.5 saseconds. Lacking timing on the taps it has not yel been possidle to correlats -

signals positively with the (Cal Tech) catalozg of nearby events,
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APPENDIX VI

PARAMETRIC STUDY OF NEAR-FIELD GROUND MOTION
FOR A STRIKE-SLIP DISLOCATION MODEL

By John G, Anderson and J. Enrigue Luco

ABSTRACT

The near-field motion on the surface of a uniform half-space caused
by the passage of the rupture on a vertical, strike-slip fault has been
studied by the use of a disiocation model. The fault is modeled by an
infinitely long buried dislocation of finite width; rupture propagates
horizontally along this fault and past the abservation points with a
constant rupture velocity lower than the Rayleigh wave velocity. Peak
amplitudes caused by the passing rupture front are primarily controlled
by the depth of the top of the fault and the rupture velocity, when the
s1ip on the fault and the rise time are held constant. A non-vertical
rupture front distorts the pulse shape, but does not have an important
effect on peak amplitudes.

One may interpret the motion caused by a finite fault, with con-
stant rupture velocity and slip, rupturing past a site as consisting
of a starting phase, a phase associated with the passage of the rupture
event, and a stopping phase. The motions caused by the infinite-length
fauit disTocation model, considered in this paper, correspond to the

rupture passage phase.

Institute of Geophysics and Planetary Physics, Scripps Institute of Ocean-
ography, University of California, San Diego, La Jdoila, California 92093
(J.G.A.).

Department of Applied Mechanics and Engineering Sciences, University of
California, San Diego, La Jolla, California $2093 (J.G.A. and J.E.L.).
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Compared with empirical correlations and observations in Imperial
Valley, California, the model yields peak amplitudes of acceleration
which are typically a factor of 6 too small. Effects caused by layered
structure in the earth, which are absent from the dislocation model,

are the most likely source of this discrepancy.



INTRODUCTION

Several kinematic models of extended faults are now available to
generate synthetic strong groﬁnd motion near the fault. These models,
which were reviewed by Luco and Anderson (1982), have yielded insight
about the characteristics of strong ground motions and the faulting pro-
cesses which generate these motions. The kinematic modeis have not yet,
however, been fully applied to the study of scme of the outstanding
questions about the nature of strong motions in close proximity to the fault,
Important questions which kinematic models might help to solve include the
way in which amplitudes of strong motion behave near the fault, the sensi-
tivity of strong ground motions to various dynamic parameters, and the
estimation of strong motions in the near field of major earthquakes, for
which observational data is scarce. Accomplishment of this latter goal must
await future observational and earthguake modeling advances to determirne
correct values for the dynamic parameters which describe motion on the fault
itself. However, the shapes of attenuation curves and the effects of dynamic
parameters can be studied, at least at long periods, systematically and
inexpensively with existing models.

Recently, the authors (Luco and Anderson, 1982) have presented a dislo-
cation model which yields velocity on the surface of an elastic half space
for an infinite-length, finite width fault., The fault is buried and does
not intersect :the surface, Rupture propagates with an inclined, rectilinear
rupture front along the length of the fault, from - « to =, at a velocity
less than the Rayleigh wave velocity. Such dislocations may be & reasonable

approximation to the fault displacements which generate the strong ground
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motions near a long fault, except at its ends, Thus the model might
apply to sites adjacent to the ruptured section of a strike-slip fault,
but removed from the epicenter, in earthquakes with rupture lengths
of tens to hundreds of kilometers (such as California or Turkey), sites
above subduction zones which are prone to long rupture lengths {such
as in Alaska or Chile), or any other site likely to be near a causative
fault in which the ratio of the rupture length to width is large.

In more general terms and for the intermediate frequency range in
which spatial variations of siip and rupture velocity can be ignored
it is possible to think of the total motion in the vicinity of a finite
fault as reéuiting from a starting phase, a phase associated with passage
of the rupture front and a stopping phase. To a first approximation,
the contribution of the passage of the rupture front to the total motion
is independent of the length of the fault and corresponds to the steady-
state solution for an infinitely long fault as in the model previously
considered by the authors {1982). We note that the radiation patterns
of the starting and stopping phases are such that some components of
the motion associated with these phases nearly vanish in the vicinity
of the fault and, consequently, in these components the contribution of
the phase associated with passage of the rupture front is dominant, In
particular, this situation occurs in the vicinity of a vertical strike-slip
fault in which the parallel and vertical components of motion associated
with the starting and stopping phases are practically zero close to the
fault (refer to Fig. 13 and its discussion in the text), Independently
of whether the pulse associated with passage of the rupture front represents
a dominant contribution or not, a detailed study of this pulse seems

warranted. In addition to providing information about one of the com-

-4-



ponents of the total strong ground motion in the near source region,
such a study may create the basis for isolating this pulse from available
near-source records with the possibility of obtaining additional
source information such as rupture velocity, average slip and fault thick-
ness.
The steady-state dislocation model of the authors (1982) provides
a good opportunity for a systematic parametric study of the pulse associ~
ated with passage of the rupture front, Studies based on previous dis-
location models have considered the effects of source type and site
location {e.g. Haskell, 1969; Haskell and Thomson,. 1972; Thomson and
Haskell, 1972) as well as rupture velocity (e.g. Boore et al, 1977; Boore
and Zoback, 1974; Levy and Mal, 1977) on ground motion. Numerous other ’
studies, oriented toward matching observed ground motions in specific
earthquakes, have illustrated the effects of variations of some of the
faulting parameters. The Luco and Anderson (1982) model is sufficiently
complex to include some faulting phenomena typically not covered by some
of the earlier models while retaining encugh simplicitiy that its full
range of parameters can be both grasped and explored with a Timited com-
puter budget. |
The synthetic motions generated by the Luco and Anderson model for
a number of particular choices of faulting parameters are studied in this
paper. These particular models all correspond to strike-s1ip motion on
a vertical fault; within this constraint the other parameters are varied
extensively, The extension to oblique-slip and dip-slip motion and to
faults with an arbitrary dip will be presented in a subsequent paper

{Anderson and Luco, 1982). One of the limitations of the model with respect
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to actual 1ong faults in the earth is the absence of layering. Because

of the effects introduced by layering we do not expect that the amp?wtudes
calculated will be realistic. However, the trends obtained in the study
should be of value in assessing the impertance of the various parameters.

In addition to the detaiied parametric study and with the objective of
estimating the effects of layering and other source characteristics not
included in the model, we have compared the peak amplitudes of synthetic
motion with average peak accelerétions and velocities predicted by regression
of strong motion data (Joyner et al, 1981). Finally, some of the synthetic
accelerations and velocities are compared with gbservations from the

October 15, 1979 Imperial Valley earthguake.



DESCRIPTION QF THE DISLOCATION MODEL

The fault model considered in the parametric study is illustrated in
Fig. 1. It corresponds to an infinitely long fault of finite width buried
in an elastic half-space. The rupture is modelled by a uniform shear dis-
location which propagates from - = to = with a uniform horizontal rupture
velocity ¢y The rupture front is assumed to be rectilinear and, in general,
it may be inclined. The inclination of the rupture front is controlled by
the ratio of the horizontal rupture velocity ¢y to the rupture velocity in
the dip direction Cye The parametric study described herein is limited to
the case of vertical strike-slip faults, as shown in Fig., 1,
and to ruptures in which the velocity Cy is lower than the Rayleigh wave
velocity in the medium. Except where indicated, the slip function considered
corresponds to a step dislocation of amplitude Ao.

The numerical results presented below have been obtained using the analy-
tical sclution derived by the authors (Luco and Anderson, 1982) in which the

velocity on the surface of the half-space for a step disiocation is given
in terms of a simple finite integral. The solution corresponds

to a steady state in which the response is invariant for

an observer moving parallel to the fault with a speed equal to the rupture

velocity Cq. For an observer at x = 0, the time t = 0 corresponds to the

time of passage of the rupture in front of the observation point.
Velocities on the surface of the half-space were calculated at a step

of 0.1 sec for 20 sec long synthetics and 0.2 sec for longer synthetics.

Acceleration and displacement pulses were obtained by numerical differentia-

-7-
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tion and integration of the velocity pulses, respectively. In some cases,
smaller time steps had to be used to obtain stable acceleration values.

With one exception, we have used ¢ = ¥2 8 = 6.0 km/sec for the calculations

in this paper. In this case, corresponding to a Poisson's ratio of 0.25,
the Rayleigh wave velocity is cp =8 [2- 2//3] /2 (Ewing et al, 1957,
p. 33). Thus 8= 3.4641 km/sec and Cp = 3.1849 km/sec.



PROPERTIES OF THE SOLUTION FOR VERTICAL STRIKE-SLIP FAULTING

Characteristics of the acceleration, velocity and displacement pulses as

a function of distance to the fault. Figures 2, 3 and 4 show, respectively,

synthetic acceleration, velocity and displacement pulses at various distances
y from a vertical, strike-slip fault characterized by z, = 2 km and ‘
z4 = 10 km. The slip on the fault corresponds to a step dislocation of
amplitude AO = 100 cm propagating with rupture velocities ¢y = 3.184 km/sec
and c2“="¢; For y = 0, the x- and z- components are nodal, and, consequently,
the y-component is dominant for small values of y. The peak amplitudes occur
at a horizontal distance of about 2 km which corresponds to the depth of the
top of the fault. Figs. 2 and 3 indicate that the duration
of the acceleration and velocity pulses increases with distance, the effect
being most prominent for the y-comporent of motion. As noted by Luco and
Anderson (1982) the synthetic velocity and acceleration pulses are symmetric
or anti-symmetric with respect to t =0 for this case in which the rupture
front is vertical (c2 = ),

As shown in Fig. 4, the static values of the y- and z-components of

displacément are zero, while the x-component shows a significant permanent

offset. The calculated static offsets obtained by integration over a 20
sec time window have been compared with those resulting from exact static
two-dimensional solutions with excellent agreement for stations at distances
shorter than 20 km (Luco and Anderson, 1982). As observed by other authors,
the perpendicular component of displacement uy is the most prominent in the

near-field. Finally, we note that, in this case (c2 = ), the y and z dis-

L}

placement components are symmetric with respect to t = O.



Niazi (1973) has previously noted near-symmetry in numerical results

for a finite-length, two-dimensional fault model with rupture velocity

much lower than the shear-wave velocity, and Aki and Richards {1980,

p. 839) have observed that the displacement is symmetric when an anti-plane,

two-dimensional dislocation propagates past the observer.

Variation of peak amplitudes with distance to the fault and position of the

fault. The distributions of peak acceleration, velocity and displacement
versus distance to the fault are shown in Fig. 5 for three fault models.

The upper (solid} curves correspond to a vertical, strike-slip fault of width
W = 8 km Jocated between the depths z, = 1 km and 24" 9 km. The intermediate

(dash) curves correspond to a fault of width W = 8 km located between the

n

2 km and z4 = 10 km. Both of these models are characterized by

100 cm. The lower (dash-dot) curves are for a fault of width

depths z,

]

a slip Ao
W =16 km located between the depths 2, = 2 km and z, = 18 km with a s1ip of
amplitude AO = 50 em. A1l three models are characterized by the same
seismic moment per unit length of fault and by rupture velocities ¢y = 3.0 km/
sec (c1 = 0.94 cR) and ¢, = =,

Inépection of Fig. 5 reveals that the largest peak amplitudes occur at
a distance comparable tc the depth of the top of the fault, z,- Furthermore,
as z, increases, the peak amplitudes decrease. For y < z the peak values of

U are approximately proportional to sz

Y
approximately proporticnal to ZJ] . The additional factor of zJJ in

, while the peak values of ﬂy are

Y
arises because the velocity pulse width decreases as z, For y < zZ,» the

location of the bottom of the fault has Tittle effect on peak amplitudes as
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evidenced by the uniform factor of 2 difference between the results for
z, = 2 km, z,® 10 km, Ao = 100 e¢m and z, = 2 km, Z4 18 kxm and AO = 50 cm.
For larger values of y {y > 10 km) all three fault models lead to similar

peak amplitudes.

Effects of rupture velocities on pulse shapes and peak amplitudes. The

amplitudes of synthetic ground motion are sensitive to the value of the
rupture velocity as emphasized by Boore et al {1971) and Boore and Zoback
(1874). Fig. 6 illustrates the effect of the horizontal rupture velocity
c; On the amplitude and shape of the synthetic velocity for an cbserver at
a distance of 10 km from a vertical, strike-slip fault characterized by
z, = 2 km, Z4 = 10 km and Cy = =, The variation of the peak acceleration,
velocity and displacement with c-‘/cR is shown in Fig. 7 for the same fault
model and observer position. Peak accelerations and peak velocities exhibit
large amplifications as the horizontal rupture velocity, Cys approaches the
Rayleigh wave velocity in the medium, Cp- The effects are stronger on the
x~ and z-components which for Cya=Cp are dominated by P, SV and Rayleigh
waves while the y-component is controlled by SH waves. Peak displace-
ments are the least sensitive to rupture velocity. In particular, the
peak displacement in the x-component corresponds to the static displace-
ment aﬁd, consequently, is independent of the rupture velocity in the
dislocation model.

The effects of horizontal rupture velocity ¢y on the distribution
of peak vg]ocity versus distance to the fault are illustrated in Fig. 8.
In addition to the increase in amplitude as ¢ approaches Cq the results
shown in Fig. 8 indicate a marked change in the rate of

attenuation of the x- and z-components with distance while

-17-
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the rate of attenuation of the y-component remains essentially unchanged.
.As < approaches Cn the x- and z-components show a significantly lower
attenuation with distance than for lower values of the rupture velocity
Cyo This observation combined with the increase in amplitude in the

x- and z-components as ¢y tends to Cp suggests the presence of a Rayleigh
wave contribution to Uy and U, for Cy=Cp. We have not investigated the
effect of changes in Poisson's ratio on the amplitudes of ground motion
obtained by use of our model., Boore et al {1971) found that for their
two-dimensional model and for a fixed value of °1/5’ amplitudes increased

as B/a increased.

The numerical results presented this far have been based on the assum-
ption that Co ==, implying that the rupture fronts are vertical. Next, we
examine the effects of non-vertical rupture fronts on pulse shapes and peak
amplitudes, Fig. 3 shows synthetic velocity pulses at a distance from the
fault of 2 km for two rupture models : the results on the left corresponds
t0 a rupture which initiates at the bottom (zd = 10 km) of the fault and then
propagates upward and to the right with velocities of 2.5 and 3.0 km/sec,
respectively; the results on the right correspond to a rupture which initiates
at the top (zu = 2 km) of the fault and then propagates downward and to the
right with velocities of 2.5 and 3.0 km/sec, respectively. For finite values
of Coo i.e. for inclined rupture fronts, the pulse shapes are no longer symmetric
or antilsymmetric with respect to t = 0. However, there is a surprising time-
reversal symmetry between the two sets of results shown in Fig. 9. Except
for the sign of motion, the synthetics for one case can be obtained from those
of the other case by reversing time.

The effects of the vertical rupture velocity ¢, on the synthetic veloci-
ties for an observer at a distance of 10 km from the fault are illustrated
in Fig. 10. The fault model is characterized by z, = 2 km, z4* 10 km,
¢y = 3.0 km/sec and Ao = 100 cm. In this figure it is possible to see the

evolution from the case Cy =, where the synthetics are symmetric or anti-
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symmetric about t = 0, to cases where the asymmetry is more pronounced.

The results shown in Fig. 10 indicate that the peak velocities at a dis-
tance of 10 km are not strongly affected by the value of Co- The variatioh
of peak velocities with vertical rupture velocity Cs is shown in Fig. 11
for observers at distances of 2 and 10 km. The effects of ¢, on peak velo-
cities appear to be somewhat stronger at shorter distances to the fault but
are considerably less pronounced than the effects of the horizontal rupture

velocity cy-

Effect of rise time on acceleration pulses. All of the models considered so

far assume a slip function in the form of a step. To study the effects of a
finite rise time on pulse shapes and peak amplitudes we consider siip func-
tions corresponding to ramps of finite duration, . The response for any
prescribed slip function can be obtained by appropriate convolution with the
synthetics already described for a step slip function. We note, however,
that the acceleration response for an infinite ramp characterized by slip
velocity AO corresponds to the velocity response for a step function of
amplitude 4, after substitution of Ao by ﬁo. Thus, the velocities (in cm/
sec) shown in Fig. 3 for a step dislocation of amplitude Ao = 100 c¢m can be
1nterprgted as accelerations (in cm/secz) for an infinite ramp dislocation
with slip velocity 50 = 100 cm/sec.

Synthetic¢ accelerograms at a station located at a distance y = 2 km
from the fault for slip functions corresponding to a suite of finite ramps
with various rise times, 1, are shown in Fig. 12. In these calculations,
the slip velocity 50 has been assumed to be constant and equal to 100 cm/sec.
The rupture is characterized by z, = 2 km, zy = 10 km, ¢ = 3.0 km/sec and
= =, The results presented in Fig., 12 indicate that for short rise times

2
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(t < 0.4 se¢) the acceleration pulse shapes are essentially the same as
those obtained for a step dTSIocation as shown in Fig. 2. 1In this case,

the amplitudes scale with the final slip by = AOT. For rise times longer
than 2 sec the peak amplituﬁes become essentially independent of the value
of the rise time and depend only on the slip velocity. For long rise times,
the synthetic accelerations separate into two pulses corresponding to the
initiation and termination of rupture at a point. As discussed above, each
one of these pulses has the same form as the velocity pulses shown in Fig. 3
for a step dislocation. In general, the peak accelerations for any finite
rise time and for a given slip velocity are lower than twice the peak acce-
leration for the separated rupture initiation pulse. For intermediate
values of the rise time (0.5 se¢ < 1 < 2.0 sec) the peak accelerations are
almost twice the limiting value corresponding to the separated rupture ini-
tiation pulse for long rise times but are considerably lower than the cor-
responding peak accelerations for a step dislocation with the same final
s1ip. Comparison of the results in Fig. 12, for T = 1 sec, with those shown
in Fig. 5 reveals that the peak accelerations for the finite ramp are between
0.43 and 0.50 of the values for a step dislocation of equal final siip (100
cm). The corresponding ratios for peak velocities are 0.59 to 0.78, and,
for displacement 0.75 to 1.0. As expected, the reductions with respect to
the results for a step dislocation are the greatest for peak accelerations

which are more sensitive to the high frequency differences between the finite

ramp and the step slip functions.
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COMPARISCN WITH FINITE-LENGTH FAULT MODELS

To illustrate the relationship between the ground motion
generated by faults of finite length and the moticn calculated
on the basis of our infinite length model we have made some
comparisons with results obtained by the use of Haskell's

model for faults of various length, The results, shown in

Fig. 13, were calculated as in Anderson and Richards (1975) and
verified by a program based on the formulation given by Boatwright

and Boore (1975). In Fig. 13, velocities at:a station located at mid-length . -

cf a finite fault in 2 unbounded medium are compared with
velocities from our model for an infinite length fault in a
half-space. The Haskell model was used because comparable
calculations for velocities from a long finite fault in a half
space are much more expensive, These calculations are for a

site at a distance of y = 2 km perpendicular to a fault extending
from z = 2 km to z =:10 km,

Figure 13 shows velocity from finite faults of half-length
egqual to 6 km, 18 km, 42 km, and 78 km. As an example on the
finite fault with half-length of 18 km, rupture initiates at
X = =18 km, propagates past the observation point at x = 0,
and then continues on, finally stopping at x = 18 km, We note,
however, that the contribution to the synthetics from those parts
0f the fault with x beyond 11.9 km would fall outside the time
window shown in fig. 13. Furthermore, because of directivity,
the velocities caused by motion on the fault at x > 0 are small

compared to the velocities caused by motion at x < 0.

-15-
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Based on Fig. 13, we interpret the ground motion caused by
a finite fault propagating past a site as consisting of three
phases: a starting phase, a rupture passage phase, and a stopping

phase. The rupture passage phase is what is considered by the

steady~-state dislocation model which we have studied in this paper;
the starting and stopping phases are contributed by fault finiteness,

The parallel (%) and vertical (2z) components of velocity mavy be con-
sidered together on Fig. 13. Feor these components, the starting phase
is nodal on the plane of the fault; therefore motions close to even
a short fault are similar to the assymptotic limits for an infinite- .
length fault. The synthetic &z for a fault with an 18 km half~length
is very similar to the synthetic u, for a fault with a 78 km half~-
length. ©n the ﬁx component, the synthetic velocity pulse
essentially achieves its final form for half-lengths of between
18 km and 42 km. We note also that the peak x- and z- components
of velocity from the finite fault change by less than a factor
cof 2 az the fault length approaches infinity. Differences
between the 78 km fault in the infinite space and the infinite-
length fault in the half space arise because the interaction
of P and SV waves with the free surface is neglected in the
Haskell model.

On the y- component, the starting phase is not nodal, and
the finite fault must be much longer before the velocity
approaches the shape associated with the assymptotic limit of
an infinite -length fault. For faults with half-length of 6 km
anéﬂls Km, the starting phase and the rupture passage phase are

unseparated, For a half-length of between 18 km and 42 km, the
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starting phase and rupture passage phase pegin to separate,

and for a half-length of 78 km, these phases are well separated
in time. The rupture passage phase for the finite fault in a
full-space closely resembles the pulse on the infinite fault

in a half-space because the pulse is composed largely of SH-
waves. The largest peak velocities on ﬁy develop for faults
with half lengths of 15 to 24 km, and are about 3.5 times as
large as the isolated rupture passage phase.

Calculations for a lower rupture velocity of 2.5 km/sec
(0.728) revealed that the separation of the starting and rup-
ture passage phases began to occur for faults of half-length
between 10 km and 20 km. The relative importance of the start-
ing phase and the rupture passage phase was not significantly
altered froem that shown in Fig. 13. However, fﬁr the &y pulse
generated by a Haskel model with rupture velocity of 2.5 km/sec,
half length of 40 km and width of 8 km, the ratioc of the ampli-
tude of the rupture passage phase to the starting phase increas-
es from 0.4 to 1.3 as the depth of the top of the fault with
respect to the observer decreases from 2 km to 0 km.

We note that the starting phase associated w%th a Einite
Haskell-type fault may be stronger than starting phases in the
earth, 1In the earth, the starting phase originates from a
point, rather than a line. Furthermore, the rupture velocity
may not instantaneously achieve the final value.

In summary, the rupture passage phase which we have
studied may be the dominant part of the x- and z-~ components
of velocity, and also an important part of the y-~ component of

velocity close to finite faults of moderate length.
-17-
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COMPARISGON WITH STRONG GROUND MOTION DATA

To assess the importance of the source and propagation medium
characteristics not included in our steady-state disclocation model
(starting and stopping phases, spatial variation of slip and rupture
velocity, and layering) we have compared the results of the model with
actual ground motion data. The comparative study included: calcula-
tion of synthetic values of ML and comparison with the appropriate
vatue of ML for the assigned seismic moment per unit length of the
model, comparison of synthetic peak amplitudes with average peak amp-
litudes from correlations, and comparison of filtered synthetic accelero-
grams with filtered data from the Imperial Valley earthquake of October,
1979.

Evaluation of MLfrom synthetic accelerograms . The moment per

unit Tength of (MO/L) for all of the calculations in this paper except

24 dyne-cm/km:  this value is roughly con-

those in Fig. 12 is 2.6 x 10
sistent with values of MO/L for California strike slip earthquakes in
the 6-3/4 to 7 magnitude range. For example, M = 6-3/4 can be associ-

ated with M ~1.3 x 1026

dyne-cm and L= 60 kmwhich gives moment per unit
Tength of 2.2 x 1024 dyne-cm/km. For these large fault lengths, our model,
for distances to the fault in the range from 0 to 20 km may be relevant
to prediction of long period components of strong ground motion near the
fault, but away from the ends. |

We calculated ML from the synthetics, after the procedure of Kanamori

and Jennings (1978), to determine if our simple model gives the proper

amplitude and attenuation of synthetic Wood-Anderson seismograph response
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with distance. We found that ML has very different values when estimated
from the parallel and perpendicuiar components of the synthetic accelero-
grams. Ffurthermore, ML depends strongly on the propagation velocity.

For cy = 3.0 km/sec, ML peaks at a value of 5.8 at a distance comparable
to the top of the fault (zu = 2km); for ¢y = 3.184 km/sec, ML from

the largest component is approximately constant out to 20 km and ranges
between 6.0 to 6.2. These values of ML are considerably smaller than

the values of 6-3/4 to 7 which would be expected for an actual California
earthquake of comparable slip, and imply synthetic Wood-Anderson instru-
ment respenses 3 to 10 times smaller than expected.

Comparison with regresssion results. Fig. 14{a) shows a comparison of

peak accelerations obtained by Joyner, Boore, and Porcella (1381) by
regression from existing strong motion accelerograms., Fig. 14(b) compares our
calculated peak velocities with regression results. Peak values from

our model are too small. Based on the results which have been shown

earlier, one could manipulate the faulting parameters somewhat to improve

the agreement. For example, by choosing the depth to the top of the

fault egual to 1.0 km and using a rupture velocity ¢ = 3.184 km/sec,

one could achieve peak accelerations of about 80O cm/sec2 at y < 1 km,

and peak velocities of about 50 cm/sec.

Comparisons with acceleration recordings from the 1979 Imperial

Valiey Earthquake; The October 15, 19792 Imperial Valley earthquake

(MH = 6.5) was recorded on over 30 strong motion accelerographs, including
a linear array of stations (stations 1 to 13) which is perpendicular to
the causative Imperial Fault, For a map showing the station locations,

as well as the digitized accelerograms, the reader is referred to Brady
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et al {1980). The epicenter was located about 24 km southeast of where
this array crosses the fault, and surface displacements appeared between
stations 6 and 7, implying that rupture propagated toward the northeast,
and toward these stations. Observed surface rupture terminates about 10 km
northwest of the array, but intense aftershock activity north of the
array could be responsible for part of the northern-most surface expression,
Because several of the stations in the transverse array are close to the
surface expression of the faulting, we infer that the geometry is favor-
able for comparison with our model.

Fig. 15 illustrates the transverse component of velocity obtained
at accelerograph stations 6 and 7, and a éynthetic ﬁu]se generated by
our mode] for a site at v = 1.0 km. Stations 6 and 7 are each about 1 km
from the fault trace, on opposite sides of the fault. The observed motions
at stations 6 and 7 differ at high frequencies as shown in Fig, 15, The
rise time (v = 1.5 sec) on the synthetic fault was selected to duplicate
the time jnterval between the positive and negative peak of the observa-
tions. We note that this value of rise time is consistent with the con-
c¢lusion reached by Day (1982) that estimates for the rise time in long
faults are given by t = N/Zc1 or t = Q/Es. For the model used, the first
estimate is v = 0.5 x 9 km/2.0 km/sec = 2.25 sec and the second is © = 0.5 x 9/2.89
= 1.6 sec. WAlso, Hartzell and Helmberger (1982) used a rise time of 1.0 sec
in their modelling study of the Imperial Valley earthquake. The synthetic
velocity is about a factor of 15 too small in amplitude, and also Tacks
the high-frequency energy which is evident ln the observations. A greater
rupture veiocity would significantly decrease, but not eliminate, the

amplitude discrepancy.

-20-



Fig. 16 shows & comparison of the attenuation with distance from
the fault of the peak acceluations from low-pass filtered accelerograms
and low-pass filtered synthetics. Record sections which include the
direct S-wave pulse were selected and filtered for this purpose. The
filter is symmetric, has a corner frequency of 0.5 Hz and the Fourier
amplitude spectrum decreases at a rate of f's at frequencies above this

corner. The filtered accelerograms are shown in Fig. 17,

On Fig, 16 the value of y assigned to each station was measured
from a linear approximation of the fault trace. S;ations beyond either
end of the ruptured fault section were not included. We note that the
synthetic accelerograms, whose peak values after filtering appear on Fig. 16,
are derived for 100 cm fault slip with a step time function. This value
of s1ip appears tc be reasonable. The teleseismic moment of & x 1025
dyne-cm (Kanamori and Regan, 1981) implies an average offset of about
60 ¢m on a fault plane 35 km Jong by 9 km wide. Olson (1982} obtains a
moment ¢f 8§ x 1025 dyne-cm from inversion of accelerograph data; this
would imply an average slip of about 95 cm on the same fault plane. The
comparison in Fig., 16 also reveals that the synthetics underestimate the

peak amplitudes of the filtered recording, in this case by a factor of

5 to 8.

We have noted the symmetry of the synthetic accelerograms about the
time rupture propagates past the observation point. Since several of the
accelerograms in Fig, 17 are timed, we used the timing of the peak of
the filtered pulses (U}) to estimate the average rupture velocity. The
results are given in Table 1. The stations which are closest to the

fault (y s 6km) 211 give a rupture velocity of 1.80 to 1.95 km/sec based



on this analysis. This value is smaller than estimates of about 2.5 km/sec
obtained by Harzell and Helmberger (1982) and much smaller than the esti-
mate 3.3 to 5.0 km/sec of Olson (1982). We observe that if one considers

a2 finite rise time v, the rupture front arrives at a time t/2 before the
peak, so that At in Table 1 would be decreased. Furthermore, if the rupture
front is not vertical, the peak corresponds to the time the top of the

fault passes the stations (e.g. Figs. 9 and 10). Thus differences between
results in Table 1 and the inversion study of Hartzel and Helmberger (1980)

may be reconcilable,
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Discussion of amplitude comparisons, The previous comparisons

indicate that the steady-state dislocation model in a uniform half-space
underpredicts observed peak velocities and accelerations., O0On Fig. l4a,
model estimates of peak accelerations are a factor of 2 to 8 too small

af distances less than 2 km. The model with ¢y = 3.184 km/sec = 00,9997 Cr
is a factor of 3 too small. On Fig. 14b, model estimates for peak velocities
are a factor of 4 to 6 too small to distances of 20 km; in this case the
model with ¢y = 3.184 km/sec has an attenuation rate which is too siow.

On Fig. 16 model predictions for fiitered peak perpendicular accelerations
are a factor of 5 to 8 too small, The corresponding ratio on the parallel
component depands on distance. However, an intermediate rupture velocity
{say c]a=3.1 km/sec) would possibly match the observed attenuation with
distance at a level which is aiso a factor of 5 or 6 too small. We con-
clude that overall, this model underestimates peak velocities and accelera-
tions by a factor which depends on rupture velocity, and that for rupture
velocities which yield shapes of attenuation curves comparable to observa-
tions, that factor is about 6.

We can identify a number of phenomena in the earthquake which are
absent froﬁ our model, and which might help account for this overall
difference of a factor of 6. Perhaps the most significant are: (i) finite-
ness of the fault and associated starting and stopping phases; (i1) asperities
on the fault and associated possible spatial variations of slip and rupture
velocity, and (iii) layering and the possibility of transonic or supersonic
rupture in {Eé shaIloWerH;;}fﬁm{ayefé. |

The comparisons shown in Fig. 13 of the results for an infinite length
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model with those for a finite rectangular fault indicate that the ampli-
tudes of the starting and stopping phases are not sufficiently different
from the amplitudes of the rupture passage pulse to explain the difference
observed. It must be considered alsoc that the starting phase in a Haskell
model may be larger than on an actual fault in which the rupture may have
to accelerate to the final rupture velocity (Kiusalaas and Mura, 1964),
Small scale asperities also would tend to increase the amplitudes
of acceleration and velocity by introducing a greater amount of high
frequency energy. This is accomplished essentially by introducing starting
and stopping phases from small sources distributed throughout the fault
plane. We note, however that when the Imperial Valley accelerograms were
filtered, this did not decrease the discrepancy befween these data and

the synthetic calculations. We conclude that asperities are not the major
source of the differences between the results of the dislocation model

and the observations.

Finally, we turn our attention to the effects of layering. Bouchon
{1979) examined sythetic displacements for the case of a single layer over
a half space, as a simulation of ground motion at station 2 for the Parkfield,
Ca., June 1966 earthquake. He found that the upper layer, with thickness of
1.5 km and'P- and $- velocities at about 45% of the velocities in the
underlying half space, caused the perpendicular (uy) component of dis-
placement to be amplified by a factor of 8, while the parallel and vertical
components were amplified by a factor of 2 compared to results for a
uniform half-space. Alternative 1ayéred models could cause amplifications
greater than 2 relative to the half space. The large amplification
of the perpendicualr component was caused by a shock wave generated by a

rupture velocity which exceeded the shear velocity in the Tayer. A
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transonic rupture velocity is also suggested in the solution of Qlson

(1982) for the Imperial Valley earthquake mechanism. The results of

Bouchon suggest that the major cause of the amplitude discrepancy be-

tween the results of our model and the observations can be ascribed to the
effects of layering. As noted by Bouchon (19739) we observe that previous
uniforﬁ full-space of half-space models for the Parkfield 1866 earthquake
[Aki (1968), Haskell (1969), Trifunac and Udwadia (1974), Anderson (1974),
Kawazaki (1975) and Levy and Mal (1976)] have significantly overstimated the
siip required to match the perpendicuiar displacement pulse observed at

station 2. The uniform medium models which lead to reasonable estimates

for the slip require the assumption that the fault intersects the free-surface.

Based on the previous discussion we conclude that the steady-state dis-
Tocation model studied after modification to include the effects of lay-
ering could provide a useful tool in estimating near source ground-motion.
Although the extension to layered media will increase the computational
cost, the model would be significantly more economical than models for

finite faults in layered media.
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SUMMARY

The effects of several parameters on surface motions at sites ad-
jacent to an infinitely long, finite-width, strike-slip fault in a uni-
form half space have been examined thoroughly, The study verifies the
importance of the horizontal rupture velocity in determining amplitudes
of ground motion. In the model, a non-vertical rupture front is not an
important factor in determining the peak amplitudes of ground motion, but
it can considerably modify the synthetic pulse shapes. At close distances,
the depth of the top of the fault, and the siip on the fault, are more
important than the fault width, but at large distances from the fault the
moment. per unit length appears to control the peak amplitudes.

Synthetic motions adjacent to Haskell models of finite-length faults
in an infinite medium can be regarded as composed of a starting phase,

a rupture passage phase, and a stopping phase. The rupture passage phase
is a prominent component of the total ground motion when it is separat-
ed from the starting phase. The pulse generated by the infinite-length
dislocation model considered in this paper is the equivalent, for a half
space, of the rupture passage phase generated by the Haskell models.

Whén compared with observations, the model underestimates peak
accelerations and peak velocities in the near field. This underestimate
occurs both at high frequencies and in the intermediate frequency range
in which asperities are supposed to be of little importance., Furthermore,
the amplitudes of starting and stopping phases do not appeér to be suffi-
cient to explain the differences. We conclude that the effects
introduced by layering are therefore the most probable cause of the larger

amplitudes in observational data.
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TABLE 1

Estimate of Rupture Velocity for the
Imperial Valley, Oct. 15, 1879 tarthquake

Peak time -
Origin time /= Rupture velocity =
Station Ax (km)] Peak time® At(sec) L x/at{kn/sec)
Array #2 23.6 23:17:08.1 14.6 1.62
#4 23.2 23:17:07.3 12.8 1.81
#5 24.6 23:17:07.7 13.2 1.86
#6 24.6 23:17:67.3-68.2 12.8-13.7 1.92-1.80
#8 23.6 23:17:66.7 12.2 1.93
#11 22.4 23:17:08.3 13.8 1.62

1. Distance along the fault from epicenter to projection of
observation point onto the fault, measured from Fig. 1 of
Brady, et. al. (1980) 0.3 km.

2. GMT, October 15, 1979, #0.1 sec. These are based on start
times of accelerograms given by Porcella and Matthiesen (1979)
~and Porcella {personal communication).

3. Based on origin time 23:16:54.5 (Brady, et. al., 1980).
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FIGURE CAPTIONS

Figure 1. Description of fault model and coordinate systems.

A. Three dimensional view. The plane z = 0 is the free surface. The
plane shaded area represents a vertical fault; rupture occurs only

between z, and Zys but extends to + « in the x-direction.

B. Plan view of the plane which contains the fault. The shaded portion
represents the area which has ruptured at time t. S1lip on the fault is

independent of location within the shaded area and is constrained to be

horizontal.

Figure 2. Synthetic acceleration pulses at various distances from a vertical,
strike-slip fault characterized by z, = 2km and zg = 10 km. The slip on the
fault corresponds to a step dislocation of amplitude by = 100 cm propagating

with velocities ¢y = 3.184 km/sec and Cy = =

Figure 3. Synthetic velocities corresponding to the accelerations shown

in Figure 2.

Figure 4. Synthetic displacements corresponding to the accelerations shown

in Figure 2.

Figure 5. Peak values of synthetic acceleration, velocity, and displacement,

as a function of distance y for three vertical, strike-slip faulting models.
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A1l three models have the same moment per unit length. All three models
have ¢y = 3.0 km/sec and Cp = =, The solid 1ine (=) corresponds tc a
model with z = 1 km, zy = 9 km, and 8, = 100 em. The dash line (---)
corresponds to a fault with z, = 2 km, Z4 = 10 km, and b, = 100 cm. The
dash-dot line (-.~.) corresponds to a fault with z, = 2 km, z4 = 18 km,

and Ao = 50 cm.

Figure 6. Synthetic velocity pulses from a vertical, strike slip fault with
z, = 2 km, z,= 10 km, Cy =@y Ay = 100 em, at a distance y = 10 km. The
horizontal rupture velocity <y is given four values approaching the Rayleigh

wave velocity in the half space, Cp = 3.1849 km/sec.

Figure 7. Effects of horizontal rupture velocity c; on peak amplitudes of
acceieration, velocity, and displacement for a vertical, strike-siip fauilt
with z, = 2 km, z4 = 10 km, ao = 100 cm, and other parameters as shown in

the figure.

Figure 8. Effect of horizontal rupture velocity Cy on the distribution of
peak velocities as a function of distance y for a vertical strike slip fault

with z, = 2 km, 24 " 10 km, Cy = =, and b, = 100 cm.

Figure 9. Effects of vertical rupture velocity c, on synthetic velocities
for two models of a vertical, strike slip fault with z, = 2 km, z4 = 10 km,
¢, = 3.0 km/sec, y = 2-km and &, = 100 cm. For the case on the left, with

Cs negative, rupture occurs first at the lower edge of the fault for any
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selected location x, and proceeds upward; fer the case on the right, with
Cs positive, rupture reaches a location x at the top edge of the fault

first and proceeds downward.

Figqure 10. Effects of vertical rupture velocity ¢, on synthetic velocities
from a vertical, strike-slip fault with z, = 2 km, 24 10 km, ¢y = 3 km/
sec, AD = 100 cm, and at y = 10 km.

Figure 11. Effect of ¢, on the peak velocity at y = 2 and 10 km for a
vertical strike-siip fault with z, = 2 km, z, = 10 km, ¢y = 3 km/sec and

AO = 100 cm.

Figure 12. Synthetic acceleration pulses caused by a vertical, strike-slip

fault which has a slip function described by a ramp with finite duration, T,

H

and slip velocity 84 100 cm/sec. The rupture is characterized by z, = 2.0

km, z, = 10.0 km, ¢ 3.0 km/sec and Cy = . The cbservation point is at

y = 2 km.

Figure 13. Comparison of synthetic velocity from an infinite-length
fault in half-space and several related, finite-length models in an
infinite space. Velocity from the infinite-length fault (solid line)
resuits from a vertical, right-Jateral strike-slip fault with z= 2 km,
4= 10 km, €y = 3.0 km/sec, and Cp = =, The time history of dislocation
at each point is a finite ramp with s1ip velocity 200 cm/sec and rise
time 0.5 sec, giving a total offset of 100 cm. At time = 0, the rupture
front is at x = 0; the station Jocation is x =0 km, ¥ =2 km. The

finite fault rupture models are sections of this infinite fault centered
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at x = 0, with half-length as given. The kinematic fault-dislocation
and fault-receiver geometry are the same as for the infinite fault.
Velocities from these finite faults, shown as broken lines, are
calculated as in Anderson and Richards (1975), and are multiplied by
a factor of 2, Note that the vertical scale for ﬁy is twice the

vertical scale for Uy and U,

Figure 14. Peak accelerations (a) and velocities {(b) from our cal-
culations, (AO = 100 cm, Cy = =), compared with values predicted by

the regression of Joyner, Boore, and Porcella (1981).

Figure 15. Comparison of 10.0 second section of observed velocity at
stations 6 and 7 during the October 15, 1979 Ihperia? Valley earthquake
with 2 synthetic record. Components are oriented perpendicular to the
fautt (2300). Peak to peak amplitudes of each trace are given on the right.
Synthetic is calculated with o = 5.0 km/sec, 8 = o/¥3, z, = 1.0 km,

24 = 10.0 km, ¢y = 2.0 km/sec, A, = 100 cm, 50 = 67 cm/sec (giving a rise

time of 1.5 sec), and y = 1.0 k.
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Figure 16. Peak accelerations from low-pass filtered synthetics, compared
with peaks from Tow-pass filtered body-wave pulses of the Imperial Valley
earthquake of October 15, 1979. The filter has a corner freguency of 0.5 Hz.
Each accelerograph location is indicated by a code : B = Bonds Corner,

C = Calexico, H = Holtville, numbers 1 to 13 correspond to stations of the
transverse array. Circles represent stations southwest of the fault, and
triangles represent stations northeast of the fault. Data from the E1 Centro
Differential Array is referred to as station 9. Models use a fault displace-
ment of 100 c¢m, which may differ from average during the Imperial Valley

earthgquake.

Figure 17. Low-pass filtered S-wave accelerations from transverse array
recordings of the Imperial Valley earthquake of October 15, 1979. Data
from the EV Centro Differential Array is referred to as station 9. Fre-
quencies greater than 0.5 Hz are removed. The relative timing of the re-
cords is based on visual alignment of the peak of the pulse on the perpen-
dicular (230°) component. The surface expression of the Imberia1 fault
passes between stations 6 and 7, and the surface expression of the Brawley
fault passes between stations 5 and 6. Distance from a linear approxima-
tion to the surface expression of the fault, equivalent to y (Fig. 1), is
shown in parentheses next to each station number. Dashed lines (S) show

filtered synthetic accelerograms for z =1 km, 24 = 9 km, ¢y T 3.0 km/sec,

u
Cp = &, and Ao =225 emat y = 2 andy = -2,
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APPENDIX VIIL

PARAMETRIC STUDY OF NEAR-FIELD GROUND MOTIONS FOR
OBLIQUE-SLIP AND DIP-SLIP DISLOCATION MODELS

by

" John G. Anderson and J. Enrique Luco

ABSTRACT

The near-field motion on the surface of a uniform half-space for oblique-slip and dip-slip faults
has been studied by the use of a dislocation model. The fault is modeled by an infinitely long buried
disiocation of finite width; rupture propagates horizontally along the fault and past the observation
points with a constant rupture velocity lower than the Rayleigh wave velocity. In addition to those
parameters which control peak amplitudes near a vertical, strike-stip fault {depth of the top of the fault,
horizonial rupiure velocity), the dip of the fault plays an important role. The siip direction and the
angle berween the rupture front and the down-dip direction of the fault also become increasingly impor-
tant in determining amplitudes of peak ground motions as the dip of the fault decreases from vertical to
shallow angles. In some regions near a thrust fault, peak amplitudes are significantly greater than the

largest values near a vertical, strike-slip fault.
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Department of Applied Mechanics and Engineering Sciences, University of California, San Diego, La Jolla, California 92093
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INTRODUCTION

“This article is a continuation of the parametric study on strong ground motion which was initiated
by Anderson and Luco (1982). The previous paper studied the effect of several parameters on the
strong ground motion in the near field of a vertical strike-slip fault in a uniform half-space. The fault is
modeled by an infinitely tong buried disiocation of finite width; rupture propagates horizontally along
the fault and past the observation points with a constant rupture velocity lower than the Rayleigh velc-
city. We now extend the previous results to dipping faults and to faults which include a dip-slip com-
ponent of ground motion. Since Anderson and Luco (1982) thoroughly studied the strike-slip. fault,
our approach will be to begin with that case, and see what happens as we deviate from the pure strike
slip. We will study the evolution of ground motion for cases which are intermediate between pure

strike-slip and pure thrust, and then study the pure thrust case in more detail.

Previous’ parametric studies of three dimensional oblique-faulting or thrust-faulting in a half-space
on a model of comparable complexity have apparently not be-en carried out. A number of two-
dimensional models have been presented {Mal, 1972, Schafer, 1973; Brock, 1975; Niazi, 1975;
Litehiser, 1976; Bouchon and Aki, 1977; Bouchon, 1978; Madariaga, 1980). These models assume that
the rupture velocity along the horizontal dimension of the fault is infinite, in contrast to the model con-

sidered here which assumes a finite horizontal rupture velocity.

DESCRIPTION CF THE MODEL

The model derived by Luco and Anderson (1982) gives the ground motion near a fault of finite
width and infinite length, which is embedded in a uniform half-space. Figure 1 illustrates the geometry
of the fault model and the coordinate systems emploved. The fault has a strike paralle] to the x axis

(Fig. 1A) and may have an arbitrary dip, y , which is measured from the horizontal y axis. Faulting
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occurs as a uniform shear dislocation between the depths z, €z < z,. For the general case of a fauit

with dip different from 90° the vertical projection of the fault to the free surface extends over the

range y, < » < y,. The width of the fault is W = «/(z; = 2,)? + (= y, )2 = (z;—=2z,)/siny.

Figure 1B illustrates the rupture model in the fault plane. The rupture front travels from x = —oo
to x = oo al a constant longitudinal rupture velocity ¢, where ¢; must be less than the Rayleigh wave
speed. For an observer at x = 0, the time ¢ = 0 corresponds to the time of passage of the rupture in
front of the observation point. As shown in Figure 1B, the rupture front need not be paralle! to the dip
direction of the fault. Luco and Anderson introduced a "transverse rupture velocity,” ¢;, which
describes the rate at which the rupture front crosses the width of the fault at fixed x. The slip direction
on this fault may be arbitrary and it is described by the rake angle ¢, measured in the fauit plane {rom
the horizomal axis. The shape of the time function for slip is the same throughout the fault, and, in

this paper, we use a step ofiset.

The numerical results presented below have been obtained using the anaiviical solution derived by
the authors (Luco and Anderson, 1982) in which the velocity on the surface of the half space is given
in terms of a single, finite integral. Accelerations are obtained by numerical differentiation of the syn-
thetic velocity: displacements by numerical integration. Velocities were calculated at a time increment

of 0.02 sec and for a total duration of 20 seconds.

EVOLUTION FROM STRIKE-SLIP TO DIP-SLIP DISPLACEMENTS

ON THE FAULT

Anderson and Luco (1982) thoroughly examined the case of a vertical (y =909 strike-slip
(¢ = 09 fault. Some teview of the resuits of Anderson and Luco (1982) would seem to be appropri-
ate. For the vertical strike slip fault, they examined characteristics of the acceleration, velocity, and

displacement pulses resulting from this model as a function of distance to the fault, as a function of

/7€
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horizontal and transverse rupture velocities, and as a function of rise time. The components u, and w.
are nodal at the fault plane, and achieved peak values at distances y comparable to the depth of the top
of the fault. A geometrical factor which controls these peak values is the depth of the top of the fault;
the width of the fault is not important (unless it approaches zero). The horizontal rupture velocity ¢
has an important role in controlling peak values, with u, and u; being more sensitive than u, to c;
when ¢, is near the Rayleigh velocity. The vertical rupture velocity c, did not play an important role in
modifying pezk ampiitudes, uniess it became much smaller than ¢y, but it did significantly modify the
pulse shapes. An intriguing aspect of the solution is that for infinite ¢4, &, is symmetric about t = 0,
while &, and & are anti-symmetric. Finally, the effect of increasing rise time is to reduce the ampli-
tudes of .acceleration and velocity to values which are less, and sometimes considerably less, than those

seen for the step offset.

This study introduces the effect of changes in two more parameters: the fault dip (v) and the rake
{(#). To examine the evolution from wvertical strike slip {(¢=0%5y=909 o dip slip
(¢ = =90° v < 909, we will first ook at the effect of the rake for a vertical fault, second lock at the
effect of dip on waves generated by a strike slip fault, and third jook at the effect of the rake on waves
generated by a dipping fault. We begin by examining how a change in the rake affects synthetic
motions near a vertical fault. Thus Fig. 2 illustrates the change in synthetic displacement, velocity, and
acceleration for a site at y = 5.0 km as the rake changes from 0°to —%0° on a vertical fault. Other
parameters for the svnthetics in Fig. 2 are a = /38 = 6.0 km/sec, ¢; = 3.0 km/sec, ¢; = oo, the slip on
the fault, A, - 100 cm, z, = 2.0 km, and z, = 10.0 km. The paramelers «, 8, ¢}, &,, z,, and z; are

held at those values for all calculations in this paper. Figure 2 illustrates that the symmetry of 4, and

the anti-symmetry of u, and 4, of strike-slip faulting is absent for arbitrary rake, but a complementary

symmetry exists for pure dip-slip faulting. In particular, a component which was symmém’c for strike-
slip becomes anti-symmetric for dip-slip, and a compenent with anti-symmetric motions for strike-slip
faulting becomes symmetric for dip slip faulting. A second characteristic of the results shown in Fig. 2
is that the peak amplitudes are relatively insensitive to the rake. The components most affected by

variation of the rake are &, and w., which are increased by a factor of the order of 2 to 3, and i, which
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suffers a reduction also by a factor of the order of 2 to 3 as the rake varies from 0°to —90° These
observations are further illustrated in Fig. 3, which shows the peak values from Fig. 2 and from addi-

tional caiculations as a function of the rake.

Next we consider the effect of the dip angle on a fault with pure strike slip motion. The observer
is at a point 5 km from the vertical projection of the top of the fault to the free surface (y —y, = 5 km)

as shown in Fig. 4. The calculations use a constant offset on the fault, and consequently the moment
per unit length increases in these calculations as the dip decreases. In particular, M,/L a Wa # In
Y

shifting the dip from 90°10 15° this causes an increase of A£,/L by a factor of 3.86. We have not nor-
malized to constant M,/ L because Anderson and Luco (1982) found that close to the fault, the actual

slip was a more important factor in determination of peak amplitudes than the width of the fault.

Figure 5§ illustrates the svnthetic motions generated for three different dip angles. These synthet-
ics give the motions at the site y—y, = 5 km for sirike slip on faults with dips of 90°, 60°, and 30°
As in Fig. 2, these synthetics are generated for c; infinite. In Figure 5, one sees that while the general
features of the pulse shapes are not changed as the dip decreases, the amplitudes increase considerably.
Peak amplitudes {rom Fig. 5 are transferred to Fig. 6, where they are shown as a function of the dip.
Peak accelerations i, and & increase by factors of 26 and 37, respectively, as the dip decreases from
90°t0 15° These increases are much larger than the increase in the moment, which as mentioned is
only a factor of 3.86. Thus for strike-slip motion on the fault, the dip of the fault plays an important
role in the determination of peak amplitudes of ground motion. We note that as the dip decreases, the

closest distance from the observer to the fault also decreases.

* Next, we investigate the effect of a variabie rake on the synthetic pulses generated by a dippiﬁg
fault. Figure 7 shows the evolution of synthetic acceleration, velocity, and dispiacement for a site at
y—y, =5 km, and for infinite ¢4, caused by a fault with a dip of 30°as the rake changes from 0° {pure
strike-slip faulting) to —90° (pure thrust faulting). Qualitatively the results shown in Figure 7 resemble
those on Figure 2 for a vertical fault: arbitrary rake disrupts the symmetry, and the amplitudes of some
components are modified by a factor of the order of 2 to 3. The peak acceleration in the y - com-

ponent experiences a reduction by a factor of the order of 6 as the rake varies from 0°to —90° Peak

s
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amplitudes corresponding to this case are shown on Figure 8. It is interesting that strike slip on the

dipping fault causes stronger shaking than pure dip-slip motions.

To summarize this section, we have studied the evolution from strike-slip to dip slip faulting.
These calculations indicate that the peak amplitudes are quite sensitive 1o the dip, and less sensitive to

the rake.

FURTHER PARAMETRIC STUDIES ON DIP-SLIP FAULTING

The effects of dip angle on the synthetic motions and peak amplitudes for a site near a thrust fault
are illustrated in Figures 9-11. We have used the same geometry as in Figure 4 for these calculations.
Figure 9 shows synthetic motions generated when ¢, = =0, as it has been in the previous figures. Fig-
ure 10 departs from this, and shows the effect of a finite value for the transverse ruptire velocity,
c; = —2.5 km/sec. For this case, at any location x along the fault, the rupture occurs first at the bot-
tom of the fault, and propagates across the width of the fault at 2.5 km/sec. The symmetry properties
which appear on Figure 9 are absent from Figure 10. The differing delays in the time of occurrence of
peak accelerations and velocities is caused because these peaks occur when rupture at the top of the
fault passes in front of the observaticn point, with the successively greater width of faults of smaller
dip, it takes longer for rupture to pass from the bottom edge to the top edge of the fault. With the
exception of the u, - component, the peak amplitudes shown in Figures 9 and 10 and summarized in
Fig. 11 do not appear to be strongly affected by the dip of the fault. The largest effects occur for peak
accelerations which show an increase by a factor of the order of 3 as the dip decreases from 90° to 15°.
The peak amplitudes for the transverse component u, show a strong dependence on the dip angle and
exhibit a minimum at a dip = 45° Figures 9 and 10 indicate that the sense of motion of the u, - com-

ponent is reversed between dips of 30° and 60°.
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The amplitudes of the acceleration and velocity pulses which are shown in Fig. 10 for finite ¢, are
much smaller than those shown in Figure 9 {or infinite ¢;. Peak amplitudes for the two values of the
transverse rupture velocity ¢, are shown on Figure 11. Differences of a factor of 2 to 3 seem to prevail
for velocity, and factors of 3 to 10 for acceleration. The exception to this pattern is the u, - component
which for dip angles near 45° and for ¢y = — 2.5 km/sec exhibits larger peak values for i, and &, and

equal peak values for u, than the results for ¢; = oo,

In Figure 12, we plot profiles of peak values of acceleration, velocity, and displacement along the
free surface for & thrust fault with a dip of 30°and c, infinite. The upper edge of the fault lies beneath
y = 3.46 km. Peak values in the x and z compoenents of motion occur in the vicinity of this point
(y = 3.46 km), while the peaks of the y-components are shifted slightly toward smaller values of y.
Figure 12 shows considerabie asymmetry in y, with a less rapid decrease in peak values at y >0, above
the fault plane, and illustrates the extreme dependence of peak amplitude on positionn. We attempted,
unsuccessfully, to correlate details of the shapes of the curves in Fig. 12 {such as the_ minimum of u, at
y =0} with the radiation patterns for a point dislocation (Aki and Richards, 1980, p. 80-81) at the top
edge of the fauit. As pointed out by Ar huletta and Hartzell (1981), motion at any one time resulits
from contributions from different paris of the fault, and different wave types. Our failure to isolate 2
simple radiation pattern effect which correlates with details in Fig. 12 emphasizes that even though the
position of the top edge of the fault is among the dominant parameters in determining the peak values,

the entire extent of the fault contributes to the motion.

ON MEASURE OF DISTANCE TO FAULTS

The available data with respect to peak accelerations, velocities and displacements are typically
organized on the basis of different measures of distance to the fault. In recent correlations, for
instance, Campbell (1981) uses as measure of distance the closest distance to the fault while Joyner et

al (1981) and Joyner and Boore (1981) use horizonial distance to the closest point on the vertical
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projection of the fault area on the free surface. For vertical faults which intersect the free surface these
two measures of distance coincide. For dipping faults the differences may be significant. This is shown
in'Flg.‘ 13, where the peak amplitude results presented in Fig. 12 for a dipping thrust fault {dip = 30°
are plotted versus three different measures of distance. These measures correspond to : distance from
the site to the closest point on the fault surface {R-Closest), distance to the top edge of the fault (R-
Top), and horizontal distance to closest point on the vertical projection of the rupture area on the free
surface (R-Projection). The distance R-Top was motivated by our observation that the depth of the top

of the fault is more important than the width of the fault in determining near-field peak amplitudes.

Inspection of Fig. 13 reveals that the definition R-Closest tends to reduce the differences between
components and between points at the same value of R-Closest but on different blocks. Even with this
definition of distance differences of about one order of magnitude can be observed in the distribution of
peak accelerations. The distance R-Projection causes a large scatter at R =0 (for the purpose of plot-
ting, the peak amplitudes at R-Projection = 0 are shown to the left of a broken scale since all points
on the upper block above the fault are assigned the same distance R = 0. We note that our steady-
state dislocation model over an infinitely long fault introduces a lower number of characteristic dis-
tances than a finite fault for which the use of a single measure of distance may inmtroduce additional

scatter. -

Joyner and Boore {1981) used the larger of the two horizontal components of acceleration in their
regression;, Campbell (1981) selected the .verage of the two horizontal componems. For the long
period ground motions given by our calculations, Fig. 13 shows that one of the two components is sys-
ternatically smaller than the other. This would seem to violate Campbell’s implicit assumption, in tak-
ing average values, that both horizontal components obey the same distribution. As pointed out by
Hadjian (1978), in actual accelerograph data, the instrumental axes may be oriented randomly with
respect to the fault and, often, with respect to other accelerographs. However, if one vector component
in fault based coordinates is systematically larger, such an effect will persist, with scatter, on randomiy
oriented axes. Incidentally, axes in our synthetic calculation are not necessarily oriented such that the

largest peak acceleration will appear on one of the two components. The high frequencies which are
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present in observations but absent. from our calculations mught be distributed identically in all vector

orientations, but that is not known a-priori.

SUMMARY

Within the context of the steady-state, infinite length dislocation model described by Luco and
Anderson (1982) we have investigated the importance of several parameters on the pulse shapes and
amplitudes of ground motion near a fault. In a separate paper (Anderson and Luco, 1982) we have
studied in detail the case of vertical, strikg-siip faults. In the present paper we have analyzed the cases
of oblique-slip and dip-slip fault models. In this section, we attempt to summarize the results obtained

in both studies.

First, we have found that the location of the observation point relative to the fault, and especially
the top of the fault, plays an important, and expected role, in determining peak amplitudes of ground
motion. Distance from the fault is the most easily recognized effect of location. A radiation pattern
effect is also present, but is not always simply related to the radiation pattern from a point source. Near

a dipping fault, peak amplitudes are different at equal distances but in opposite blocks.

Static fauiting parameters which we studied included the depths of the top and bottom of the
fault, the offset and the moment per unit length. Near the fault, the depth of the top of the fault and
the offset (for short rise time) have a profound effect on the peak amplitudes; the depth of the bottom
of the fault, and thus the moment per unit iength, do not appear to play a dominant role at distances

less than about twice the depth of the bottom.

For a strike-slip type earthquake, the dip of the fault had an order-of-magnitude effect on the
peak amplitudes. On a dip-slip fault, the dip is less important, but still plays a prominent role in deter-
mining peak amplitudes. Shallow dipping faults cause larger peak amplitudes than near-vertical faults.

The rake, or slip direction on the fault plane is relatively unimportant {within a factor of 2} in

A2



-10 -

determining peak amplitudes for a vertical fault, and slightly more important as the fault becomes more
shallow-dipping.

The dynamic paramelzers considered included the rupture velocities ¢y and ¢,, and the rise time.
The horizontal rupture velocity ¢; was found in Anderson and Luco (1982) 1o play a crucial role in
determining peak accelerations, and a successively lesser role in peak velocities and peak displacements.
When the rupture velocity ¢, is close to the Rayleigh wave velocity of the medium, the effect is most
impressive. For the strike-slip fault, on which th_is effect was studied, peak accelerations change by a
factor of about 4 for a less than one percent change in ¢; as ¢; approaches the Rayleigh wave velocity.
The transverse rupture velocity, ¢;, was not very important on the vertical, strike-slip fault, but on the
dipping fault it may reduce peak accelerations and velocities considerably. In all cases, it plays an
important role in modifying pulse shapes.

The role of the rise time is also important, especially as one extrapolates this model to larger mag-
nitude earthquakes in which the rise time is still unknown. Scholz (1981) has pointed out that if the
larger slip in a large magnitude earthquake is accomplished within the same rise time as for a smaller
earthquake, the peaks of ground motion would be considerably greater than they would be if the rise
time is proportional to the slip.

In a study of vertical strike-slip faults {Anderson and Luco, 1982} we found that the results from
the steady-state dislocation model in 2 uniform half-space underestimate the observed amplitudes of
motion. Inclusion of the effects of layering are expected to eliminate this discrepancy (Bouchon, 1979).
It is possible that similar effects would affect the results presented here for obligue-slip and dip-slip

fault models.
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Figure 1.

Figure 2.

Figure 3.

Figure 4.

Figure 5.
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FIGURE CAPTIONS

Coordinate systems and fault model used in these calculations.

Evoiution of synthetic waveforms on a vertical fault as the slip direction (rake) changes
from pure strike slip (Rake = 0°) to pure thrust (Rake = —90°). This plot shows synthetic
displacement (top), velocity (center) and acceleration (bottom). Other parameters are dip
=90° y=50km, »,=00km, ¢, =3.0km/sec, ¢;=00, A,=100cm, sz =2.0km,

z;=10.0 km. Synthetics are calculated at 50 points per second.

Peak ampiitudes as a function of rake near a vertical fault. Faulting parameters are the same
as those for Figure 2. Symbols are: circle — U,, square — U, triangle — U,. Symbols are
plotted at all values of the rake where calculations were carried out; curved lines are cubic

spline interpolations.

Observer-fault geometry for results shown in Figures 5 and 6.

Evclution of synthetic waveforms above a strike slip fault of variable dip. The observation

point is on the upper biock, 5.0 km from the vertical projection of the top of the fault. Dip
of 90° corresponds to a vertical fault. Synthetic displacement is at the top, velocity in the
center, and acceleration at the bottom. Parameters are rake =0° y~y,=15.0 km, ¢,=3.0
km/sec, c,=00, A, =100 cm, z,=2.0 km, z;=10.0 km. Synthetics are caiculated at 50

pis/sec.



Figure 6.

Figure 7.

Figure 8.

Figure 9.
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Peak amplitudes above a strike-slip fault of variable dip at a site on the upper fault block,
5.0 km from the vertical projection of the top edge of the fault. Model parameters are the
same as in Figure 5. Symbols are circle — U,, square — U, triangle — U,. Symbols are
plotted at each point where calculations are carried out, curves are cubic spline interpolations

between these points.

Evolution of synthetic waveforms on a dipping fault (dip =30°) as the slip direction changes
from pure strike slip (rake = 0°) to pure thrust (rake =—90°). The observation point {
¥—y, = Skm ) is above the fauit on the upthrust block. Synthetic displacement is at the
top, velocity in the center, and acceleration at the bottom. Parameters are dip =30°
y—y, = 50km, ¢;=3.0 km/sec, c;=0c0, A, =100 cm, z,=2 km, z;,=10.0 km. Synthetics

are caiculated at 50 points/second.

Peak amplitudes as a function of rake on the upper block of a dipping fault. Model parame-
ters are the same as those of Figure 7. Symbols are circle — U, square — U, triangle
— U.. Symbols are plotted at each value of the rake where calculations were carried out;

curved lines are cubic spline interpolations.

Evolution of synthetic waveforms above a thrust fault of variable dip. The observation point
is on the upper block, 5.0 km from the vertical projection of the top of the fault, Dip of 90°
corresponids to a2 vertical fault. Synthetic displacement is at the top, velocity at center,
acceleration at the bottom. Parameters are rake =—90° y—y, =50 km, ¢;=3.0 km/sec,

cy=o0, A, =100 cm, z,=2.0 km, z,=10.0 km. Synthetics are calculated at 50 points/sec.



Figure 10.

Figure 11.

Figure 12.

Figure 13.
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Equivalent of Figure 9, except that ¢,= — 2.5 km/sec.

Peak amplitudes above a thrust fault of variable dip at a site on the upper fault block, 5.0
km from the vertical projection of the top edge of the fauli. Model parameters are the Same
as in Fig. 9 and 10. Solid lines correspond to c¢,=co, dashed lines to ¢;=-—2.5 km/sec.
Symbols are circle —U,, square — U, triangle — U,. Symbols are plotted at each point
where calculations are carried out; curves are cubic spline interpolations between these

points.

Peaks in acceleratién, velocity, and displacement along a profile of sites perpendicular to a
thrust fault with dip 30° The upper edge of the fault occurs at y, =3.464 km. Model
parameters are dip 30° c¢;=3.0 km/sec, cy=o0, A, =100 cm, z,=2.0 km, z,=10.0 km.
Symbols are circle — U,, square — U,, triangle — U,. Symbols are plotted at each point
where calculations were performed, curves are cubic spline interpolations between these

points.

Peak amplitudes :from Fig. 12 plotted against three measures of distance to the fault : R-
Closest is the distance between the closest point on the fault rupture and the site, R-Top is
the distance between the top edge of the fault rupture and the site, and R-Projection is the
distance between the site and the nearest surface location of a vertical projection of the fault,
Dashed lines connect points with y — u, > 0 (on the upthrust biock) and solid lines connect
points with y—y, < 0. Circles indicate peak values of the w, component, and squares indi-

cate peak values of the u, component; the vertical component is not plotted. The vertical

. line of points on the attenuation curves plotted against R-Projection are all from sites above

the fault plane (R-Projection = 0)}, and have been plotted to the left of a broken scale.



Figure 1. Coordinate system and faull mode! used in these caiculations.



NSt SR SN N N N S N M B B N 2 S S LN B B B S B

Figure 2. Evolution of synthetic waveforms on a vertical fault as the slip d:rectxon (rake) changes
from pure strike slip (Rake = 0°) to pure thrust (Rake = —90°). This plot shows synthetic

displacement (top), velocity (center) and acceleration (bottom). Other parameters are dip

=90° y=50km, y,=00km, ¢, =3.0km/sec,

cznm

2, = 10.0 km. Synthetics sre calculated at 50 points per second.
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Figure 4. Observer-fault geometry for results shown in Figures $ and 6.
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Figure 5. Evolution of synthetic waveforms above 2 strike slip fault of variable dip. The observation
point is on the upper biock, 5.0 km from the vertical projection of the top of the fault. Dip
of 90° corresponds to a vertica! fault. Synthetic displacement is at the top, velocity in the
center, and acceleration at the bottom. Parameters are rake =0° y—y, =50 km, ;=3.0

km/sec, c;=o, 4, =100 cm, z,=2.0 km, z,=10.0 km. Synthetics are calculated at 50

pts/sec.
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APPENDIX VIII

Finite Faults and Inverse Theory

with Applications to the 197% Imperial Valley Farthquake*

Allea H. Olson’ and Randy J. Apselﬁ

Abstract

Using a representation theorem from elastodynamics, subsurface slip on a known fault
is formuizied as the solution to un inverse problem in'which recorded surface ground
motion is the data. Two methods of solution are presented: the least squares method,
which minimizes the squared differsnces between theosy and daia, and the constrained least
squdres methed which simuitaneously maintains a set of linear inequalities. Insiabilities in
the solution are effeciively eliminated in both methods and the s2nsitivity of the solution to
small changes in the data is quantitatively stated. The inversicn methodoiogy is appiied to
77 components of neur-fizld ground acceleration recorded during the Cctober 15, 1979
Imperial Valley earthquake. The faulting is constrained to propzgate hilateraily away from
tha epicenrer ar an average velocity of 50 percent of the shear wave speed on a verrical fault
plane extending from ths surface to ien Kilometers depih. Inequality censtraints are used to
kesp the faulting sequence physically reasonable by maintaining rizht lateral motion and
pesitive slip velocity. The preferred solution is stable and provides a goed fit 1o the data; it
is also realistic and consistent with observed surface offsets and independent estimates of
seisnlc morment,

1. Introduction

Faulting is characterized by the slipping of one side of a fault surface with respect 1o the other. If
the earth is modeled as an elastic solid, then the displacemeant flaid due to a point disiccaiion can be
taken as & Green's function for the earthquake faulting problem. The displacems=ni feld at all points in
the earth due to an arbitrary distribution of slip on a fault is expressed as aiz integral over the fault sur-
face of tze slip distribution convolved with the Green's function. The slip distribution enters linearly
into the integrand so that it may be obtained as the soiution 1o 2 linear inverse problem in which
recorded ground motion at the earth’s surface is taken as data. .

*Presented at: The Dvnamics of Earthguake Faulting as Inferred from Recordings of Strong Ground Mution. Hyatt
Lake Tahoe Hotel, Incline Village. Nevada, October 2123, 1981,

" Institute of Geophsics and Planetary Physics. Scripps Instituiion of Cceanography. University of Cezlifornia.
San Diego. La Joila, Culifornia, 92093,

*Dei Mar Technical Associzies. P.O. Box 1083, Del Mar, California, 92014,
Present adaresy: Sierra Geephysics, 13436 Bell-Red Rd.. suite 400, Redmond, Washingion, 98352,
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In order for a particular slip distribution to be an acceptable solution to the inverse problem, it
must satisfy the following three conditions.

(1} The solution must explain the data.
(2) The solutioni must be physically reasonable (consistent with independent constraints).

(3) If more than one solution fits the data equally well, additional information must be sup-
plied to uniquely define which solution is being obtained.

Conditions (1) and (2) simply amount to finding a realistic model which fits the data. Often,
there may be many solutions which fit the data equally well. When this occurs the solution may be
divided into two parts: a stable and an unstable part. The unstable part of the solution is comprised of
distributions of slip which have little or no effect on the data. By definition, an arbitrary amount of the
unstable part may be added to the stable part of the selution without affecting the fit to the data. In the
presence of this effective nonuniqueness, condition (3) requires that additional information be supplied
to uniquely define which solution is to be obtained. For example, the added information might lead to:
the smatlest solution {smail in the sense that the integral of the slip over the fault plane is minimized);
or, the slip distribution most like a preferred solution. No matter which sofution is obtained, only the
stable part is demanded by the data; the unstable aspects of the solution are simply not recoverable
based upon the data alone.

The following discussion is divided into three major parts contained in Sections 2, 3, and 4. In
Section 2, the forward problem of computing the theoretical ground motion due to earthquake faulting
is reduced to specifving a set ol parameters which correspond to siip across planar sections of fault sur-
face. The slip parameters are linearly related to the ground motion data by a matrix. Two methods of
inverting the matrix are presented in Section 3: the least squares method which minimizes the squared
differences between theory and data and the constrained least squares method which simultaneously
maintains a set of inequality constraints. A stabilizing procedure is also presented which determines the
significance of particular details in the solution. In Section 4, the inversion methodoiogy is applied to’
77 components of near-field ground acceleration recorded during the October 15, 1979 Imperial Valley
earthquake; four solutions are obtained which fit the data., Differences in the four solutions represent
either unstable or nonphysical fault motions. The fourth solution is preferred sinca it: (1) provides a
good fit to the data; (2) is physically reasonable:; and (3) is related to the to the gata in a stable manner.

2. Theoretical Formulation of the Forward Problem

2.1 A Representation Theorem in Elastodynamics

The representation theorem provides an expression for the radiation in an elasiic media resulting
from the creation of a discontinuity in the displacement and stress fieids across a fault surface. The
Green's function, G, used in the representation is the response of ithe medium to a point force in the
absence of discontinuities. This Green’s function can be used to satisfy any boundary condition on the
fault surface; hence, the elastodynamic equations nesd only be solved once.

A derivation of the representation theorem for general anisotropic elastic media is given by Bur-
ridge and Knopoff (1964). Since faulting is defined by the siipping of cne side of a fault surface rela-
tive to the other, the representation theorem is specialized to the case where the stress feld is continu-
ous across the fault surface and only the displacement field is allowed to be discontinuous:

Uly.t) = ffs(x,r)n(x) Gix.t—7 y)dedr. (2-1)
Zeo's



The first integral in Eq. {2-1) is & convolution in time. 7; the sccond is over the fault surface S.
In Figure 1. S is illustrated as a plane striking along the x; axis at a dip 8 from the vertical. The unit
normal Lo the fault surface is given by the vector n{x) which depends upen position x. The slip vec-
tor, s{x,7), is the local discontinuity in displacement across the fault surface at time s=+ and position
x. The quantity U/(y,:) is the i’th component of displacement at position y and time ¢ resulting from
the slip on S. The Green's function, G'(x,r =7 y), is the second order stress tensor in the unfaulted
elastic media as a function of position x and time r due to an impulsive point load applied at position y
in the /'th coordinate direction at time 7=7. The tensor components of G'(x,/—r; y} can also be
interpreted as the /"th component of displacement at position y due to a point dislocation at x. Once
the Green’s function is known and “the slip prescribed, the theoretical ground displacements are
obtained by performing the integration in Eq. (2-1). The symbol : is used to denote the inner product
of the components of the two second order tensors sn and G.

2.2 Discretization of the Fault Surface

In this study, the fauit surface is divided into a set of cells, each cell being a rectilinear planar
zone. Locations within each cell are assumed to undergo the same slip within a specified time shift.
Within each cell, the slip is described by a two component vecior in the plane of the fault having an
unknown time dependence {a three component vector can be just as easily used if the fault surface is
allowed to separate). The functional form of the parameterization is given in Eqs. (2-2) through (2-4).

st = R X Y siPxd) (2-2)
J=1 k=K
. _ 1 if xin j'th cell i
%) {O otherwise (2-3)
P lx,t) = F{t = T{x)+k &1) (2-4)

The first sum in Eq. {2-2) is over the J cells representing the fault surface. The second sum
defines the slip within the j'th cell: the vector s, is the slip direction of the j’th cell at the &’th time
point and has two components in the plane of the fault; the function P,{x,r) contains the time depen-
dence of the k’th slip. Each cell is allowed to slip 2 K+ 1 times a1 successive increments of 8¢ in time:,
gach slip varies according to the specified time function F(s). The absolute time at which slip takes
place within the cell is centered about T(x).

Equation (2-2) simplifies if each cell is allowed to slip onlv once; in which case, the sum over &
goes away and the slip within each cell varies as F{r}, progressing through the cell as a rupture front
prescribed by T{x). When the cells are allowed tc slip more than once, T(x) represents an average
rupture time. By only allowing slip 10 occur within a prescribed time window about a predetsrmined
average rupture time. the number of parameters is kept to a minimum. This also altows for the local
rupture velocity to differ from the average rupture velocity. ‘

By substituting Eq. (2-2) for s(x,s) in Eq. (2-1), the integraticn over x and convolution in ¢ can
be performed since the space and time dependence of the integrand is Known completely.

g
Ully,0) = 2, ZK, S girr+ k81 (2-5)

jml k=m K
The vector g/{y,r + & 57) is the Green’s function for the j’th cell at position y in i’th component direc-
tion. Equation (2-5) is a matrix version of the integral in Eq. (2-1). The columns of the matrix
correspond to components of the Green’s function vectors g/(y.7 +k 8¢) for fixed vatues of j and k.
Since s, and g/{y.r+k31) are two-component vectors, the total number of scalar parameters is
2/{(2K-+1). The number of rows in the matrix equais the number of components (index /) being
considered times the number of time points for which 2ach component is sampled.

The Green'’s function for the cell, g/, is the integral of the point source Green's function, G, over
the cell according to a prescribed rupture velocty. In practice, the integral in Eq. (2-1) is done
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numerically by sampling the Green’s function, G, at 8 grid-work of points on the fault plane. The
Green’s function at a location which does not coincide with a4 sample point is approximated by the
Green’s function at the nearest grid-potnt subject to a time shift; the time shift is determined according
to the phase velocity of the dominant body wave (usually the S wave). This approximation is exact for
nondispersive waves and is a very good approximation when one particular body wave dominates the
Green’s function. For a line source of uniform slip, this numerical integration is equivaient to convelv-
ing a single Green’s function with a box car.

The continuous integral in Eq. €2-1} is known to represent an underdetermined problem for the
solution s{x,z) (Backus and Gilbert, 1968). However, the discrete system in Eq. (2-3) appears to be
overdetermined sintce the number of unknown parameters, s;,, may be far less than the number of
time points of observed ground meotion. This apparent difference between the continuous and discrete
probiems disappears if the cells on the fault are made sufficiently small so that the matrix for the
discrete problem becomes ill-conditionad, thereby allowing many solutions. The ill-conditioning resulits
from redundancies in the matrix which occur for two principal reasons: (1) many columns in the
matrix are simply time shifts of each other by an amount & 8¢; and (2) columns corresponding to cells
which are spatially close to each other are very similar.

3. Inverse Theory for the Discrete Problem

Inverse theory for the discrete problem requires solving a system of linear equalities such as those
in Eq. (2-3). In general. these equalities may be satisfied exactly or approximately, depending on
whether the system is underdetermined or overdetermined, Two methods of solution are presented in
this section; they are, the least squares method, which satisfies the equalities by minimizing the sum of
the squared differences between calculated and observed data, and the constrained teast squares method
whict simultaneously maintains a set of linear inequalities, Measures of stability for each of these two
methods are presented so that the significance of particular details in the solution can be determined
with respect 10 possible nonuniqueness.

3.1 The Generalized Inverse and the Least Squares Solution

The system of linear equality constraints in Eq. (2-5) can be written more compactly as
Ax=f, (3-1)

The vector x of length # corresponds to the unknown parameters: the vector f of length m contains the
data; and the matrix A with m rows and # cclumns contains the theery reiating the parameters to the
data. If m=n and A is nonsingular, then x is found by calculating the inverse of A. In the presence of
inconsistent data and/or a singular matrix, the exact inverse of A is not defined and an alternate
definition of inverse is needed. One such alternative is the generalized inverse (Penrose, 1935) which
always exists and includes the exact inverse as a special case.

An overview of the literature on the generalized inverse, G/, is presented in Ben-Israel and
Charnes (1963). Of the many ways of defining G/, the one chosen here is attributed to Penrose
(1956). The norm being used is the Euclidean norm defined by

n t/: .
x|l = )%= [ZX,Z] (3-2)

i=1

in which x’ denotes the transpose of x.



Deginition: Among aif solurions X sqrisfying )
minimum | Ax—f 1] ;" (3-3)
there is a unique solution, X, which sarisfies
mininum || x || . (3-4)
The generalized inverse of A, A, is the matrix which produces & from the data. )
£ =Af. (3-5)

Note that % is: 1) the least squares solution in the presence of inconsistent data: 2) the smallest solu-
tion satisfying the data exactly for the underdetermined case; and 3} the smallest least squaras solution
in the presence of inconsistent data and a singular matrix. In the remaining discussion, £ refers to the
GI solution while x refers to other candidate solutions to Eq. (3-3).

A discussion of the construction of A is given by Lawson and Hanson (1974} in terms of orthogo-
nal decompositions. A particular decomposition which proves useful in examining the stability of X is
the singular value decomposition, SVD, given by

A=UAYV". (3-6)

U and V are orthogonal matrices of dimension m by n, and n by n, respectively. The matrix A is an »
by # diagonal matrix in which the diagonal elements, A;, are arranged in decreasing order down the
diagonal. Since U and V have orthonormal columns, the inverse of each is is simply its transpose so
that the Gf of A is

A=VATlU. 3-7
The components of A~! are defined by
—~1 = /\”--I fOr A',‘ > O -
(A ]'7 { 0 fOl' Alii = O ’ (3 8)

The inclusion of the second criterion in Eq. (3-8) allows for the case where the exact inverse does not
exist. : '

The null space of A is spanned by the columns of ¥ associated with the zero singular values. Dis-
iributions of x which lie in the null space vanish when multiplied by A. The exact inverse does not
exist since informaticn about the null space can never be recovered. The G does exist because it sets
the null space component of X to zero. In the case of inconsistent data, the &/ similarly considers only
that part of the data which is in the column space of A. In the remaining discussion, the G/ solution is
referred to as simply the least squares solution.

Although the least squares solution is unique in theory, it may be very unstable in practice since
smail changes in the data can often fead to large changes in the solution. One useful measure of stabil-
ity is presented in Franklin (1970) where a perturbation in the data, 8f, is compared with the related
perturbation in the solution, 8x. The relative change in the solution divided by the relative change in

the data is
IESRINERE
x| ” REE 3-9)

For a stable problem, the value of S should not be much greater than one. The maximum value that S
can attain is called the condition number of A; Franklin (1970) shows that the condition number is
given by the ratio of the largest to smallest singular value in A. The exampie given there is that a 3
percent change in the data could produce a 60 percent change in the solution if the condition number is
20. A condition number of 20 is not an uncommon occurrence.

S=

Another useful measure of stability is obtained through statistics by determining the variance in
the solution due to random errors of known variance. o2, in the duta {Backus and Gilbert, 1970; Jack-
son, 1972, Wiggins, 1972). The covariance of the solution parameters caused by adding independent

M
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random errors o the data is
El% 8% |=0vlV ALY, (3-10)

where £] |denotes the usual expected value and 8% is the change in the solution vectof. Small singular
values in A give rise 1o large covariances in the solution parameters since Eq. (3-10) involves taking
the squared inverse of small numbers. Just as in the condition number, instabiiity is indicated by small
singular values.

One method of handling ill-conditioning is to filter the solution. Filtering eliminates the ill-
conditioned part of the solution and involves a trade off between resolution and variance {(Backus and
Gilbert, 1970, Gilbert, 1971; Jackson, 1972, Wiggins, 1972) By filtering, linear combinations of the
parameters are determined rather than determiining any particular parameter uniquely. It the com-
ponents of x correspond to values of a sampled continuous function, then the linear combinations of x
mostly involve neighboring parameters so that the filter is performing 2 local average of the unknowns.

A pseudo low-pass fiiter, YLV’ is defined by a set of filter coefficients in the diagonal matrix L.
The matrix L consists of ones in the first / diagonal entries and zeroes in the last # — entries. The
filtered version of x is denoted by y where

y=VLV'%. (3-1D

The fiiter retains only that part of x associated with the large singular values. The components of ¥
represent local averages of the components of x in as much as the rows of the filter matrix are concen-
rated about the diagonal. If L has all cnes on the diagonal, i = », then the filter is the identity matrix
and no filtering is being done. The filter becomes increasingly spread about the diagonal as the number
of zeroes along the diagenal of L is increased, thus sacrificing resolution.

Using the definition of & given in Eqs. (3-5) and (3-6), along with Eq. (3-11), the filtered least
squares solution becomes -

- y=VLA-'U'L. ] (3-12)

The matrix L cancels the large values in A which arise from division by small numbers. The filter can
simply be thought of as modifying the Gf of Egs. (3-7) and €3-8) by treating the smail singular values
as zero and not allowing them to participate in the solution. The covariance matrix for y is

El8ydy'|= a?VLIAIV’ (3-13)

where 3y is the change in the filtered solution vector due to random errors of variance o2 in the dara.
The small singular values of A are canceled by zeroes in L, having the net effect of decreasing the vari-
ance. The number of nonzero values in L is at the discretion of the user and the transition from one
10 zero along the diagonal can either be abrupt or smooth just as in Foucier filtering, Any number of
transitions may yield similar variances.

Another way 1o achieve stability in the inversion is to append equations to the original matrix A
in such a way that only the unstable part of the solution is affected. To isolate the unstable part of the
solution, a pseudo high-pass filter is defined in terms of a diagonal mairix H containing zeroes in the
first / diagonal entries and ones in the last 71—/ entries. The unstable part of the solution, e, is given by

e=VHV'X. (3-14)

By defining L and H in this manner, the solution X 1o the least squares problem is viewed as the sum
of two parts, 2 stable and an unstable part.

E=y+e (3-15)

If a smoother transition is desired in the filter, the only requirement for Eq. (3-15) to hold is that the
diagonal elements of L and H sum to unity.

L+H =1 (dentity) ‘, (3-16)

The inversion is stabilized by appending a high-passed set of equelities t¢ the original matrix and
data. )



-4

The augmented matrix and data will be denoted by A, and b, respectively. If &, is set very large and b
is set equal to zero, the unsiable part of x is effectively eliminated as in the low-pass filter example
above. By adjusting k,, H, and b in Eq. (3-17), the ill-conditioned vector e may be eliminated, made
small, or used to make x resemble some preferred solution. Inversion of the augmented system is
stable provided £, is set large enough to result in a stable condition number.

The S¥D of the augmented matrix, A,, is

A
kK, VHY'

A= U A, V', (3-18)
where
(&), ~ Vo G 619
and : ’

lJAa'IA]
) (3-20)

m“[@VMAH
The matrix V is unchanged and the singular values are ordered in the diagonal matrix A,. The SVD of
A, is easily verified: (1) the columns of U, and V are orthonormal:. {2) the diagonal matrix A, has
positive elements: and (3) the equality in Eq. (3-18) is satisfied. Appending equations reduces the con-

dition number since previously small singular values become larger in Eq. (3-19); this is a much more
stable situation.

The least squares solution to the augmented system is y,, where
Ya=VAZZAUt+k,HV'D), ) (3-21)

If k, is set very large and b set to zero, the last » —i singular values in A, become very large; when
these terms are inverted in Eq. (3-21), the ill-conditioned part of the solution is effectively eliminated
and y, takes on the same value as the filtered solution y in Eq. (3-12).

If b is set to zero, k, set to an intermediate value between the largest and smallest singular value,
and / set to zero so that the appended matrix is the scaled identity matrix; then, Eq. (3-21) reduces to
the damped least squares solution of Levenberg (1944) and Neumann (1981). The damped least
squares solution is y4, where ‘

ye = VA A+ i2D-Us. (3-22)

In damped least squares, tha ill-conditioned part of the solution is suppressed while the stable part is
affected by an amount determined by k,; usually &, is taken to be smail.

3.2 The Constrained Least Squares Solution

Inequality constraints arise when bounds are placed on some aspect of the solution. These con-
straints can occur when the solution parameters correspond to physical quantities which may be
required Lo be positive, or not allowed to exceed a certain maximum value. Conventional least squares
as presented in Section 3.1 does not incorporate inequality constraints. The {ollowing defines an exten-
sion of the GJ for the constrained least squares problem.

Definition: Among all solutions X satisfying
Gx >h, (3-23)
and
minimum || Ax~f ||, (3-24)
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there is a unigue solution X, which satisfies
minimum || x ]| . (3-25)
The constrained generalized inverse of A, Ac, is the matrix which produces X, from the data.
%= A.f (3-26)

)

The only difference between this definition and that of Egs. (3-3) through (3-5) is the inclusion of the
inequality constraints in Eq. (3-23).

A complete description and derivation of the properties of A, is given in Lawson and Hanson
(1974). The first difficuity which may be encountered is that the inequality constraints in Eq. (3-23)
may be incompatible so that no solution exists. Assuming the inequalities can be satisfled, there stiil
may be many solutions which satisfy Eq. (3-24); once again, the inverse is uniquely defined by finding
the smallest solution. All of this is similar to the previous discussion except that an explicit formula
relating A, t0 A and G cannot be found. The method by which the solution X, is produced from the
data is an iterative one and depends upon the data f and constraint data h as well.

Lawson and Hanson (1974) show that X, is simply the least squares solution to an unconstrained
problem of smaller dimension. The dimension of the problem is reduced by satisfying a subset of the
inequalities in Eq. {3-23) exactly as equalities; the particular subset to be satisfied is determined from
an iterative procedure. As an example, if G is the # by » identity matrix and h is zero, the constrained
generalized inverse A, is the 7 of a medified A in which certain columns of A have been set to zero.
The components of %, associated with the zeroed columns are zero.

Due to the iterative method of obtaining %, the linear analysis used in section 3.1 is not tractable
and a new definition of stability is needed. Stabvility is defined as the length of the smallest data pertur-
baticn required to change a linear combination of the parameters by a prescribed amount. If the linear
combination taken invelves an isolated parameter, then the measure indicates the smallest change in
data needed to change that particular parameter by a prescribed amount. One parameter is said to ve
more stable than another if a larger data perturbation is required to change it by an equal amount. The
stability measure is derived from the solution to the following problem.

Definition: Among all solutions X satisfying

Gx > h, (3-27)
wx =wZg+5x, (3-28)
and
minimum || A (x=%) {| =[] 8f || =51, (3-29)
there is a 'wzique solution X which satisfies
minimum {| x || . . (3-30)

In this definition, the quantities G, A, h, and %, are the elements of the constrained least squares
problem given in Egs. {3-23) through (3-26); the purpose of this definition is to test the stability of the
linear combination w'%,. After solving Egs. (3-27) through (3-30), the residual vector &f is the smal-
lest change in the data of Eq. {3-24) sufficient 10 increase the linear combination w'f, by an amount
8x. Large values of 8/ indicate greater stability of w'%, than small values of 5/,

For the least squares problem without inequality constraints, this stability measure can be
expressed in closed form. If the linear combination being tested is the j'th parameter (ie. w'is all
zeroes except for a one in the j'th location), the data perturbation necessary to increase the ;j'th param-
eter by an amount 8x is given by

4
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The expression in the denominator is also the variance in the Jj'th parameter due 10 independent errors
of unit variance in the data as given in Eg. (3-10). Il a general linear combination of parameters is 10
be tested, one can simply make a change of variables so that the j'th parameter has the value of the
linear combination and Eq. (3-31) can be applied. Hence, for least squares without inecuality con-
straints, this new definition of stability is equivalent to the miore commonly used variance estimates.

A closed form solution for & f is not known when inequality constraints are maintained due to the
iterative method of obtaining the solution. When analyzing the stability of the constrained least squares
sotution, the inverse problem of Egs. (3-27) through (3-30} must be solved for each combination of
parameters being tested. One important feature of this stability measure is that it simply involves solv-
ing another constrained least squares problem. By virtue of the fact that the original problem can be
sojved, the stability analysis can be performed and requires no further expertise.

Two methods of stabilizing the solution were presented in Section 3.1: low-pass filtering (Eq. (3-
11)} and augmentation of the original matrix (Eq.(3-17)). Only the augmented matrix method can be
used 1o stabilize the constrained least squares soiution since jow-pass filtering generally causes the ine-
quality constraints 10 be violated.

3.3 Computer Implementation of Inversion Methods

Once the matrices and data vectors are formed, the inversion follows a three step procedure
designed to eliminate redundant calculations. The foliowing discussion presumes that s > »n so that the
system appears overdetermined.

(1) The matrix A and data [ are reduced from an m by n system to the # by n system
) AV'x=U'f, (3-32)
which has the same least squares solution as the original system.

(2) The filter H, constant &,, and data b of Eq. (3-17), are defined and appended to the
reduced matrix from step 1) to stabilize the inversion. This composite system which is now
2 n by n is once again reduced (0 the » by » equivalent system

AYV'X=ATAUT+EK,A;7'HY'D, (3-33)

(3) The constrained least squares problem of (3-23) through (3:26) is solved using the
reduced system of step (2). If inequality constraints are absen!, the least squares solution is
obtained by multiplying Eq. (3-33) in step (2) by V A,™! to obtain Eq. (3-21).

The number of arithmetic operations associated with each of steps {1) and (3) is proportional to
the number of rows in the matrix times the number of columns squared. Hence, step (1) requirss
m n? operations and step (3) requires »? operations. Step (2) requires a neeligible amount of calcula-
tion since it is known by an exact algebraic expression. Since m>n, the utility of step (1) is recog-
nized when the inverse probiem is to be solved many times since only steps (2) and (3) need to be
repeated for each subsequent inversion. This three siep procedure has the added benefit that the
amount of computer storage required to perform the inversion in step (3) is also reduced. For large
systems, as are encountered in the present application, the reduction of the matrix in step (1) above
can be done sequentially to further minimize computer storage (e.g., Lawson and Hanson, 1974).

The following Fortran computer codes are used to form the inversion algorithm. The program
SVDRS (Lawson and Hanson, 1974) is used to compute the SVD. The programs SQRDC and SQRSL
(Dongarra et al., 1979) are used to perform Gram-Schmidt decomposition of the A matrix. The con-
straincd least squares solution is obtained using program LSI written by A. Olson based upon the text
of Lawson and Hanson (1974). Routine LS! performs the appropriate transformations necessary 10 call
programs NNLS and LDP {Lawson and Hanson, 1974).
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4. Application to the 1979 Imperial Valley Earthquake

In this section, near-field ground accelerations of the 1979 Imperial Valley earthquake are
inverted, resulting in four solutions which fit the data. The first two solutions are obtained from least
squares and demonstrate the concept of a solution’s stability. The third and fourth solutions are
obtained by constrained least squares analysis: the slip velocity is constrained to be positive averywhere
on the fault to ensure that the solutions are physically reasonable. [t should be noted that these con-
straints do not allow the slip to have an over-shoot, i.e., reverse direction: this type of faulting is not
considerad here, although it is easily accommodated in the inversion procedure by constraining only the
total offset instead of the slip velocity. " Finally, the stability of each of these solutions is made guantita-
tive so that the significance of particular details in the solutions ¢an be assessed.

4.1 Description of Fault Geometry and Station Locations

The October 15, 1979 Imperial Valley earthquake had a local magnitude M, = 6.6 and occurred
within the vicinity of several permanent seismic networks operating in the United States and Mexico.
The magnitude, epicentral location, and origin time are given by Chavez er ol (1981). Figure 2 shows
the geometry of the recording stations with respect to the epicenter and known major faults. The
observed surface offset is predominantiy right-lateral strike-slip with the dip-slip component of offset
increasing near the northern end of the Imperial Fault. A maximum offset of 70 em was observed
beginning 10 km northwest of the epicenter on the Imperial Fault and decreasing to zero in 4 distance
of 30 km ar the fault’s northern end (Sharp er al., 1981). The observed offset on the Brawley Fault
averaged approximately 25 cm. The orientation of surface offset with respact to epicenter location indi-
cates that the slip on the fault proceeded 1o the northwest along the Imperial Fault.

A total of 30 three-component accelerometers recorded this earthquake and are listed in Table 1.
Four of these are not used in the inversion study due to their proximity to the perimeter of the valley
or other struciural irregularities (e.g., Cerro Prieto is {ocated on top of a voleano). The remaining 26
stations are those shown in Figure 2. Stations numbered 1 through 22 are part of a permanent array
deployed by the United States Geological Survey (USGS). The station locations, component orienta-
tions, and trigger times (when available) for these 22 stations are given in Brady ef af (1980). Stations
23 through 29 are located in Mexico and are maintained by the University of California at San Diego
(UCSD). The ground motion at these seven sites was recorded digitally and the location, component
orientations, and trigger times are given in Brune er af. (1981). Station 30 is maintained by the Cali-
fornia Division of Mines and Geology (CDMG) as describad in McJunkin and Ragsdale (1980). A
total of 77 acceleration times series from these 26 stations comprise the recorded data for the inversion
study.

The Green’s functions of Eq. (2-3) are calculated with the computer program PROSE, which gen-
erates the complete response of a layvered visco-glastic halfspace by means of a wavenumber integral
formulation and Fourier transform (Apsel, 1979). The velocity structure used is given in Table 2 and
is based upon the interpretation by McMechan and Mooney (1980) of a recent refraction survey in the
Imperial Valley conducted by the USGS (Fuis er al., 1981a and 1981b). The layered velocity model is
an approximation to the gradient which varies smoothly along the northwest trending axis of the valley.
Since the refraction analysis only pertained to P waves, the S wave structure of Table 2 is conjectured
based upon a P to S ratio of 1.73 at depths greater than 5.75 km, and a P to S ratio which is 3.38 at the
surface of the halfspace and increases linearly with depth. The density structure in Table 2 is consistent
with the interpretation of gravity data given in Fuis et al. (1981a). The ground acceleration is low-
passed before inversion so that pericds shorter than 3 seconds are not considered. At this low fre-
quency and distance range, the effects of attenuation and of layering rather than gradient are negligible.
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4.2 Discretization of the Fault Surface

.

Inversion requires a discretization of the fault surface into a set of cells as described in Section
2.2. The parameterization is totally defined by: the ceil size; the wavefront, T(x); the slip function,
F(1); the number of times each cell may slip, (2 K + 1); and the time step between each slip, 7.

In this study, the Imperial and Brawley fuults are approximated as vertical planes exiending from
zero to 10 km depth. The Imperial Fault ts 50 km in iength extending 40 km northwest and 10 km
southeast of the epicenter. The Brawley Fault is 10 km in length extending northward from the
imperial Fault as shown in Figure 2. The celis are 5 km1 by 5 km square, This means that there are
two cells vertically on each {ault, ten cells horizontally on the Imperial Fault, and two cells horizontally
on the Brawley Fault. The data are filtered so that the shortest data wavelength is roughly 10 km
corresponding to a three-second period wave in the material below 5 km depth. The smallest discretiza-
tion wavelength and smailest data wavelength are therefore comparable below 5 km. Above 5 km
depth, the data wavelength is less than the cell dimension; however, a cell dimension less than 5 km
for this problem is not feasible since the number of parameters would become guite large causing
excessive computer storage and time requirements.

The average rupture front, 7(x), is chosen to be the arrival time of a geometrical ray wavefront
defined by 90 percent of the shear wave speed (see Table 2 for shear wave velocity). 7T(x) initiates at
10 km depth below the epicenter and proceeds biiaterally along the Imperial Fault. T(x) on the Braw-
ley Fault initiates when the wavefront passes on the Imperial Fault. Since the observed surface offset
bezan abruptly at 10 km northwest of the epicenter on the Imperial Fault, a second rupture is allowed
to occur here which propagates 1o the south and is initiated by the passing of the first rupture. This
second rupture is equivalen: 10 allowing the average rupture front 7(x) to proceed bilaterally from a
point 10 km northwest of the epicenter on the Imperial Fault.

The slip function, F{7),-s illustcated in Figure 3. F(¢) is basically a smooth step furnction which
begins rapidly, achieving about 75 percent of the final offset in one second and terminates in 2.25
seconds. For tie frequency range of the filtered data {periods greater than 3 seconds). the departure of
F(#) from a siep function in Figure 3 is not significant and the reader may simply regard F(¢) as a step
function. Each cell is allowed to slip five times at sequential delays of 87=10.75 seconds. The increment
of 0.75 seconds is chosen in accordance with the 3-second low-pass filtering of the data; increments in
slip occurring at higher frequencies are not resolved. Each timie a cell slips, the slip at every point
within the cell occurs according to F{r) -while the slip progresses through the cell according to T(x).
The term "dynamic slip" used in the following sections refers to the vector values of the five slip incre-
ments experienced by each cell.

The number of parameters equals twice the number of cells multiplied by the number of times
each cell can slip. The factor of two arises since each slip vector, s; in Eq. (2-3), has two components
in the plane of the fault. There are 24 cells on the Imperial and Brawley faults combined for the initial
bilateral rupturé and 8 celis on the Imperial Fault for the seeond rupture: a total of 32 cells. Each cell
is allowed to slip five times. This yields a total of n=320 parameters.

In this study, ground acceleration is used as data rather than ground displacement; as g result,
both sides of Eq. (2-5) must be differentiated twice with respect to time. Both sides of Eq. {2-5) are
additionally Fourier band-pass filtered to retain only periods jonger than 3 seconds and shorter than 10
seconds. Both data and Green’s functions are then sampled at 0.25 second increments so that the char-
acter of the waveforms is maintained. Only the first 30 seconds of recorded ground motion is con-
sidered which results in 120 data points for each of 77 components, a total of m=9240 data points.
Absolute timing is maintained between data and Green’s functions for the stations at which timing
information was available,

For each component of acceleration used in the inversion, the maximum value is found and both
data and Green'’s functions for that component are divided by that value. This has the effect of nor-
malizing the problem so that the inversion is attempting to fit each component to within the same per-
centage. This particular normalization reflects one idea of "goodness of fit". Other normalization
schemes can be emploved. For example, one might argue that the greatest imporiance should be given
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to the larger amplitude data near the fault since these are less affected by uncertainties in wave propaga-
tion and attenuation. Due to the inability of the inversion to {it the motion at several stations, certain
components were weighted small in the inversion; these are marked with a * in Figure 13. The weight-
ing was accomplished by multiplying the rows of the matrix and the data by 0.01 for these components;
all other components were not weighted and therefore have an effective weight of 1.

4.3 The Least Squares Solution

The least squares solution is defined in Eqs. (3-3) through (3-5). Figure 4 shows the distribution
of slip which results from fitzing the data without anv attempt to ensure stability in the solution. The
area of each triangle is proportional to the slip in a given cell and points in the direction of slip. For
axample, a triangle pointing to the right indicates right-lateral strike-slip motion: a triangle pointing up
indicates dip-slip motion with the west side of the fault surface moving up relative to the east side.

The dynamic slip in Figure 4 (bottom) contains 1wo groups of boxes, each group being five boxes
high. The upper group of boxes contains the five slips in the row of cells spanning 0 to 5 km depth on
the fault surface; the static offset from O to 5 km depth is shown in the upper row of cells above. The
lower group of boxes contains the five slips in the row of cells spanning 5 to 10 km depth; the static
offset from 5 to 10 km depth is shown in the lower row of cells above. Each dynamic slip vector
corresponds to an increment in displacement in the direction of the triangle at 0.75 seconds intervals.
In Figure 4, the static offset for 2 given cell is the vector sum of the five corresponding dynamic slip
vectors shown below.

The static offset and dynamic slip are each scaled separately according to their peak values. The
peak offset in Figure 4 is 3.96 meters. The peak dynamic slip is 2.05 meters, occurring within a time
increment of 0.75 seconds. The seismic moment is 4.04 x 102° dyne-cm, defined as the scalar length of
the vector sum of the cffsets in all cells. The offset is very oscillatory with neighboring cells having
offsets in opposing directions. Even the dynamic slip within a given cell oscillates, changing direction
by as much as 180°in 0.75 seconds. Most of the energy radiating from this fault motion is simply can-
celing and has a minimal affsct upon the fit to the data. This seolution is not acceptable due to the
erratic spatial and temporal variations and the significant component of left-lateral faulting on known
right-lateral faults. ’

Since the data do not contain long period energy, the static offset cannot be deduced from the
data alone. The presence of a nonzero static offset in Figure 4 occurs then for two reasons: (1) addi-
tional constraints have been imposed, such as, requiring the slip to occur within a 3.75 second time
window centered about 90 percent of the shear wave arrival time; and (2) the solution is unstable and
the static component is not needed to fit the data. The erratic character exhibited in Figure 4 is also
typical of unstable solutions in which small variations in the data produce large changes in the solution.
The stabilizing methodology presented in Section 3.1 is used to suppress the unstable part of the least
squares solution, and in so0 doing, increase the misfit to the data by a small amount. Although the sta-
bilizea solution is not the best fit to the data, it is stable in the sense that it is not being controlled by
small features in the data.

The condition number of the original matrix is 128 {ratio of the largest to smallest singuiar value)
implying that a one percent change in the data could lead to a 128 percent change in the overall solu-
tion. The condition number is reduced in order to stabilize the solution by appending a set of equa-
tions to the original matrix as defined in Eq. (3-17). The filter coeflicient matrix H is prescribed to be:
zero where the singular value ratio is between 1 and 4; unity where the singular value ratio is greater
than 20; and linear in between. The vector b is set 1o zero and the constant k, is made large enough to
reduce the condition number from 128 to 6. Stabilizing the matrix in this manner suppresses the
unstable part of the solution associated with small singular values.

Figure 5 shows the stabilized least squares solution obtained using the augmented matrix and data.
Both the static offset and dynamic slip are much smoother than the unstabilized solution in Figure 4.
The peak offset decreases from 3.96 meters in Figure 4 10 1.31 meters in Figure 3 the peak dynamic
slip also decreases from 2.05 metars to 0.75 meters. The seismic moment similarly decreases from
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4.04x 10¥ 1o 3.37x 10% dyne-cm. While the offset and slip are smaller by a factor of three. the
moment is smailer by only 20 percent. Such a small chanee in moment is due 10 the neuar cancellation
of the unstable slip distributions. This cancellation results from the vector sum of slip vectors having
opposing crientations. The small change in moment suggests, quite expectedly, that moment is a more
stable guantity than offset or slip. The nenzero vaiue resulting in the static offset is due entirely 10 the
3.75 second time window in the stabilized solution. Increasing the time window results in progressively
smaller static offsets since the very long period slip is not recoverable based upon only short period
data. In other words, additional information or assumptions must be suppiied in order to infer the
static offset in this problem.

The geology and tectonics for the Imperial Vailey indicate that faulting is predominantly right-
lateral strike-stip; the dip-slip component is much smaller with the west side of the Imperial Fault mov-
ing up and the west side of the Brawley Fault moving down relative 1o the east side. The stabilized
solution (Figure 3) also exhibits predominantly right-lateral offset. The dip-slip compenent of offset in
Figure 5 has the wrong polarity but is much smaller in amplitude than the strike-slip compenent.

The dynamic slip for the stabilized solution still shows intermittent teft-lateral motion, i.e., rever-
sals. Even the offset shows a few neighboring cells which moved in opposing directions, especially on
the Brawiey Fault. These reversais, both in static offset and dynamic slip, are no longer due to instabil-
ities in the solution. They are a characteristic of the least squares solution to this particular data set and
no further amount of stabilization can make them disappear.

Opposing static offsets along the fault contradict the expected fault motion based upon the tec-
tonic stress field and are therefore unphysical. The interesting question remains as to whether a distri-
bution of slip can be found which: (1) has no reversals: (2) is consistent with tectonic and geologic
evidence:; and (3) satisfies the recorded ground meotion data. Since the ground motion data alone does
not require the solution to be nonreversing, additional information must be added to the inversion to
ensure this outcome as discussed in the next section.

4.4 The Constrained Least Squares Solution

By solving the constrained least squares problem of Egs. (3-23) through (3-26), only nonreversing
solutions are allowed. The inequailities of Eq. (3-23) take the form of positivity constraints for the
parameters represenung strike-slip motion. By keeping these parameters positive, each strike-slip
parameter remains right-lateral. The dip-slip parameters for the Imperial Fault are constrained to be
positive while the dip-slip parameters for the Brawley Fault are constrained negative.

The constrained least squares solution is shown in Figure 6. Only the data and inequality con-
straints are used in this inversion and no attempt is made to ensure the stabilitv of the solution. The
remarkable difference between this solution and the least squares solution (Figure 4) is due entirely to
the inclusion of the inequzlity constraints in the constrained least squares inversion. The static offset is
rmmuch smoother in Figure 6 with all cells being right-lateral and having the appropriate dip-slip com-
ponent in accordance with the inequaiity constraints. The dyramic slip is also quite reasonable in
appearance showing the coherent temporal behavior resulting from the inequality constraints.

The peak values of static offset and dynamic slip for the constrained solution (Figure 6) are nearly
the same as the corresponding valiues for the least squares solution (Figure 4). The amount of static
offset within any given cell is also nearly the same for these two solutions, zlthough, the polarity of the
offset sometimes ‘differs significantly. The constrained solution has a moment of 1.71 x 102 dyne-cm
which is four times larger than the moment of 4.04 x 10 in the least square solution. As was pointed
out earlier, cancellation is responsibie for the low value of moment in the least squares solution. The
inequality constraints force the slip within each cell to be nearly parallel; hence, the amount of possible
cancellation is minimized and the moment increased.

Although the constrained least squares solutions seems reasonable (Figure 6), it does not follow

from this judgement alone that it is also stable. Certainly, the addition of the inequality constraints can
only increase the stability of the solution when compared with the unconstrained solution; however, the



2

amount of increase has yet to be determined. The constrained least squares inversion is stabilized
exactly as the least squarcs inversion (Section 4.3, Figure 5). A set of equations are appended 1o the
original matrix and the solution to the augmented system is then found. The fiiter coctfictent matrix H
and vector b are defined exactly as in Section 4.3. The constant k, is set large cnough to change the
condition number from 128 to 7.

The stabilized constrained least squares solution is shown in Figure 7. Onece again. stabilization
produces significant changes in the solution. The moment is 9.13 x 10 dyne-cm compared with
1.71 x 10% in the unstabilized solution, nearly a factor of two smaller. The peak static offset and peak
dynamic slip are also smaller by nearly a factor of two: 1.65 meters and 0.93 meters in the stabilized
solution: 2.6 meters and 1.93 meters in the unstabilized soiution. In the stabilized sclution (Figure 7),
the relative offset in the upper five km on the Imperial Fault is much smaller at the northern end than
in the unstabilized solution (Figure 6). :

[t is interesting to note that, in contrast to the unconstrained least squares solution, the static
offset in the constrained solution does not go to zero as the time window is increased. This follows
since only the zero solution has a zero static offset when the slip is not aliowed to reverse directions.
Hence, the positivity constraints act as additional data which allow the long period slip to be inferred
from shorter period data, provided of course that the constraints are justified. This coupling of long
and short periods is evidence of the nonlinearity associated with inequality constraints.

A noticeable trend can be seen going from the upper middle to the lower right in the dyramic slip
at depth on the Imperial Fault (Figure 7). To interpret this trend, consideration must be given to the
wavefront T{x) which dafines the absolute time for the five point time window. Zero time for the five
point time window is defined as the travel time of a wavefront initiaiing at the earthquake epicenter and
traveling at 90 percent of the local shear wave velocity. Trends which go across the boxes from left to
right correspond to slip propagating along the fault with a horizontal phase velocity equal to the wave-
front T(x). Trends which go from upper left to lower right correspond to slip propagating with a hor-
izonial phase velocity greater than the wavefront 7(x). Similarly, trends which go from lower left to
upper right corraspond to phase velocities less than 7{x). '

The bottom group of boxes contains the five slips for the single row of cells at five to ten km
depth; hence, the trend corresponds to slip propagating in this depth range at a horizontal phase velo-
city greater than 90 percent of the shear wave speed. The actual phase velocity is betwesn 4.0 and 5.0
km/sec which more nearly equals the compressional wave ‘velocity. Since this is the horizontal phase
velocity of slip propagation, the actual velocity may be less. For example, if the slip is propagating
vertically as a plane wave the horizontal phase velocity is infinite. With only two cells in the vertical
direction on the fault, the vertical phase velocity can not be accurately determined.

Figure 7 (bottom) shows the right-laterai component of offset on the Imperial Fault for the stabil-
ized solution. The dark trianguiar shaded region is a schematic representation of the observed surface
offset (Sharp et af., 1981). The consistency of the solution and observation is remarkable since the
inversion is based only on the acceleration recordings. Both inversion and observation show the offset
near the surface to be concentrated between 10 and 35 km north of the epicenter decaying to zero at
the most northern end. The inversion shows about 70 percent more displacement in the upper five km
than reflected in the observed offset at the surface. The offset between 5 km and 10 km is about twice
that in the upper five km but the overall shape is very similar. 1t is interesting 1o note that no large
concentrations of slip are required by the data; this is evidenced by the smcoth character of the stabii-
ized solution,

The moment estimated f{rom long period surface waves is 6 x 102 dyne-cm (Kanamori and
Regan, 1981). Laser strain meter measurements taken at Pinon Flat Observalory approximately 140
km away indicate a moment of 9 x 10% dyne-cm (Wyatt, 1981). The moment for the stabilized solu-
tion in Figure 7 is 9.13 x 10 dyne-cm, consistent with these independent estimates of moment.

The fits to the data by the stabilized solution (Figure 7) are plotted geographically in Figures 8, 9,
and 10 for the 230° 140° and vertical components of notion respectively. Figures 11 through 13
show the same fits in greater detail. The overall agreement in both amplitude and phase is very good.
Figure 13 shows the detailed fit to the stations farthest south in Mexico; although there is agreement in
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amplitude, the fit to the phase 15 not very goed due to the more complicated nature of the data in the
south. Recordings denoted by a = in Figure 13 were weighied small in the inversion since their com-
plexity was not well modeled by the inversion.

By stabilizing the sclution, a certain amount of fit to the data is sacrificed. Figure 14 shows the fit
to the 230°component of data by the unstuabilized least squares solution. While the fit is nearly perfect,
the corresponding solution {Figure 4) contains a very oscillatory slip distribution. Conversely, the dis-
tribution of slip in the stabilized constrained least sguares solution (Figure 7) is smoothly varving while
the fit to the 230° component of data (Figure 8} is tess perfect. Although in this study the nonrevers-
ing slip constraint did not cause the fit to the data to deteriorate, the presence of substantial deteriora-
tion in other applications would cause the validity of such a constraint to be guestioned. The amount
of misfit in Figure 8 is not much considering the improvement in the slip distribution. Of the four slip
distributions {Figures 4 through 7), the stabilized least squares sotution {Figure 7) is preferred due to
its stability, coherence, and compatibility with geologic, tectonic, and other independent observations.

-

4.5 Stability Analysis of Inversion Results

The condition number provides an estimate of the overall stability of the solution. In order to
test the significance of particular details in the solution, stability is defined in terms of the smallest
change in the data required to change the offset in a given cell by one meter (see Egs. (3-27) through
(3-30)). A cell which requires a small change in the data is less stably determined than a cell which
requires a large change in data.

Figure 15 shows the stability results for the two least squares solutions shown in Figures 4 and 5.
The most stable cell in the least squares solution is the third from the upper right corner on the
Imperial Fault (Figure 15, top). An 8.5 percent change in the data is required to change the dip-slip
ccmponent of offset in this cell by one meter, while a 3.4 percent change is required to produce an
equal change in the strike-slip component. Other celis (Figure 15, top) contain iower values for stabil-
ity, sometimes only a fraction of a percent as in the northern upper corner of the Imperial Fault. These
low values correspond to the least stably determined offsets in the least squares solution.

The stabiiity of the stabilized least squares solution is shown in Figure 15 (bottom). It is clear
that the effect of the stabilizing procedure is to make the stability of the strike-stip and dip-slip com-
ponents more nearly equal and the same in each cell. An 18 percent change in the data is required to
produce a one meter change in the offset of the stabilized solution. Using this measure, the stability is
improved by roughly a factor of 2 to 20 depending upon the cell. Again, improved stability is caused
by suppressing the unstable slip distributions.

The stability of the two constrained least squares solutions are shown in Fisure 16. Comparing
Figure 16 (top) with Figure 15 (top), the constrained least squares solution is seen to be everywhere
more stable than the least squares solution. This confirms the earlier statement that adding information
to the inversion has the effect of stabilizing the solution. A 9.6 percent change in the dala is required
to change the dip-slip component of offset in third cell from the upper corner on the Imperial Fault
(Figure 16, top). The cell with the most stably determined strike-slip component of offset is now near
the southern upper corner of the Imperial Fault {Figure 16, top) requiring 2 6.6 percent change in the
data to produce a one meter change. Just as in least squares (Figurs 15, top), stability varies from cell
10 celi.

The stability of the stabilized constrained least squares solutien (Figure 16, bottom) is much
greater than the unstabilized solution (top). The stability of the dip-slip component is nearly a constant
14.2 percent everywhere, while the strike-slip stability is almost uniformly 12.8 percent. It should be
noted that more than a 14.2 percent change in the data is likely to be required tc change the dip-slip
component of offset in two cells simultaneousty; this amount has not been determined here. The same
holds for simultaneously changing the strike-slip and dip-slip components of offsel in one cell.

To put the stability analysis in perspective, note that multiplying the data by two will change the
solution by exactly a factor-of two since the problem in linear in this regard. Since the offsets in the
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stabilized solutions (Figures § and 7) arc roughly one meter, a 100 percent change in the data can
therefore change the offset in every cgll by roughly one meter. To change a component of offset in
only one cell by one meter will require less than a 100 percent change in the data. Hence, the 14.2 per-
cent change in the data shown in Figure 16 (bottom) indicates a stabie sctution.

5. Conclusions

Due to the linear relation between the displacement discontinuity on a fault surface and the
resulting seismic radiation, it was shown that linear inverse theory could be used to infer subsurface slip
distributions on a known fault from recordings of ground motion at the Earth’s surface. In order to
obtain physically reasonablie slip distributions, inequality constraints were satisfied in addition to the
recorded data. Not only did inverse theory allow a reasonabie solution to be systematically found, it
provided a framework wherein the solution was decomposed into a stable and an unstable component.
When many distributions of slip fit the data, differences in the solutions were found to correspond to
the unstable component which is not determined by data.

Inverse theory was applied to 77 components of low frequency acceleration recorded in the near-
field of the October 15, 1979 Imperial Valley earthquake. A solution was obtained in Section 4.4 which
satisfies the data, is physically reasonable, and only contains the stable component of slip distribution.
The seismic moment of 9.13 x 10%° dyne-cm obtained for this solution is consistent with independent
estimates of moment from long period surface waves and static strain measurements. The correspond-
ing peak offset is 1.63 meters occurring between 5 km and 10 km deptit and 15 to 20 km north of the
epicenter on the Imperial Fault: the offset in the upper five kilometers conforms in both amplitude and
shape to observations of surface offset and has a peak value of one meter. The offset obtained was
predominantly right-lateral and smoothly varving requiring no localized zones of high offset; offser on
the Brawley Fault is much less than that on the Imperial Fault. The time behavior of slip was con-
strained to propagate at an average velocity of 90 percent of the local shear wave speed: however, over
a distance of 20 to 30 km on the Imperial Fault, the horizontal propagatlon of slip was found to cccur
at a velocity approaching that of the compressional wave,
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Figures

Figure 1. Geometry of fault surface S in an elastic halfspace. In this figure, a planar fault sur-
face at a dip of & from the vertical is divided into two-dimensional rectilinear cells. Each
cell requires a two component vector to described the relative slip across the surface.

Figure 2: Map showing fault geometry and station locations for the October 15, 1979 Imperial
Valley earthquake. The 26 stations shown are used in the inversion for the distribution of
slip on the Imperial and Brawley faults. :

Figure 3: The time function F(r) {bottom) and its derivative (top) used in the discretization of
the inverse problem. Each point on the fault is allowed to slip a prescribed number of
times, slipping as F(¢t) cach time.

Figure 4: Slip on the Imperial and Brawley faults .obtained by least squares inversion without
stabilization. Triangles have an area proportional to the displacement, and point in the
direction of slip; the peaks define the scales for static and dvnamic displacements. The
static offset {top) is shown for the two horizontal rows of 3 km square cells which make
up the fault surface. The two groups of boxes (bottom) contain the dynamic slip for the
two rows of cells (top). Each triangle in the dynamic slip corresponds to one of the S
vectors in Eq. (2-5). The vector sum of the five sequential slips plotted vertically (bot-
tom) equals the static offset in the corresponding cell above. Zero time for the dynamic
slip is the time required by a wavefront moving at 90 percent of the shear wave velocity
1o travel from the hypocenter to the cell.

Figure 5: Slip on the Imperial and Brawley faults obtained by least squares inversion with sta-
bilization (analogous to Figure 4 for the unstabilized solution). Stabilization provides a
much smoother offset (top) and dynamic slip (bottom) than the unsiabilized result in Fig-
ure 4; this is evidenced by the more uniform direction and amplitude of adjacent triangles.

Figure 6: Slip on the lmperial and Brawley faults obtained by constrained least squares inver-
sion without stabilization (analogous to the unconstrained solution shown in Figure 4). In
this solution, the slip is constrained 10 be: right-lateral: west side up on the Imperial
Fault; and west side down on the Brawley Fault. As a resuit of the constraints, the
dynamic slip (bottom) does not reverse direction and the static offsets (top) in adjacent
cells are not in opposing directions (compare with Figures 4 and 3).

Figure 7: Slip on the Imperial and Brawley faults obtained bv constrained least squares inver-
sion with stabilization (analegous to the unstabilized solution in Figure 6). The seismic
moment is much smaller than in Figure 6. Also, a noticeable trend with a horizontal
phase velocity between 4.0 and 5.0 km/sec has emerged in the dynamic slip of ths bottom
row of cells on the Imperial Fault. The strike-slip component of offset on the Imperial
Fauit is shown in the lower left superimposed upon a shaded schematic of the observed
surface offset.

Figure 8: Comparison of the data (heavy line) with the fit to the data (light line) for the stabil-
ized constrained least squares sotution shown in Figure 7. The seismograms ars plotied
geographically beginning at the station location marked with an X. The 230° component
{perpendicuiar to the Imperial Fault) is shown. The accelerograms for stations ECS and
EC7 are shown in the lower left for clarity along with EC4. ECG, and ECS,.
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Figure 91 Comparison of the data (heavy line) with the fit 10 the data (light line) Tor the stabil-
ized constrained feast squares solution shown in Figure 7 {unalegous 1o Figure 8). The
140° component (parallel to the Imperiat Fauly) is shown.

Figure 10: Comparison of the data (heavy line) with the fit to the data (light line) for the sta-
bilized constrained least squares solution shown in Figure 7 (analogous to Figures 8 and
9). The vertical compenent is shown with orfentation given in Table 1.

Figure 11: Comparison of data (solid line) with theory (dashed line} by the stabilized con-
strained least squares sotution of Figure 7. Nine of the stations compared in Figures 8
through 10 are shown in greater detail. Component orientations are listed in Table 1 with
the left-most horizontal orientation in Table ! corresponding to the left-most horizental
component plotted above. The numbers at the side of each component are the maximum
filtered horizontal acceleration in c¢m/sec’. The absolute time scale and acceleration scale
pertain to both data and inversion.

Figure 12: Comparison of data (solid line) with theory (dashed line} by the stabilized con-
strained least squares solution of Figure 7 (analogous to Figure 11 for nine additional sta-
tions).

Figure 13: Comparison of data (solid line) with theory (dashed line) by the stabilized con-
strained least squares sofution of Figure 7 (anatogous to Figures 11 and 12 for eight addi-
tional stations). Components marked with a * are weighted very small in the inversion
and have a negligible effect upon the final solution; they are shown for comparison pur-
poses only.

Figure 14: Comparison of the data {eavy line) with the fit to the data {ight line) for the un-
stabilized ieast squares solution shown in Figure 4. The 230° component {perpendicular
to the Imperial Fault) is shown. The fit is almost exact. Compare with Figure 8 for the
stabilized constrained least squares fit to the data.

Figure 15: Stability analysis results for the least squares solution (Figure 4) and the stabilized
least squares solution (Figure 5). The height of each box is proportional to the smallest
percentage change in the data required to change a component of offset in the correspond-
ing cell by one meter. The peak value for each component of offset is given since each of
the four results shown is scaled separately. Large values depict cells with most stably
determined offset. The stabilized solution (bottom) is more ctable everywhere than the
unstabilized solution (top), and all cells {(bottom) are equally stable.

Figure 16: Stability analysis resuits for the constrained teast squares solution (Figure 6) and the
stabilized constrained least squares solution (Figure 7) (analogous to Figure 15 for the
stability of unconstrained least squares). The constrained ieast squares solution {top) is
everywhere more stable than the unconstrained least squares solution (Figure 15, top).
Also, the stabilized solution {bottom) is more stable everywhere than the unstabilized
solution (top).
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Tables

Table 1: List of component orientations for near-field stations recording the October 15, 1979
Imperial Valley earthquake.
* Horizontal direction measured in degrees clockwise from North.
** Stations not considered in the inversion studies.

Table 2: Crustal structure consisting of homogeneous plane layers used in the calculation of
theoretical Green’s functions for the Imperial Valiey, California.
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Figure 1. Geometry of fault surface S in an elastic halfspace. In this figure, a planar fauft sur-
face at a dip of 8 from the vertical is divided into two-dimensional rectilinear cells. Each
cell requires a two component vecter to described the relative slip across the surface.
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Figure 2: Map showing lault geometry and station locations for the Oclober 15, 1979 imperial
Vglley earthquake. The 26 stations shown are used in the inversion for the distribution of
slip on the Imperial and Brawley fauits.
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EC7 are shown in the lower lett for clarity along with EC4, EC6, and ECS.
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Figure 9: Comparison of the data (heavy line) with the fit to the data (light line) for the stabil-
ized constrained least squares soiution shown in Figure 7 (analogous to Figure 8). The
140° componeni {paraliel to the Imperial Fault) is shown.
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Figure 11 Comparison of data (solid line) with theory {(dashed line) by the stabilized con-
strained least squares solution of Figure 7. Nine of the stations compared in Figures 8
through 10 are shown in greater detail. Compenent ortentations are listed in Table 1 with
the left-most horizontal orientation in Table 1 corresponding to the left-most horizontal
component plotted above. The numbers at the side of each component are the maximum
filtered horizonial acceleration in cm/sec?. The absolute time scale and acceleration scale
pertain to both data and inversion.
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Figure 12: Comparison of data (solid line) with theory (dashed line) by the stabilized con-
strained leas: squares solution of Figure 7 {analogous to Figure 11 for nine additional sta-
tions). .
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Figure 13: Comparison of data {(solid line) with theory (dashed line) by the stabilized con-
strained least squares sofution of Figure 7 (anzlogous to Figures 11 and 12 for eight addi-
tional stations). Components marked with a * are weighted very small in the inversion
and have a negligible effect upon the final solution; theyv are shown for comparison pur-
poses only.
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stabilized least squares solution shown in Figure 4. The 230° component (parpendicular
to the Imperial Fault) is shown. The fit is almost exact. Compare with Figure § for the

stabilized consirained least squares fit to the data.
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Figure 16: Stability analysis results for the constrained least squares solution (Figure 6) and the
stabilized constrained least squares sotution (Figure 7) (analogous to Figure 15 for ihe
stability of unconstrained least squares). The consirained least squares solution (top) is
everywhere more stable than the unconstrained lenst squares sclution (Figure 1§, top),
Also, the stabilized solution {(bottom} is more stable everywhere than the unstabitized
solution (top). )

30



37

Station Station Component
Number Name Orientations®
1 El Centro #7 230°, up, 140°
2 El Centro #6 230°, up, 140°
3 Bands Corner 230°, up, 140°
4 El Centro #8 230°, up, 140°
5 El Centro #35 230°, up, 140°
6 Fl Centro Diff. 360°, up, 270°
7 El Céntro #4 230°, up, 140°
8 Brawley Airport 315°, up, 22%°
9 Holtville Post Office 315°, up, 225°
10 El Centro #10 50°, up, 320°
11 Calexico 315°, up, 225°
12 El Centro #11 230°, up, 140°
13 El Centro #3 230°, up, 140°
14 Parachute Test Fac. 315°, up, 225°
15 El Centro #2 230°, up, 140°
16 El Centro #12 230°, up, 140°
17 Calipatria 315°, up, 225°
18 El Centro #13 230°, up, 140°
19 El Centro #! 230°, up, 140°
20 Superstition Mt.** 135°, up, 45°
21 Plaster City** 135°, up, 45°
22 Coachella Canal #4** 135°, up, 45°
23 Agrarias 183°, down, 93°
24 Cerro Prieto™ - . §7°, down, 327°
25 Chihuahua 192°, down, 102°
26 Compuertas 195°, down, 105°
27 Delta 172°, down, 82°
28 Cucapah 83°, up, 353°
29 Victoria 75°, up, 345°
30 Meloland 0°, up, 270°

Table 1@ List of component orientations for near-field stations recording the October 150 1979
" Imperial Valley earthquake. :
* Horizontal direction measured in degrees clockwise from North.
** Stations not considered in the inversion studies.
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Thickness/ P-Wuave Velocity, S-Wave Velocity, Density

Layer  Depth (km) km/sec km/sec gm/em?
1 0.10 0.0 1.690 0.500 2.04
2 015 010 179 0.818 2,06
3 0.50 025 2.167 1.010 2.13
4 050 075 2.533 , 1.200 2.21
5 0.50 125 2.900 1.410 2.28
6 0.50 175 3.267 1.620 2.35
7 0.50 225 3.633 1.850 2.43
8 0.50.  2.75 4.000 ©2.080 2.50
9 0.50  3.25 4.367. 2.330 2.57
10 G.50  3.75 4.733 2.590 2.65
11 0.50 425 . 5100 © 2870 2.72
12 0.50 . 475 5.375 3.060 2.77
13 0.50 525 - 5.630 . 3.260 2.83
14 525 575 5.750 3.320 2.85
15 0.30 110 6.700 3.870 3.04

16 0.30 113 6.900 3.980 3.08 -
17 0.30 116 7.100 4.100 112
18 131 119 7.300 4210 3.16
19 250 250 7.800 4.500 3.26
20 - 500 8.100 4.670 332

Table 2: Crustal structure censisting of homogeneous plane lavers used in the calculation of
theoretical Green's functions for the Imperial Valley, California.
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