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ABSTRACT

This report focuses on the development and preliminary testing of a

methodology for the probabilistic limit states design of seismic-resistant steel

structures. Emphasis is placed on the formulation of a mechanism which allows

a designer to include the effects of uncertainties and multiple design objectives

in an optimization-based design process.

Sources of uncertainty in the seismic design environment are identified

and described. The concept of [GOOD,BAD] and [HIGH,LOW] preference pairs is

proposed as a mechanism for allowing a designer to impart aspects of his or her

engineering judgement and intuitive knowledge to the design process. Scaling

procedures for combining the aforementioned effects. and the statistics of

frame response into a single design entity called designer dissatisfa.ction are

given.

The design method is demonstrated via the design of a three story. single

bay, moment resistant steel frame using a computer-aided design system called

DELIGHT.STRUCT. Linear and non-linear time history analyses are built into the

design procedure itself rather than serving as a check at the end of the design

process. The frame's performance is assessed on the basis of its statistical

response to gravity loads alone, gravity loads plus a family of moderate earth­

quakes and finally gravity loads combined with an ensemble of rare severe

earthquake ground motions. Design objectives include the frame volume,

minimum story drifts and maximum hysteretically dissipated energy. The

Phase I-II-III Method of Feasible Directions is used to solve the constrained

optimization problem. Examples are presented to demonstrate the proposed

method for a selection of single design objective and multiple design objective

problems having various design parameter layouts.
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CHAPTER 1

INTRODUCTION

The strongest test of any system is not how well its features conform
to anticipated needs but how well it performs when one wants to do
something the designer did not foresee. It is a question less of possi­
bility than perspicuity[35].

1. Nature of the Problem

The design of structures to resist earthquake loading presents one of the

most challenging problems facing structural engineers~ This problem is compli-

cated by the large uncertainty in predicting the spatial and temporal nature of

future seismic events. Further uncertainties are introduced due to the limited

ability of analytical models to properly describe the nonlinear response of

structures under severe earthquake excitations. Consequently, designers have

difficulty in making quantitative decisions regarding the adequacy of a design.

and in choosing rationally among different design alternatives.

The decision making process is further complicated by the fact that per-

formance criteria are usually multi-tiered and related to notions of acceptable

risk. For example. the Structural Engineers' Association ofCalifornia[54] has

recommended a three-tiered seismic design criterion that has become the

"accepted design philosophy" for the design of seismic-resistant bUildings.

They stipulate that a conventional structure should resist frequently occurring

minor earthquakes without any damage, and possess sufficient strength to

assure complete protection against structural damage from moderate ground

shakings. In the event of an unusually severe earthquake, extensive structural

damage without collapse is accepted. However, explicit satisfaction of all of

these criteria in the face of uncertainties in loading and resistance is a formid-

able task at best.
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To facilitate the design of conventional buildings, most current codes

approach the design problem indirectly by means of simplified "equivalent"

loads. approximate analysis methods. and prescriptive detailing requirements.

The Uniform Building Code[63], for example, stipulates a set of pseudo·static

equivalent lateral loads with the intention of providing adequate strength

against structural damage under moderate ground shaking, and excessive ine­

lastic deformations during severe seismic excitations. Load and resistance fac­

tors are introduced to deal implicitly with variations in seismicity, a structure's

gravity loads, and material properties. Design codes impose drift limits to con­

strain nonstructural damage during minor and moderate earthquakes, and to

avoid structural instability during severe shaking. Finally, nominal detailing

and other requirements are prescribed to achieve an adequate ductility capa­

city. It is important to note that codes set minimum standards for public

safety, and that the numerous load factors and special requirements are based

on observed performance of structures during past earthquakes, theoretical

considerations and test results. Consequently, the seismic performance of con­

ventional structures designed according to the codes is expected to be satisfac­

tory.

Experienced designer~ often contend that when conventional structures

are being designed, analyses need only have sufficient complexity to permit the

essential features of the response to be evaluated in terms of the "accepted

design philosophy." Detail beyond this objective is usually considered unwar­

ranted for design because future seismic events are not deterministic. There­

fore, elastic analyses are used in practice. They are relatively simple to apply,

and result in member forces of the correct order.

Nonetheless, the relationship of the simplified method to the accepted

design philosophy is tenuous. While design analyses give the implication that
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the structure will respond elastically to the design loadings. the accepted

design criteria rely on extensive inelastic deformations to absorb energy under

severe earthquake excitations. The cases where these discrepancies are likely

to cause difficulties include:

(a) complex or irregular structural systems. Simplified loading procedures

may no longer be adequate.

(b) innovative or unusual structural systems, or those employing new struc­

tural materials or details. Because there may be no prior seismic experi­

ence in such cases, code proVisions may not apply.

(c) situations where considerations of economics or post earthquake func­

tionality necessitate more specific performance criteria and a closer

evaluation of structural response. The accepted design philosophy may

not apply to these cases.

(d) situations where the availability of site specific information on input exci­

tations makes more explicit analyses desirable.

(e) locations where unusual seismic conditions might be expected due to local

soil conditions or the proximity to causitive faults.

Designers may have little experience in these specific cases and conse­

quently find it difficult to assess the quality of a final design. Most designers

compensate for the additional uncertainty in these situations by merely

increasing the design load factors. Typically, this is followed by a trial and

error design process in which elastic analyses are used. The use of inelastic

time history analyses in the design process has always been dismissed as being

too costly, except for special structures[4,68]. Even more recent recommenda­

tions, such as the ATC draft provisions[6], tend to refine the details of such

elastic deterministic design procedures rather than addressing the problems of
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explicitly satisfying the various performance criteria with an acceptable risk.

For some special structures, however, ensembles of records have been used in

analysis to evaluate performance criteria established for various levels of exci-

tation. The difficulties in doing such explicit lime-hist.ory analyses are formid-

able and time consuming. In addition, it is often difficult to identify the design

changes necessary to improve the performance of a structure, especially when

the effects of uncertainty in the response and loads are taken into account.

Trial and errol' approaches to design that incorporate explicit analysis pro-

cedures can be both uneconomical and ineffective. Consequently, there is a

need to use advanced numerical methods and optimization theory to develop a

design procedure that will assist a designer with the evatuation of a design, and

suggest possible improvements.

While such explicit procedures are unlikely to be practicable for conven-

tional structures. the increasing computational capabilities of modern comput-

ers indicates a need to develop a methodology which is capable of achieving

structural designs that are consistent with specified performance criteria.
,

Ideally, a computer-based design environment of this type should integrate

appropriate dynamic analysis and optimization techniques with metbods

accounting for uncertainties in structural behavior. structural modeling, and

earthquake excitations. It should enable the engineer to explicitly set special

performance criteria for unique structures, and assist the designer in making

decisions based on likely structural performance versus design criteria and

expected costs.

1.1 Optimization-based Seismic-Resistant Design

Seismic design may be viewed as a multiple-level decision making process

in which tradeotfs among alternatives and options of various types occur. The
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key steps in the design process include (a) the specification of design require­

ments, (b) the selection of a structural configuration. and (c) the determination

of element sizes. In order to complete steps (a) and (b) of the design process. a

designer should first estimate the performance. cost, and reliability of each

alternative structural system before comparing their relative merits. Complet­

ing this task in a consistent manner is sometimes impossible because the design

attributes are frequently incommensurable, conflicting in nature. or subject to

uncertainty in their tradeoff information. In fact, it is because problems of this

type have so far eluded a step-by-step solution procedure that researchers

have made little progress in the development of tools which provide a designer

with computer assistance during stages (a) and (b) of the design process. Con­

sequently, the selection of a structural layout is usually left to the creativity of

an experienced designer. and the use of optimization techniques in seismic

design primarily restricted to the optimal proportioning and sizing of structural

members.

A key step in the formulation of these problems is the transformation of

the initial practical .design problem into a non-linear programming problem.

The design objectives and constraints are cast into mathematical statements

that describe structural p~rformance attributes and all the ways in which a

structure may fail to fulfill its intended purpose. Ideally these mathematical

statements should have sufficient complexity to capture the details of practical

design problem, yet be sufficiently straightforward to be handled by existing

optimization algorithms. Nevertheless, the resulting mathematical descriptions

for the design objectives and constraints are often nonlinear. They must be

maximized while simultaneously satisfying multiple nonlinear and sometimes

nonconvex constraints.

Optimization methods in the present context are divided into two general
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classes[19]. The first and simpler case can be accomplished with deterministic

optimization and is known as Nominal design. The structural topology is fixed a

priori in a typical formulation of this type. The optimization problem is cast by

assigning values to a set of parameters that are not subject to statistical varia­

tion. Thus, the design is optimized when a set of speciflcations is maximized

while satisfying all of the problem's constraints. The second and more difficult

problem class deals with Statistical design. In this problem class the design

variables and objectives can be subject to statistical variation. Monte Carlo

techniques may be used to estimate a structure's reliability.

Frequent objections to the use of optimization include "real design prob­

lems are not this simple" or "real design problems have more than one objec­

tive." Many designers also contend that they cannot express everything they

know about a good design in a mathematical formulation because design often

implies functional and aesthetic factors as well as technical, economic and pol­

itical ones. Nonetheless, the potential benefits of casting a seismic-design

problem into an optimization format are significant. As the problems become

increasingly complex, formulations of this type provide insight that would oth­

erwise be difficult to perceive. They may be employed during the latter stages

of the design procedure to find both an improved design and the sensitivity of

performance objectives with respect Lo perturbations in the design parameters.

They can also facilitate interaction between the structural analysis and perfor­

mance assessment phases of design. Indeed, when information is presented

accurately. and in a not-tao-overwhelming manner, judgements may be made

more conveniently and accurately than would otherwise be possible. If the

optimal and preliminary designs are similar. the former may be asserted to be

capable of giving both a practicable and economic design. Conversely, the prel­

iminary design method may be deficient for structures that are dynamically
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irregular. Optimization methods may suggest a feasible solution in such cases.

however.

1.2 A Historical Review

Prior to the mid 1960's the body of knowledge required to handle the

design of systems having dynamic constraints was largely undeveloped.

Researchers in the area of structural design were concentrating on the design

of structures for static loads only[61]. It wasn't until the late 1960's that the

theory reqUired to handle problems having dynamic constraints was

developed[50]. And then, problems were formulated as one of optimal control

or one of mathematical programming. In the area of structural optimization,

the latter formulation has predominated in the various approaches to the

design of seismic-resistant structures. For example, Ray et al.[53] captured the

essential features of the newly developed optimization theory in their develop­

ment of a methodology for the optimal design of mUlti-story shear buildings.

Earthquake loads were modeled with a design response spectrum. In a following

contribution. Vitiello and Pister[65] developed a reliability-based methodology

for incorporating in the decision-making process of design the explicit con­

sideration of possible futqre performance of the designed structure in the

presence of uncertainties in both loading and structural design parameters.

Merit functions for a design consisted of the structure's initial cost plus a term

describing the cost of expected structural damage during the structure's life­

time. Design examples for simplified structural models were presented to

demonstrate the method.

Our perception of how the design process should be approached has also

changed during the last 20 years. Until recently it was commonly believed that

development of these techniques would allow complete automation of the
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design process. The notion of a black-box approach to optimization-based

design being sufficient is clearly conveyed by the partial quotation:

methodology of automa.ted or ha.nds-oJ! design, where the aZ.gorithm
replaces insight....[21]

With this attitude it is no wonder the early optimization-based design programs

provided little feedback when their developers did not perceive the needs or

advantages of an interactive computing environment, nor did they even expect

the designer to be part of the design process. Fortunately, this attitude has

changed; it is now expected that a designer and computer should be comple-

mentary as they work together to complete an optimal design.

At Berkeley, the thrust of the most recent work in this area has been

directed towards the development of a computer-aided design environment for

the seismic-resistant design of steel frames. The name of this environment is

DELlGHT.STRUCT(13). DELIGHT is an interactive computer system that was

developed to provide engineers from various disciplines with a working environ-

ment in which optimization techniques could be applied to engineering

design[44]. The DELIGHT.STRUCT software is the union of (a) DELIGHT, (b) a

dynamic nonlinear general purpose structural analysis package named

ANSR[41], (c) a library of optimization algorithms with corresponding interfaces

for use in structural design, and (d) specialized software "for the design of

seismic-resistant planar steel frames. Within the DELIGHT.STRUCT environment,

structural performance is measured by partitioning the specifications into limit

states that are consistent with currently accepted seismic design philosophies.

As a result, the temporal aspects of different magnitudes of ground motions are

not explicitly included in the design process. Rather designs are conditional

upon all limit states being activated during the structure's lifetime.

DELIGHT.STRUCT has been used for the design of planar steel
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frames[12.14], where designs based on minimization of story drift and dissi­

pated energy under strong ground motion were compared with code-based

designs. Further, a study of friction-braced frames under seismic loading was

conducted[10], examining and extending design concepts described by Pall and

Marsh[47]. Experience with the software system is summarized in [9].

1.3 Objectives and Scope of this Study.

The long term goal of this research program is to formulate a design

methodology and develop computer-aided design software that will help

engineers (a) achieve designs that are more consistent with the accepted

design philosophy and (b) make rational decisions while designing seismic­

resistant structures.

Unfortunately. it may be many years before a designer is provided with

effective computer assistance of this type during all stages of the design pro­

cess. The reasons for this are due, in part. to the diversity of areas to be

integrated; structural analysis and design, earthquake engineering, decision

analysis. statistics, interactive computer graphics, and optimization are all dis­

ciplines which are currently applicable. In future research efforts, techniques

and ideas emanating from the frontiers of knowledge engineering, artificial

intelligence. expert systems and database management are anticipated to play

roles of increasing importance. Because no single person or group is likely to

have the diversity to tackle this problem in its entirety, solution strategies to

problems of this nature are incremental, with the scope of each contribution

being restricted to a specialized extension to previously developed ideas and

software. Moreover. our perspective of what constitutes a reasonable amount

of computation is rapidly changing as improved hardware becomes available.

Objections to design methods currently perceived as being computationally
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intensive will no longer be relevant by the time most of the required develop­

ments have been completed. Consequently, the aim of this study is to formulate

an improved design methodology that mitigates some of the most significant

current deficiences. irrespective of the computation required.

The DELIGHT.STRUCT system reported in reference [13] is capable of deal­

ing with design problems that are deterministic. In this investigation, the capa­

bilities of the DELIGHT.STRUCT software system are extended to include proba­

bilistic limit states design. Emphasis is placed on the development of a mechan­

ism that allows a designer to include the effects of uncertainties and multiple

design objectives in an optimization-based design process. Scaling procedures

for combining the aforementioned effects. and the statistics of frame response

into a single design entity called d.esigner d.issatisfaction are given. Sources of

uncertainty in the seismic design environment are identified and described.

together with the objectives and constraints relevant to the design of moment..

resistant steel frames.

A principal deficiency of the previous studies has been the optimum design

process itself. Because convenient-design improvements could only be based on

single objectives ( see refs [10],[14] and [17] ), the design process typically· con­

sidered the influence of multiple design criteria by dividing the design process

into segments and sequentially working t.hrough modifications of t.he design

with different. objectives. Fort.unately, this stepwise procedure is no longer

necessary because t.he recently developed Phase I-II-III Method of Feasible

Directions has the capabilit.y of simult.aneously considering multiple objectives.

This algorithm is added to the optimization algorithm library of

DELIGHT.STRUCT. An example is present.ed t.o demonst.rate and evaluate the

effectiveness of the proposed met.hod for a moment.-resistant. steel frame

designed wit.h both single and multiple design objectives.
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CHAPTER 2

UNCERTAINTIES AND RISK IN SEISMlC-RESISTANT DESIGN

2. Introduction

Variations in a structure's loading and resistance quantities are the main

reason that absolute structural safety and integrity over a structure's lifetime

cannot be assured. Indeed, economic considerations generally prohibit the

design of structures for which absolute safety and performance are even close

to being assured. In Chapter 1 it was explained that while the traditional

approaches to seismic design result in satisfactory performance for a large

class of structures, the shortcomings of the traditional methods become

significant when a new problem area is being studied. The designer has little

experience in these cases and consequently finds it difficult to assess the qual­

ity of a final design. Therefore, it was proposed to mitigate these deficiencies

by developing a design method which explicitly captures the effects of the most

significant variations in seismic design. This chapter begins by posing the fol­

lowing questions that are related to the research goal:

(a) What are the important sources and types of uncertainty in seismic design?

(b) What is the contribution of each component to the final variation in a

structure's response?

(c) What statistical distributions best describe these variations?

(d) .Can the same statistical distributions and parameters be used for all

response quantities, structural system types and configurations?

(e) How sensitive are the parameters of the statistical distribution to different

structural systems and frame geometries?
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(f) How is a structure's risk of failure affected by the magnitude of these vari­

ations?

(g) What levels of risk constitute safe performance?

(h) What accuracy of modeling is needed in order to elicit the design informa­

tion with a required level of confidence?

(i) What techniques are currently available for assessing the effects of uncer­

tainty in seismic design?

Answering these questions in an absolute sense is impossible: it is beyond

the scope of this work to even try. Instead, it is first noted that a design's per­

formance is usually based on the magnitude and variation of the response out­

put, not the input. Variations in the frame response output may be due to vari­

ations in the external loading, or variations in the frame's properties. Our goal

is to identify those features of the design environment which contribute to the

response output. For the purposes of this investigation. the sources of varia­

tion are limited to material properties. dead and live gravity loads, and earth­

quake loads. Statistical distributions of frame response quantities frequently

of interest in design are also identified. The reliability in predicting each com­

ponent is assessed and a hierarchy of uncertainty magnitudes is formed.

Finally. a design method which deals explicitly with the largest variations and

their consequences is proposed. A procedure for dealing with variations of

lesser magnitude is also given.

2.1 Types of Uncertainty and Response Variation

Uncertainties are generally divided into three types. Inherent randomness

intrinsic to a phenomenon cannot be reduced by the collection of additional

data. For instance, the variation of a material's yield stress. the randomness of
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live load and indeed, the variation in earthquake lateral loads all fall into this

classification. The second type of uncertainty is known as prediction error.

Prediction error is used to describe uncertainty in values of the model parame-

ters produced by lack of sufficient model parameter data. The uncertainty in

predicting modeling parameters can be reduced by gathering additional data.

Finally, modeling error is related to the choice of a model. It can be reduced by

using a model which provides a better description of reality, thereby reducing

bias in the output of the model[5].

2.1.1 lIaterial Strengths

This investigation is confined to the behavior of wide-flange economy hot-

rolled steel sections.

A material's yield stress f 11 under dynamic loads is typically higher than

under static loads. In fact. the average ratio of the former to the latter lies in

the interval [1.06-1.12] with high ratios generally valid for low yield strengths

and vice-versa[28]. The yield strength referred to by most building codes is the

standardized minimum yi~ld strength guaranteed by the manufacturing mill.
'.

The quality of manufacture generally controls the dispersion of yield strength.

With excellent quality control a coefficient of variation [0.05-0.075] is typical.

This may rise to [0.075-0.10J for good quality control. Hence from a probabilis-

tic standpoint, one can roughly say that the ratio "minimum guaranteed [or

dependable] yield strength" to "mean yield strength" covers the interval [0.8-

0.9].

2.1.2 Dead and Live Gravity Loads

Dead loads remain relatively constant throughout a structure's lifetime.

They include the weight of the structure. its partitions, installations, floor cov-



14

erings and roofing. Investigators usually assume that the mean load equals the

nominal dead load with a coefficient of variation covered by the interval 0.06-

0.15. A typical value is 0.1 [1].

Live loads include the weight of the occupants, their possessions, furniture,

movable partitions and portable fixtures. They can conveniently be thought of

as composed of two parts. The first is an "arbitrary point-in-time component"

that remains relatively constant with time. The second is an extraordinary

component that arises from an infrequent clustering of load above normal load-

ing. Both the arbitrary point-in-time live loading and the maximum anticipated

liV'e load over the life time of t.he structure are of interest in design. Refer-

ence[l] indicates that the arbitrary point-in-time live load is a function of the

area of influence and can vary from 0.2 to 0.89 of the basic unreduced ( nomi­

nal ) design live load. Maximum live loads during the structure's lifetime may

be due to changes in occupancy; the expected maximum live load is a function

of the influence area and typically varies from 1.18-1.38 of the nominal live

loading. The coefficient of variation ( C.O.v. ) is almost independent of influence

a~~a and is apprOXimately equal to 0.25[1]'

2.1.3 Earthquake Loads

Earthquake loads can only be predicted with large uncertainty due to

significant variations in the spatial and. temporal nature of ground motion

occurrences. and the sensitivity of ground motion details to source and propa-

gation mechanisms that are currently poorly understood. Cornell[22] ~mployed

elementary considerations from seismicity to show that peak ground accelera-

tion follows a type II extreme value distribution 1. Its cumulative distribution is

1 Note that the tail of the type II distribution decays with polynomial order. Type I ex­
treme distributions decay exponentially[32]. A larger scatter is implied by the former dis­
tribution.
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given by:

Ie
r/I 1

t~l
FA (a) =e (2.1)

with parameters u and k. Assuming that k = 2.3-3.3. the coefficient of variation

ranges over the interval 0.57-1.38 [25]. Shah and Dong[58] point out that this

variation could be even larger if the effects of earthquake duration and fre-

quency content are also considered.

2.1.4 :frame Response

Ruiz and Penzien[56] were among the earliest researchers to investigate

the statistical nature of frame response. They studied the response variability

of several idealized multistory shear-type structures subjected to an ensemble

of strong ground motions. Frame response quantities identified as significant

include the distribution of local peaks in the story drift. peak story ductilities

and energy dissipation at each story level. Story du~tilitieswere found to be in

gocni agreement with the extreme type I distributi~n. No attempt was made to

fit probability distributions to the remaining response parameters. Instead.

confidence intervals for the expected frame response were constructed by

using the student-t distribution and assuming the response parameter to be

normally distributed. In a later investigation Murakami and Penzien[42] stu-

died the hysteretic response of several spring type models excited by 100

different artificially generated accelerograms. The Gumbel Type I extreme dis-

tribution was once again found to accurately describe the response distribu-

tion.

In more recent investigations. Shah and Dong[59] report that the cumula-

tive distribution of curvature ductility for the frame members is well fitted to
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the Gumbel Type 1 extreme distribution. Similarly, Lashkari and Krawinkler[37]

carried out a statistical analysis of bilinear single degree of freedom systems

excited by 6 ground motion inputs. They found that the lognormal distribution

represented the normalized plastic deformations for individual frame

responses. Maximum plastic deformations were similarly found to be ade­

quately described by the Type I extreme distribution.

It is concluded that the exponential type I distribution provides a good fit

to peak member and story ductilities. Distributions for other frame response

parameters are not well defined. This result is somewhat expected since the

ability of frame members to deform beyond the elastic range is an intrinsic

material property. Peak story drifts, elastic bending moments and frame sway

on the other hand are dependent on structural configuration and layout.

Assuming that these response quantities follow a particular distribution has no

significance because each structure's building-wide properties are different.

2.2 A Hierarchy of Design Environment Uncertainties

Of all the factors considered in Sections 2.1.1-2.1.4 it is evident that the

largest dispersion occurs due to earthquake loading. Its coefficient of variation

covers the interval [0.57-1.36] while the remaining effects range over the inter­

val [0.05-0.25].

2.3 Identifying Suitable Analysis Techniques

The identification and selection of analysis techniques for the design pro­

cedure is a crucial step in its development. With respect to the structural simu­

lations. it is assumed a, priori that linear and nonlinear time-history analysis

techniques will be built into the design procedure itself. Additionally employed

techniques used to capture the effects of uncertainty should be compatible.
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Unfortunately. random vibration theory seems practically limited to elastic

systems. The commonly used extension for modeling the nonlinear response of

structures is to assume an equivalently~dampedlinear system [11,46.67]. This

assumption is not consistent with the requirement of using linear and nonlinear

time-history analyses within the design process, and therefore will not be used.

Current reliability techniques rely on calculating the risk of failure due to

parameter variations that are characterized with high confidence. Satisfying

this criterion in the seismic design environment is sometimes impossible

because a portion of the design information may be imperfect, scarce, unavail­

able, or poorly understood. For example, failure of the severe earthquake load­

ing limit state is not related to the behavior of a single component. but rather

some less well defined building-wide behavior ( such as collapse ).

Although general procedures for using the first-order second-moment reli­

ability method in the analysis of seismic resistant structures have only been

developed for elastic frames subject to a pseudo-static lateralloads[23]. there

appears to be no conceptual reason why the framework of the method cannot

be extended to nonlinear structures. Giannini[29] reports on the modifications

required for extending the first-order second-moment reliability method to

nonlinear structures; a very simple nonlinear structure loaded with an elastic

response spectrum is presented as an example. However, the development of

reliability methods for handling general nonlinear structures is by no means

complete. With our current knowledge. calculating the reliability of a general

nonlinear structure is only possible using Monte-Carlo simulation techniques.

Brayton et al.(19} indicate that the amount of computation is independent of

both the number of parameters and the shape of the feasible domain. The main

shortcoming of this approach is that hundreds of simulations are normally

required to obtain a reasonable estimate of the frame's reliability.
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2.4.1 Proposed Design Method

A design method which allows the use of time-history analyses, and incor­

porates the effects of uncertainty of the types described in Section 2.1 is now

proposed. Reliability~based ideas are included in the design method by first

ordering the design factors and parameters into a hierarchy of increasing vari­

ability. Statistical techniques are used to model those parameters exhibiting

the largest variability. For those parameters that can be predicted with greater

accuracy, it is assumed that the parameters take their mean values. Their vari­

ability is implicitly accounted forin the setting of design factors.

As the gravity loads and material properties have the lowest coefficient of

variation their behavior is modeled deterministically. The scatter in earth­

quake loads is explicitly accounted for by generating a family of ground motion

records and providing these as input to the structure. Simulations of the

structure are completed for each input. Mean values and standard deviations

of relevant frame response quantities are then calculated. The allowable frame

response parameters are set to account indirectly for the secondary effects of

material and gravity load variability.

2.5 Modeling for the Eft'ects of Uncertainty

A simple formulation is proposed to account for uncertainties. It is

assumed that all of the significant uncertainties arising in design can be

encompassed by one of the following two groups:

(a) The first source of uncertainty is related to measurement of the frame per­

formance. Some user-specified constraints describe the frame's perfor­

mance in a qualitative manner and may only be an approximate measure of

the effect to be controlled ( for example, story drift is often used as an
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indirect measure of structural damage potential). Enforcing a rigid con­

straint boundary is unwarranted and the designer should only be expected

to provide bounds on the acceptable frame performance. It is expected

that the most active constraints of an effective design would lie within this

region.

The user-specified bounds on frame response are called the GOOD and BAD

values. From the standpoint of implementation, the GOOD frame response

value corresponds to a d.epend.able level of system performance. By con­

trast the BAD frame performance could represent a threshold at which

undesirable IJ ")rformance is almost assured if exceeded.

(b) The second source of uncertainty is related to the structure's reliability.

Using statistics one may design so that the probability of the peak frame

response exceeding a particular quantity is no more than a prescribed

value, say 5% ( for example, see Chapter 11 of Rao[52]). However, while it

is easy for a designer to specify an exact tolerance it is much more difficult

to justify its choice compared to an alternative value located nearby. This

-is particularly true for problem areas· in which the designer has little

experience, or for which limited data is available. At best, the designer can

only supply ballpark estimates of desired protection.

This phenomenon is modeled herein by having the designer designate HIGH

and LOW exceedance probabilities. The HIGH exceedance probability

represents the lowest level of reliability the designer is prepared to accept

when the limit state is actived. By contrast, the LOW exceedance probabil­

ity represents a level of safety which the designer considers to border on

conservative safety against failure for the limit state.
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2.6 Performance Zones

The previous section defined two general sets of criteria for assessing

overall frame performance. In this section further assumptions are made in

orderto allow linking of the [ GOOD,BAD] and [ HIGH,LOW J pairs to form a single

performance criterion.

In terms of the previously defined criteria, a designer is assumed to be

completely satisfied with a measure of frame performance when the probability

of peak frame response exceeding the GOOD frame response is less than the

LOW exceedance probability. Conversely, the designer is certainly dissatisfied

when the probability of the peak frame response being larger than the BAD

frame response is greater than the HIGH exceedance probability. In this

instance, the frame response is measured in two ways and is unfavorable on

both counts. Table [2.1J shows how these criteria can be used to map each con­

straint and design objective's performance to one of three performance zones.

2.7 Summary

This chapter has identified the significant sources of uncertainty and vari­

ation in the seismic environment. and a mechanism for accounting for these

sources of uncertainty has been proposed. Now a procedure for linking the

various sources of uncertainty into a single design entity that can be handled

by an optimization-based design procedure needs to be defined. Chapter 3

reports on the development of such a procedure.



ZONE 1

ZONE 2

is known as the infeasible domain. Measures of frame per­
formance that are clearly unsatisfactory are assigned to
this region. This occurs when

p[ Peak Response> BAD Frame Response] > HIGH Exceedance Probability

ZONE 3 is known as the feasible domain. Measures of frame perfor­
mance that are clearly satisfactory are assigned to this re­
gion. For the purposes of this simulation package, satisfac­
tory performance occurs when

P[ Peak Response> GOOD Frame Response ] < LOW Exceedance Probability

is a region within which the designer is neither clearly
satisfied, nor, clearly dissatisfied with a constraint's perfor­
mance. This fuzzy region lies between zones 1 and 3 and is
bounded by the inequalities

P[ Peak Response ~ BAD Frame Response ] ~ HIGH Exceedance r--obability

and

P[ Peak Response ~ GOOD Frame Response ] ~ LOW Exceedance Probability

Table[2.1] : Design Constraint and Objective Performance Zones

21
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CHAPTER 3

FORMULATING MULTIPLE CRITERIA PROBLEMS

3. Introduction

Multi-objective problems arise naturally in seismic design because an

etrective structure balances the attributes of cost. reliability and performance

in some optimal manner1• Design alternatives may be defined by decision vari-

ables, or simply as a list of choices. In the former case. the criterion upon

which decisions are based is given in terms of the multiple objectives, which are

themselves functions of the design variables ( or the decision variables). If the

problem is cast. however, as a list of ranked alternatives the choices play the

roles of both the variables and the attributes. While a need exists for research

in this area ( see reference [15] ), this investigation will be confined to problems

cast with design variables.

The basic ingredients in a design variable formulation are (a) a set of

quantifiable objectives, (b) a set of well defined constraints, and (c) a process

for obtaining tradeoff information among objectives. Constituents (a) and (b)

define J:.he scope of most optimization problems. Component (c) contains a

decision rule that enables the best compromise to be made among multiple cri-

teria. Collectively these criteria should be capable searching for feasible solu-

tions, evaluating alternatives. and providing recommendations for further

action.

This chapter begins with a review of optimization problem formulations.

Alternative techniques for scaling the constraints and objectives in multiple cri-

teria problems are described. The Phase I-II-Ill Method of Feasible Directions is

discussed. An interpretation of the dissatisfaction equation is provided.

1 Comprehensive discussions on this topic may also be found in Goicoechea et al.[30], by
Dlesk and Leibman[24], and Brayton et a1.[19].
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together with modifications for incorporating the performance zones defined in

Chapter 2. A step-by-step procedure is given for evaluating the constraints and

design objectives. The chapter concludes with a summary of recommended

algorithm ACTION following the verification of a problem's CONDITION.

3.1 Optimization Background

The standard form of the constrained nonlinear programming problem may

be stated as:

min [cost (x) ]
x

subject to eq (x) =0 and ineq (x) ~ 0

(3.1)

where cost (x) is the objective function to be minimized, and eq and ineq are

equality and inequality conventional constraint functions of the design vector

x. Equality constraints are not considered further in this investigation for two

reasons; most engineering design problems do not involve them, and second.

they cannot be handled in a simple manner.

Unfortunately, equation (3.1) must be modified before it can be used to

solve many of the problems that arise in engineering applications. For

instance. (3.1) cannot handle constraints which must be satisfied over the

range of an independent parameter such as time or frequency. Such

specifications are called functional constraints. Extensions to (3.1) are also

necessary for problems that cannot be described by a single design objective.

The most common approach is to combine multiple criteria into a single objec-

tive with a weighted sum. A second approach is to cast the design problem into

a constrained minimax optimization format.

When the functional inequality constraints are included in the minimax

optimization format. a semi-infinite nonlinear programming problem of the
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form:

min [max w,cost,(x): i =1,2.. l ]
:r: i

(3.2)

subject to

and

gj (x) s 0: j =l,2 ..m]

!JJx,t)~ 0 'V t e: [Tb,T.]: k =1,2..n ]

results. In (3.2), w, is the weighting coefficient for the ith. goal of l objective

functions. gj (x) the jth. entity of m conventional constraints. and fie (x,t) the kth.

member of n functional inequality constraints. The parameters Tb and T.

bound the range of the independent parameter t.

It is important to note that techniques for including multiple criteria tend

to be ad hoc, irrespective of the rrLC~thod used. Typically, the designer begins by

assigning a weighting which reflects the relative importance of minimizing each

cost. As one proceeds through several iterations of optimization, this process

has the shortcoming of hiding the changing importance of each term. Further-

more, without continually updating the coefficients, weightings can only be

chosen to normalize various objectives and constraints for a single degree of

satisfaction. Nye and Tits[45] indicate that a preferable case would be to have

the values of normalized objectives and constraints coincide for any degree of

satisfaction.

The weighted sum approach has the added deficiency of frequently requir-

ing the combination of objectives that have incommensurable units. As a result,

the physical interpretation of those weighting coefficients having unfamiliar

units may become difficult, if not impossible. This shortcoming may be miti-

gated by using single weighting functions that normalize each objective to elim-

inate units with which the designer is working.
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3.2 Procedure for Formulating the Design Problem

In this study the practical seismic design problem is recast into a nonlinear

programming problem which can be solved with the Phase I-lI-III Method of

Feasible Directions developed by Nye and Tits[45]. This algorithm has the desir-

able attributes of (a) always producing a feasible design if one exists, (b)

guaranteeing that the design is improved with each iteration. and (c) requiring

only first order derivatives.

3.3 The Design Parameters

In this formulation the frame topology is fixed. and the optimization is cast

by assigning values to a set of parameters that are not subject to variation. To

simplify the design analyses, the frame elements are assumed to t ...ke their

mean values. Modeling of the design parameter variations is accounted for

implicitly within the constraint parameter settings.

3.3.1 Scaling the Design Parameters: the Nominal Variation.

The efficiency of most optimization algorithms is heavily penalized if the

design vector enters a steep valley; ie, the eps-active2 constraints have gra-

dients _of widely differing magnitude. A preferable case is for the algorithm to

see the most active design objectives and constraints as isotropically as possi-

ble. In response to this need Nye a.nd Tits[45] have introduced the concept of

the nominal variation and applied it to what they call the uniform parameter

influence rule. This rule states that "a change in each parameter by its nomi-

nal variation should influence the most binding objectives and constraints to

roughly the same degree." Thus a scaled design parameter is obtained by divid-

ing the raw design value by its nominal variation;

2 A constraint is known as eps-active if its maximum value 1s greater than the maximum
value over all the constraints minus the width of the eps-active bandwidth. In such cases
the gradients of the constraint with respect to the design parameters is included in the
direction vector phase of the Phase 1-II- rrr Method of Feasible Directions.
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_r X_raw. 1
X_scaled -lNi . l Vi . t· jom'Lna ana 'Lon

(3.3)

Parameter scaling may be automatic or manual. Automatic scaling has the

disadvantage of not allowing the designer to supplement the algorithm with his

or her intuitive knowledge. By contrast, manual control may become too

cumbersome for design problems having a large number of parameters. Sec-

tion 4.5.1. describes the way in which the software of DELIGHT.STRUCT has been

set. up to handle this problem.

3.4 The Design Constraints.

The purpose of design constraints is to discourage the design parameters

from t.aking values that are impractical, and from moving into a region that has

an unacceptably high level of risk of unsatisfactory frame performance.

The uniform satisfaction/dissatisfaction rule is used to scale the objectives

and constraints. In its original form, this rule states that the objectives and

constraints may be scaled to coincide for two levels of satisfaction by assuming

that the designer is uniformly satisfied by all constraints and design objectives

when they reach their GOOD value. Conversely, the designer is uniformiy

dissatiSfied when constraints and objectives reach their BAD values[45]. Zone 2

of the designer dissatisfaction is mapped onto the [0,1] interval with the

transformation:

1
0 lor [ actual-resp - GOOD] < 0 : otherwise

D(response_valuB} = r 1 (3A)

l
response _value - GOOD J

BAD - GOOD

For this investigation, the uniform satisfaction/dissatisfaction rule is modified

to account for the performance zone requirements of Section 2.6. In a manner

analogous to the above formulation the boundary contours between zones 1

and 2, and zones 2 and 3, are assumed to provide constant contours of satisfac-
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tion and dissatisfaction. These additional features are incorporated by modify-

ing equation (3.4) to give:

!0 for [ LOW_resp - GOOD] < 0: otherwise
D(const;) = r 1

LOW_resp - GOODl (LOW_resp - HIGH_resp) + (BAD - GOOD) j
(3.5)

where: LOW_resp =frame response corresponding to LOWexceedance probability.

HIGH_resp = frame response corresponding to HIGH exceedance probability.

const, = i th constraint.

The boundary between zones 1 and 2 is reached when the frame response

corresponding to the LOW exceedance probability equals the GOOD frame per-

formance. Similarly, the boundary between zones 2 and 3 i!'l located where the

frame response corresponding to the HIGH exceedance probability equals the

BAD frame response. Notice that a singularity in equation (3.5) cannot occur

when the GOOD frame response is strictly less than the 'BAD frame response.

3.4.1 Constraint Types

Two attributes are allocated to each constraint. Those constraints that do

not depend on time or some other independent parameter are termed conven-

tional, while those which depend on time are termed functional ( see equation

(3.2) ).

In addition each constraint is given either a HARD or SOFT attribute. HARD

constraints are ones that the designer wishes the algorithm to give the greatest

emphasis, and once satisfied [ ie: better than the GOOD design value ], the

designer wishes to remain satisfied and not to take part in subsequent

tradeoffs. SOFT constraints are those that the designer is interested in con-

veniently trading off against one another and against the performance objec-

tives in an optimization run. They include desired or target values that the

design should try to attain: however no further gain would be obtained when the
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specification over-achieves its target value.

Figure [3.1] shows that conventional constraints are bounded by zero

response, and a single pair of [GOOD,BAD] performance values for maximum

frame response. It plots the "dissatisfaction" vs "peak frame response" for the

special case of peak frame response having zero variation. Box constraints

ensure that the design parameters lie within a specified interval. They have a

[GOOD,BAD] frame performance pair at each end of the interval. as shown in

Figure [3.2]. The [GOOD,BAD] and [HlGH.LOW] performance pair components for

a frame response quantity having non-zero variation is shown in Figure [3.3].

3.4~2 Procedure for Constraint Evaluation.

The following step-by-step procedure is required for the evaluation of each

constraint.

STEP 1 Specify the [ GOOD.BAD ] and [ HIGH.LOW ] pairs for each constraint.

STEP 2 Simulate the frame response for the appropriate limit state.

STEP 3 Identify the appropriate frame response quantities. Calculate the

- mean and standard deviation of the response quantities and plot a

histogram of the results.

STEP 4 Assume a probability distribution and calculate its parameters from

the data provided.

STEP 5 Calculate the characteristic values on frame response [ HlGH-resp •

LOW_resp ] corresponding to the HIGH and LOW exceedance probabili­

ties specified at STEP 1.

STEP 6 Substitute into (3.5) to get the designer's dissatisfaction.

Notice that in this process ofperformance evaluation. only one point is contri­

buted to the histogram of peak constraint quantities from each response simu-
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lation. In other words, the time dependent characteristics of the functional

constraints are swept out when the individual frame responses are combined

into the overall constraint dissatisfaction. During the direction finding phase of

an optimization iteration, however, the eps-active local maxima of time­

dependent responses should also be considered so that the generalized gra­

dients of the frame response quantities with respect to the design parameters

remains continuously ditIerentiable3.

3.5 The Design Objectives.

The design objectives are those aspects of the design problem that quantify

its performance. They are controlled by the design variables. and should pro­

vide the motivation and direction for moving towards a better design.

The design objectives are evaluated in a manner similar to the constraints.

The main difference is that only GOOD and BAD values are used for the objec­

tives. HIGH and LOW response values are not used because they describe the

probability of the design being feasible. If the design already has sufficient reli­

ability, only GOOD and BAD objective v~lues are needed to provide a general

direction for change to a better design.'

3.5.1 Procedure for Design Objective Evaluation.

The calculation procedure for the design objectives is:

STEP 1 Identify the design objectives relevant to the problem at hand.

STEP 2 Specify GOOD and BAD values for each design objective.

STEP 3 Simulate the frame response for the appropriate limit state.

S Further comments on this aspect of the optimization procedure are given in Chapter 7.
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STEP 4 Identify the relevant frame response parameters and calculate the

appropriate statistics of frame performance.

STEP 5 Substitute frame performance response quantities into (3.5) to get the

designer dissatisfaction.

3.6 Interpreting the Dissatisfaction Equation.

This section examines the behavior of the dissatisfaction function as a

function of its parameters. The process is expedited by defining the following

dimensionless parameters:

ram = r
l

GOOD allowable frame response j1

:P BAD allowable frame response

l
r Mean frame response J1mean = BAD allowable frame response

cov = lr Standard deviation offrame response J1

Mean frame response

(3.6)

(3.7)

(3.8)

In addition. the distributions of peak frame response quantities is assumed

to be described oy either the normal distribution, the lognormal distribution, or

the Gumbel Type I extreme distribution. Both the second and third distribu-

tions are skewed to the left, as is typically the case for statistical distributions

describing extreme events. Coefficients in the calculations for the extreme type

1 distribution are based on a sample size that is very large. Note that Penzien

and Murakami[42] looked at the coefficient of variation of ductility factors for

various combinations of earthquake and frame strength and found the

coefficient of variation for the mean ductility factor to lie in the interval [ 0.1-

0.95 ]. Typically the coefficient of variation is OA[49]; however. this may

increase to above unity for structures having a very short fundamental period.

Figures [3.4] to [3.12] show the "dissatisfaction function" plotted against

"coefficient of variation of frame response" over the interval [0.0-1.0], since this
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is expected to cover the variations of most practical cases. The following points

are noted:

(a) For all three statistical distributions the "dissatisfaction" decreases for

decreasing mean frame response. It increases for increasing coefficient of

variation of frame response. As the coefficient of variation of frame

response increases, however, the difference between the HIGH and LOW

frame responses is accentuated and is the cause of the gradient reduction

for increasing ratios of cov. This effect is particularly noticeable for the

positively skewed lognormal distribution.

(b) The frame response is deterministic when its coefficient of variation equals

zero. In such cases the behavior of the dissatisfaction function is primarily

dependent on ramp. For a fixed frame response the dissatisfaction func-

tion decreases for decreasing ramp. Moreover. the slope of the dissatis-

faction function tends towards infinity as ramp approaches 1. A singular-

ity in the dissatisfaction function occurs in the limit indicating conver-

gence of the boundaries separating zones 1 and 2, and zones 2 and 3. In

these cases a design is either totally feasible, or totally infeasible.

(c) For a fixed level of reliability the mean frame response decreases as the

coefficient of variation increases. In other words. as the variation in

response increases a more conservative design will be required to ensure a

target reliability. This trend is in agreement with the observations of

Briseghella[20] and Frangopol(27].

3.6.1 Frame Response Enhancement Factors due to Uncertainty

The ratios:

E - r HIGH_resp j1 and E =r
l

LOW_resp
1 - 1Mean Frame Response 2 Mea.n Frame Response

(3.9)
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depend on the mean frame response, its c.o.v. and its statistical distribution

type. Both ratios are of interest because they place approximate bounds on

the required mean frame response enhancement necessary to compensate for

the etrects of frame response scatter, and achieve a target reliability. Ratio E 1

places the lower bound on the required enhancement, and E2 an upper bound.

The minimum value of the enhancement factors occurs for deterministic

response because the mean value corresponds to the frame response quantity

required to achieve all levels of reliability. In these cases the enhancement fac­

tor equals unity. Otherwise, the enhancement factor increases monotonically

both with increasing scatter and increased limit state reliability. From a practi­

cal standpoint, these factors can be compared to code load factors imposed to

compensate for uncertainties. This provides a rough means of comparing the

conservatism implied implicitly by the code to the reliability calculated expli­

citly by this design method.

3.7 Aprocedure for Setting-up the Design Problem.

The design problem is cast by working through the following step-by-step

proced~re:

STEP 1 The designer must decide whether each performance goal is to be con­

sidered as an objective or a constraint. From the algorithm's perspec­

tive, the main ditrerence between constraints and objectives is that

constraints are not pushed after they achieve their GOOD values

whereas objectives continue to be pushed beyond their GOOD values.

STEP 2 HIGH and LOW exceedance probabilities are designated for each con­

straint.

STEP 3 HARD and SOFT attributes are assigned to each constraint.
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STEP 4 GOOD and BAD frame performance quantities are designated for all

design objectives and constraints.

STEP 5 The system's performance is calculated. The designer checks that the

hierarchy of dissatisfactions calculated with the uniform

satisfaction/dissatisfaction rule ( equations (3.4) and (3.5) )

corresponds to his or her feelings about a the design's performance.

If the answer is YES, the designer can proceed to STEP 6. However, if

the answer is NO, then an iterative procedure must be entered. The

designer adjusts the [GOOD,BAD] and [HIGH,LOW] preference pairs and

recalculates the frame's performance until the first test is satisfied.

STEP 6 The designer proceeds to find an improved design.

3.7.1 AJgoritbmACTION Given a Design's CONDmON

An essential feature of an effective optimization algorithm is the ability to

ascertain a problem's condition, and provide recommendations for continued

action. Table[3.5] summarizes the ACTION recommended by the Phase l-II-III

Method of Feasible Directions after the CONDITION of a problem has been ascer­

tainedL
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PHASE I

PHASED

PHASE ill

PHASE I

PHASED

PHASE ill

CONDITION

At least one HARD constraint is not satisfied.

All HARD constraints are satisfied. At least one SOFT con­
straint is not satisfied or one performance objective is
worse than its GOOD value.

All HARD and SOFT constraints are satisfied and all perfor­
mance objectives are at their GOOD values or better.

ACTION

Try to satisfy all the HARD constraints that are not
satisfied. One constructs a descent direction for the max­
imum HARD violation, possibly also trying to decrease the
highest costs and soft constraints.

Try to improve both the performance objectives and the
SOFT constraints while simultaneously keeping the HARD
constraints satisfied. This is done by constructing a descent
direction for the highest costs and SOFT constraints, as well
as for the eps-active hard constraints.

Try to improve further the performance objectives while
keeping all constraints satisfied, in particular, SOFT con­
straints better than their GOOD values.

Table[3.5] : System performance zones
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CHAPTER 4

THE DESIGN EXAMPLE

4. Introduction

As was mentioned in Chapter 1, the scope of applications used in this study

to demonstrate the proposed methodology is limited to the design of moment­

resistant steel frames. This chapter introduces the example design problem.

The practical design problem is translated into a set of mathematical state­

ments that describe the design parameters, constraints and objectives. Initial

parameter settings for desirable frame performance are specified.· Techniques

used for selecting the design earthquake ground motion and for scaling

ground motion input records are explained. The frame simulation assumptions

for each design limit state are also given. Frame performance is evaluated by

comparing the frame's response to the designer specified constraints and

objectives.

4.1 Frame Geometry. Gravity Loads. and Boundary Conditions

A simple three-story, one-bay, moment-resistant steel frame. shown in Fig­

ure[4.1], is employed as the design example to demonstrate the application of

the proposed design methodology. It is assumed to be one of many similar

frames spaced at 20ft centers in a three dimensional structure. Dead and live

gravity loads are BOpsf and 40psf on all floors and the roof, respectively. Ini­

tial beam and column sizes were obtained by manually designing the frame

according to the UBC[63] for Seismic Zone 4. This structure is large enough to

illustrate the capabilities of the proposed procedures, but small enough to

facilitate interpretation of results and minimize computational effort. A sum­

mary of each frame's initial beam and column moments of inertia, and applied

gravity loads is shown in Figure[4.2].
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The frame's geometry, mass, and boundary conditions are fixed throughout

the design process. Each frame is modeled as a two-dimensional structure with

its mass lumped at the nodes. The column bases are assumed to be fixed and

torsional effects are ignored in the design. Finally, soil-structure interaction

effects are ignored.

4.2 Element Modeling

The beam and column elements are bare wide flange sections and are

modeled using the lumped-plasticity parallel-component elements in ANSR[41].

These sections are assumed compact. and sufficiently restrained so that lateral

and local buckling failures are delayed until after the development of require i

plastic hinge rotations. Shearing deformation and out-of-plane deformations

were not considered in order to simplify the analysis. Likewise the finite size of

the beam-column joints was disregarded as were panel zone deformations.

Moreover. all was set to 36 ksi, E to 29000 ksi and the strain hardening ratio, S,

to 0.05. For the columns. geometric nonlinearities were taken into account.

and an AISC based axial load vs bending moment interaction relation [ hexago­

nal i was used. The parameters for the column and girder interaction relation­

ships are shown in Figure [4.3].

4.3 Loadings

Frame loads are composed of dead and live gravity loads plus lateral

seismic loading. Wind, snow and vertical ground accelerations are neglected for

simplicity. In the sections that follow each loading type is discussed, together

with an explanation of the loading model adopted for the design examples.

4.3.1 Gravity Loads

Based on information provided in Chapters 2 and 3, dead and live gravity
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loads are considered to be deterministic. For the limit state defined by gravity

loads alone, gravity loads consist of the structure's dead load plus the max­

imum probable live load over the duration of the structure's lifetime; the latter

live load is modeled as the nominal design live load. When an earthquake

occurs, it is assumed that the instantaneous live load corresponds to its mean

lifetime value. Thus, for simulation purposes column axial forces are calculated

for dead plus a reduced nominal live load. As a final note, the mass matrix for

the structure's horizontal degrees of freedom is based on the dead load only

because the live load may not be rigidly attached to the frame structure.

4.3.2 Ground Motions

Ground motion ensembles may be generated by several procedures. One

possibility is to scale other ground motion records ( having similar epicentral

distances and site characteristics) to possess approximately the same proba­

bility of exceedance as the target design ground motion. Selecting appropriate

scaling parameters is a complicated and difficult step in itself because parame­

ters that are capable of describing a ground motion's potential to cause struc­

tural damage with high confidence have yet to be identified[2,3B]. Peak values (

peak absolute ground acceleration, effective ground acceleration, and velocity

), spectral content ( spectral intensity and Fourier amplitude ), and time

related factors such as duration of shaking and Arias intensity are all recom­

mended indices of structural damage potential. Similarly, various measures of

ductility have also been suggested. No single measure or scaling procedure by

itself has been demonstrated to be completely reliable. In particular, Ken­

nedy[36] notes that isolated high intensity short duration spikes of peak

ground acceleration may have little effect on the response spectra of an elastic

structure. The smoothed response spectrum for SDOF systems is an improve­

ment because it provides a qualitative description of the intensity and
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frequency content of a ground motion. Reliable inelastic design response spec-

tra may be constructed if information on a ground motion's intensity, fre-

quency content and duration can be supplied. This information is used to esti-

mate maximum inelastic deformations. Smoothed inelastic response spectra

may be obtained from statistical studies of inelastic response spectra of struc-

tures with different strengths and damping ratios. Nonetheless, a deficiency of

both the elastic and inelastic spectra techniques is that they can only provide

qualitative guidelines and are incapable of incorporating duration effects.

The commentary for ATC[7] suggests that a better method might be to use

a set of four or more acceleration time histories within the design process

itself. While each ground motion is scaled to the same overall intensity and fre-

quency content, the individual earthquake records are assumed to differ in

some potentially important detail of time sequences. The intent of scaling each

record is neither to normalize every record to cause exactly the same Struc-

tural damage, nor to eliminate the various ways in which this damage may be

caused. Indeed, a significant scatter in some of the frame response quantities

is expected after scaling of the ground motions. An important advantage of this

approach is that the limit states may be described in probabilistic terms,

thereby smoothing out the influence of individual ground motion irregularities

on the design.

Table[4.1] summarizes the library of ground motion records used in this

study. They are digitized at 0.02 second intervals. The scaled design ground

motions were obtained by working through the following procedure:

(a) The worst ten second sample of each record was subjectively isolated1.

This was done solely to reduce the required calculation and is not essential

1 This step was in fact done by Balling et a1.[14].
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RECORD COMP DESCRIPTION

E1 SOOE El Centro Site Imperial Valley Irrigation District.
May 18.1940

E2 S90W El Centro Site Imperial Valley Irrigation District.
May 18,1940

E3 SOOW El Centro Site Imperial Valley Irrigation District.
Dec 30,1934

E4 S90W El Centro Site Imperial Valley Irrigation District.
Dec 30.1934

E5 N50E El Centro Community Hospital on Keystone Road.
Oct 15.1979

E6 N40W El Centro Community Hospital on Keystone Road.
Oct 15.1979

Table[4.1] : Library of Earthquake Records

to the methodology proposed. Graphs of each ten second ground motion

sample are shown in Figure[4.4].

(b) Each record was translated along the y-axis to remove residual velocity

effects.

(c) A family of moderate design ground motions was obtained by scaling each

record to have the same spectral intensity [ 51 ( in ) ] [ at 5% damping]

over the interval [ 0.1-2.61 ] seconds, while simultaneously constraining

the mean peak ground acceleration [ PGA (g ) ] over the family of ground

motions to 0.15g.

(d) A family of maximum credible ground motions was employed for severe

earthquake lateral loading. Given that an event of this magnitude occurs.

the structure is expected to respond by cycling well into the inelastic

range without a significant loss of strength. Because the design criteria

are energy based it was decided to constrain each ground motion to have

equal Arias intensity [ AI ( in/ sec) ] [8] while simultaneously ensuring an

average peak ground acceleration of O.5g across the group. Notice, how-

ever, that since the ground motion samples have the same duration. Arias
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intensity is equivalent to the root mean square ( arms ) ground accelera­

tion. This scaling procedure is recommended by Kennedy[36].

Before Scaling After Scaling

Record PGA SI AI SCALE PGA SI AI

E1 0.34-63 59.16 4-4-.70
1.672 0.579 98.92 125.00
0.419 0.14-5 24.75 7.84

E2 0.2110 4-4-.73 27.98
2.114 0.44-6 94-.56 125.00
0.554- 0.117 24-.75 8.58

E3
2.792 0.449 56.32 125.00

0.1608 20.17 16.04-
1.227 0.197 24.75 24.14-

E4- 0.1821 15.64- 13.67
3.024 0.551 4-7.29 125.00
1.583 0.288 24-.75 34.25

E5 0.174-1 4-6.54- 19.46
2.534 0.436 117.93 125.00
0.532 0.093 24-.75 5.51

E6 0.2249 62.46 24.83
2.24-4- 0.505 140.16 125.00
0.396 0.089 24.75 3.89

Table [4.2] : Ground Motion Scaling Factors

The ground motion scaling factors are shown in Table [4-.2]. The

severe and mo~erate scaling factors range over the intervals [ 1.67-3.02 ],

and [ 0.396-1.583 ] with mean values of 2.39 and 0.78 respectively. The

c.o.v. of the peak ground accelerations for the severe and moderate scaled

ground motions is 0.122 and 0.49. respectively. Since all of the scaling fac-

tors for the severe lateral loading are greater than one, this family of

ground motions is a reasonable candidate for modeling the maximum cred-

ible ground motion. Figure[4-.5a] illustrates the spectral velocities of the

six unsealed records. Spectral velocities of the same six records after they

have been scaled are shown in Figure[4.5b]. Similarly, the Arias Intensity

of the six ground motion records before and after scaling the severe earth-

quake intensity are shown in Figures[4-.6a] and [4.6b]. respectively.
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4.4 The Frame Simulation Assumptions

The general purpose structural analysis program ANSR[41] is used to

compute structural response for each limit state. For those limit states

requiring dynamic analysis, structural response is computed one second

beyond the end of the 10 second ground motion samples.

Path dependent state determination is used in all analyses. The max­

imum allowable nodal displacements is unlimited, convergence tolerance

on force norm vectors is set to 0.01. and the next load or time step is

applied regardless of convergence in the previous step. In addition. the

following modeling assumptions are made for the individual limit state ana­

lyses:

4.4.1 Gravity Loads Alone

A Newton-Raphson iteration scheme is employed to execute a non­

linear static analysis. Gravity load are applied in a series of five load steps.

The maximum number of iterations permitted at any load step is 20, and

the stiffness matrix is reformed at each iteration. In addition, the frame is

modeled with' two translational ( :r: and y ) plus one rotational degree of

freedom at each nodal point. This accounts for axial deformations in both

the columns and girders. Under these assumptions the example frame is

modeled with 18 degrees of freedom. as illustrated in Figure[4.7].

4.4.2 Gravity Loads plus Moderate Earthquake Loading

Simulation for this limit state requires a st.atic linear analysis under

gravity loads only followed by dynamic linear analysis under moderate

quake loading. Both analyses are simplified by neglecting axial deforma­

tions in the columns and girders and by assuming a linear elastic response.
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The latter requirement is ensured in the program by increasing the model

yield moments and forces by a factor of 1000 and allowing only one itera-

tion per time step. Thus, only one static load step is required to represent

the gravity loads before the moderate earthquake ground motion loads are

applied. Each frame node has a maximum of two degrees of freedom; the z

translational plus the ~ rotational degree of freedom. The translational

degrees of freedom at each floor level are slaved. Hence Figure[4.8] shows

that the example frame is modeled with 9 degrees of freedom. The damp-

ing matrix is modeled as a linear combination of the mass and stiffness

matrices. This Rayleigh damping matrix has the f('rm:

r 1 r 1 r 1
lC J =a I lM 1+ a z lK J

where : [C ] =damping matrix

[M J= mass matrix

[ K l=stiffness matrix

a I = I.:!' W~.!.l
WI + W 2

[
2 A 1

a 2 = WI + W
2

J

WI' W 2 =first and second na.tural circular frequencies

A =percentage of critical damping in the 1st and 2nd modes

(4.1)

In order to maintain constant damping values in the first and second

modes the coefficients at and a z are updated for each current design at

the beginning of the calculations for this limit state. First, ANSR is

employed to form the mass and stiffness matrices ( including geometric

stiffness effects ) for the present design. A subspace iteration routine

extracted from the program FEAP[69] is called to calculate the frame's

natural periods of vibration corresponding to the non-zero mass degrees of
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freedom.

A damping ratio of 2% critical is applicable to frames of this type for

low amplitude motions where it is assumed that all stresses remain within

working stress load limits. The damping may increase to 5-7% for larger

amplitude motions during which yielding at the joints may occur[43].

Moreover, localized inelastic deformations in multi-degree of freedom

structures may reduce the system's apparent vibrational frequencies (

indicating, in part, a loss of stiffness ) and an increase the participation

factor of the fundamental mode[55,64]. It is clear that any particular

value of Rayleigh damping can only be an approximation to the structure's

actual damping. If the adopted damping value is too large, the decreased

response will result in a non-conservative design. Consequently, 3% damp­

ing in the first and second modes was chosen as being most realistic in

modeling the frame's response. Additional damping during large amplitude

motions is taken into account by including the material's hysteretic

behavior in a nonlinear time-history analysis.

4.4.3 Gravity Loads plus Severe Earthquake Loading

Simulation for this limit state requires a static nonlinear analysis

under gravity loads only followed by a dynamic nonlinear analysis under

severe earthquake loading. The nonlinear static and dynamic analyses use

Newton Raphson iteration. As with the previous limit state, each frame

node is modeled with two degrees of freedom. Column and girder axial

deformations are ignored. Gravity loads are applied in five static load

steps; this is followed by the severe earthquake time-history analysis. The

stiffness matrix is reformulated at each iteration in each load or time step

and the maximum number of iterations within each timestep or load incre-
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ment is 20..

4.5 The Optimization Problem Assumptions

The design parameters, constraints and objectives are now outlined.

Parameter settings are given along with their initial values.

4.5.1 Design Parameters

The frame elements are each modeled by a single section property

parameter. Moment of inertia is the primary section property parameter

used for the beam and column elements, and cross-sectional area for truss

elements. Element properties of secondary importance such as radius of

gyration and element depth are obtained from empirical relations derived

by Walker[66] for economy wide flange steel sections. These are ( in

English Units ):

for columns l ~ 429 in 4

d. =1.471-
868

r = 0.39d1.04

when [> 429 in4

d. =10.5/.0486

r =O.39d 1.04

for girders d =2.66/.287

r = 0.521-
92

The section area and plastic moment can then be computed as:

I
A=

r 2

rAd 3/1

Mp =1-;- + 2;]CTy

8
for bra.ces 1= O.169A

(4.2)

(4.3)

(4.4)
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Frame members may be subject to design or fixed at their initially

chosen values. In addition, frame element sizes can be clustered into

groups that are either equally or proportionally constrained. From a prac­

tical standpoint, repetition of equally sized elements implies both economi­

cal construction and a reduction in the computational work needed for

each iteration of optimization. Proportional constraints are more general

and allow element repetition while locally imposing a desirable ratio of

frame element sizes. This facility enables various member proportioning

philosophies to be investigated economically. The main disadvantage of

constraint proportioning is that section sizes are bounded by the most

critical constraint within the group. Therefore, a balance in criteria is

desirable; grouping should retain flexibility in the optimal design while

simultaneously keeping the problem practical in terms of element repeti­

tion and amount of calculation required.

The process of allocating frame elements to a group and designating

members as designed or not designed tends to be SUbjective. In spite of the

aforementioned guidelines, the selection of the best design parameter

arrangement, or layout, is still subjective. Figure[4.9] shows the three

arrangements of design element groupings to be considered in this investi­

gation. The column and beam members are constrained to a single param­

eter in the first arrangement. The first element in the group (Column 1) is

called the leading element. The remaining elements are proportionally

constrained to the leader ( see Appendix 1 ) and are called tracking ele­

ments. In the second arrangement the girders and columns are modeled

by independent design parameters. The third arrangement permits a vari­

ation of stiffness over the height of the structure while locally constraining

the relative strength of adjacent columns and girders. All of the frame ele-
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ments are subject to design in each of the parameter arrangements.

Parameter scaling can be handled either automatically or manually. A

disadvantage of automatic scaling is that it fails to account for the

designer's intuition in dealing with the problem at hand. Fully manual con­

trol maybe too cumbersome. DELIGHT.STRUCT strives for a balance by ini­

tially handling parameter scaling automatically, but providing the user

with a manual user over-ride during the optimization stages.

Since most designers will have little idea what the most binding con­

straints will be at the beginning of the design process, DELIGHT.STRUCT

provides initial values for the Nomina.l Va.riation in equation (3.3). They

are obtained by first assuming that a perturbation in any frame element

size will have the same effect on the most binding constraints. However. a

single design parameter is frequently used to represent several frame ele­

ments. Thus, the starting Nomina.l Va.ria.tion is estimated by counting lhe

number of elements within the frame group and dividing it by the total

number of elements in the frame. The designer may modify these values as

the need arises.

4.5.2 Design Constraints

Appendix 1 shows that the example problem has 18 box constraints. 46

conventional constraints and 25 functional constraints. Those correspond­

ing to each limit state are now outlined:

4.5.2.1 Box Constraints

Box constraints ( written as pairs of conventional constraints) ensure

that the beam and column section moments of inertia lie within the inter­

vals [50.100] and [2500.3000] in4, respectively ( see Figure[3.2] ).



PARAllETER

Const~ype_Lowbox

Const~ype_Upbox

TYPE

HARD
HARD

DESCRIPTION

Low box constraint
Upper box constraint
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Table[4.3] : Box Constraint Type Parameters

Table [4.3] shows that the box parameter constraint types are set to

HARD. Hence. during the initial iterations of optimization priority is given

to satisfying box constraints that do not lie within the feasible domain.

The algorithm achieves this goal by pushing the design vector until all of

its components are better than the GOOD value of the box constraint.

4.5.2.2 Constraints Under Gravity Loads Alone

The following conventional constraints apply to the beams. columns

and braces under gravity loading alone:

[ column axial force] < Calax x Column axial force (4.5)

[ column end moment] < Colgra x Column yield moment (4.6)

[ girder end moment] < Girgra x Girder yield moment (4.7)

[ girder midspan deflection under live load] < Girdef x Girder span (4.8)

PARAMETER

Good_Colax
Bad_Colax
Good_Colgra
Bad_Colgra
Good_Girgra
Bad_Girgra

VALUE

.5000

.6000

.6000

.8000

.6000

.8000

DESCRIPTION

good gravity column axial force factor
bad gravity column axial force factor
good gravity column yield factor
bad gravity column yield factor
good gravity girder yield factor
bad gravity girder yield factor

Table[4.4] : Gravity Loads Alone Constraint Parameters

A convention of nomenclature introduced in equations (4.5) to (4.8) is

now explained. The parameters Colax. Colgra and so on should be inter-

preted as a shortened notation for the GOOD and BAD performance ( or
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preference) pair settings discussed in Section 4.2. For example, the GOOD

value of the column axial force constraint described by (4.5) is simply the

dependable column axial force factor. Good_Cola.x shown in Table[4.4]. mul-

tiplied by the column axial force required to cause either yielding in ten-

sion. or Euler buckling in compression. The GOOD value is set to 0.5. This

corresponds to a safety factor of two against Euler buckling of a pin-ended

column, or a somewhat lower level of conservatism against instability of

frames that have no resistance to sidesway. It is also the approximate level

of loading at which nonlinear effects due to residual stresses start to

become important. 0.6 is chosen as the BAD value. This seems reasonable

since a frame's lateral degrees of freedom will be partially restrained in

practice. and the probable material yield stress may well exceed the

modeling yield stress. The American Institute of Steel Construction's

recommended allowable stress factor for bending is 0.6[3].

PARAMETER

Good_Girdef
Bad_Girdef

VALUE

4.1'70e-3 [ 1/240]
4.570e-3 [ 1/219 ]

DESCRIPTION

good girder midspan deflection
bad girder midspan deflection

Table[4.5] : Girder Deflection Constraint Parameters

Calculations for the midspan girder deflections are based on a uniform

dead plus reduced live gravity loading plus the additional deflections due

to rotations of the frame joints. With respect to an allowable deflection the

. AISC commentary states that:

"there is no single way by which the limit of tolerable deflection
can be defined... the most satisfactory solution rests with the
sound judgement of qualified engineers."

Consequently, the GOOD girder defiection is set to the Uniform Build-

ing Codes recommended value. The BAD girder mid-span deflection. shown
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in Table[4.5], is just an arbitrarily increased value.

A constraint may also be placed on the maximum volume of the design

elements. The maximum volume constraint is usually employed when a bal-

ance among multiple design objectives is required ( see Chapter 6). In the

meantime, however, this constraint is effectively removed by adjusting the

GOOD and BAD parameter values to those shown in Table[4.6].

PARAMETER

Good_Volmax
Bad_Volmax

VALUE

1.000e+5
1.200e+5

DESCRIPTION

good volume maximum
bad volume maximum

Table[4.6] ; Maximum Volume Constraint Parameters

PARAMETER VALUE DESCRIPTION

High_Colax""prob .2000 high gravity column axial force factor
Low_Colax..,prob .1000 low gravity column axial force factor
High_Colgra..,prob .2000 high gravity. column yield factor
Low_Colgra..,prob .1000 low gravity column yield factor
High_Girgra""prob .2000 high gravity girder yield factor
Low_Girgra..,prob .1000 low gravity girder yield factor
High_Girdef..,prob .2000 high girder midspan deflection
Low_Girdef""prob. .1000 low girder midspan deflection

High_Volmax..,prob .2000 high volmax probability
Low_Volmax....prob .1000 low volmax probability

Table[4.7] : Constraint Exceedance Probabilities

Table[4.7] shows the exceedance probabilities adopted for the gravity

loads alone limit state constraints. The variation in computed frame

response is zero for this limit state because the gravity loads are assumed

to be deterministic. Thus the HIGH and LOW frame response values

effectively cancel. Furthermore, Table[4.8] shows that this limit state's

constraints are set to SOFT; they may be traded off against one another

and against design objectives during the optimization.
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PARAMETER TYPE DESCRIPTION

Const.J:,ype_C olax SOFT gravity column axial force factor
Const_type_Colgra SOFT gravity column yield factor
Cons t.J:,ype_Girgra SOFT gravity girder yield factor
Const type Girdef SOFT girder midspan deflection

Const.J:,ype_Volmax SOFT volume maximum

Table[4.8] : Gravity Loads Constraint Types

4.5.2.3 Constraints Under Combined Gravity and Moderate Quake Loads

Under this loading condition non-structural damage should be limited

with only superficial structural damage. Two measures of frame response

are used to identify nonstructural damage. Damage to frame members,

windows. partitions and other architectural elements is related to relative

frame displacements. These are controlled by enforcing a constraint2 on

story drifts of the form:

[ story drift] mllZ overtime < [)rift X story height (4.9)

Similarly floor acceleration is used as a measure of damage to a structure's

contents, equipment. and elements attached to the floors. The form of this

constraint is:

[ absolute floor acceleration] mcu: over time < Accel X acc n of gravity (4.10)

Very few references quantify expected structural damage as a func-

tion of the above parameters. The parameter usually used to describe

structural damage is called the damage ratio. A damage ratio of zero

corresponds to negligible damage. while a damage ratio of greater than or

equal to one signifies total damage or complete collapse. Ferrito[26]

2 Components of story drift consist of (a) column bending, (b) girder bending, (c) joint
rotations and (d) bending of the frame as a whole due to column axial deformations. The
latter component is neglected in this formulation.
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reports that the damage ratio for windows and steel frames is negligible for

an effective story drift of 0.001, 0.3 for story drift of 0.005, 0.8 for drift of

0.01, and 1 for a drift of 0.02. Damage ratios of building contents associ-

ated with floor accelerations range from 0.05 at O.OBg to 1.0 at 1.4g. Dam-

age to building contents at 0.5g is 0.6 and 0.9 at 1.2g. Effective values for

response prediction were taken as 65% of the peak values in both

instances. Guangquian et al.[31J confirm that no damage should be

expected for story drifts less than or equal to the ratio [1/300-1/200J in

framed construction. Slight structural damage can be expected for story

drifts within the interval [0.005-0.004J, severe damage for the ratio 0.01

and collapse as the drift approaches 0.02. The Uniform Building Code[63J

stipulates that 0.5% ( story drift ratio = 0.005 ) story drift is permissible for

moderate lateral seismic loading.

Mahin and Bertero[40J indicate that while story drift is used to meas-

ure damage, there is in fact little data available to make these estimates

more than qualitative. Indeed, the same could be said of the floor

accelerations. The boundary between satisfactory and unsatisfactory

frame performance cannot be sharply defined; this is reflected in the large

relative difference between the GOOD and BAD frame response parameters

shown in Table[4.9J.

PARAMETER VALUE/TYPE DESCRIPTION

Go 0 dJ)rift 4.500e-3 good max moderate story drift
Bad.J) rift 8.000e-3 bad max moderate story drift
Good_Accel 0.700 good max moderate floor aceel in gs
Bad_Aceel 1.400 bad max moderate floor accel in gs

Const.J,ype.J)rift SOFT max moderate story drift
Const.J,ype_Ac eel SOFT max moderate floor accel in gs

Table[4.9] : Drift and Acceleration Constraint Parameters
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The frame should also possess sufficient strength so that under

moderate lateral loads structural damage is minimal. Inelastic deforma-

tions are discouraged by ensuring that the frame response satisfies the fol-

lowing constraints:

[ column end moments ] m~ over time < Colyld X column yield moments

[ girder end moments ] m~ over time < Giryld X girder yield moments

(4.11)

(4.12)

PARAMETER VALUE/TYPE DESCRIPTION

Good_Colyld .8500 good moderate column yield factor
Bad_Colyld 1.100 bad moderate column yield factor
Good_Giryld .9000 good girder yield factor
Bad_Giryld 1.100 bad girder yield factor

Constjype_Colyld SOFT moderate column yield factor
Const_type_Giryld SOFT girder yield factor

Table[4.10]: Element Yielding Constraint Parameters

The GOOD element yielding parameter values shown in Table[4.10] may be

viewed as stress reduction factors. Their purpose is (a) to allow for the

probability of understrength in the frame elements due to variations in

member strengths, (b) to allow for inaccuracies in modeling, and (c) to'

reflect the importance of a member in the structure. A lower GOOD value is

used for the columns than for the beams because columns carry axial

loads and have displacements that are comparatively more sensitive to the

details of individual ground motions. The BAD yield factors can be attri-

buted to several factors. First, the probable yield stress of steel under

dynamic loading may well exceed the ideal yield stress ( see Section 2.2 ).

Hence, even if the calculations indicate yielding in the members of the

frame, a real structure may still be elastic. In any case, even though an

entirely elastic response is desirable, a few minor excursions of the critical

regions into the inelastic range can often be tolerated without reaching an
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unacceptable level of structural damage.

Several difficulties arise with setting the HIGH and LOW exceedance

probability parameters. Their purpose is to provide a level of reliability to

each limit state that retl.ects the consequences of failure when sufficient

information is available to describe the parameter t1.uctuations with statist­

ical regularity. The Applied Technology Council[7] provides guidelines in its

commentary on the expected number of failures for ground motions

exceeding the design ground motion. Its estimates are approximate.

Indeed. achieving consistency with the design criteria in absolute terms

would appear unobtainable because an acceptable level of risk is often

affected by intangibles.

Identifying an acceptable risk level requires experience and judge­

ment. Because the problem studied here is the first to be examined with

this methodology. the author has little experience to draw upon. Conse~

quently, the best that can be achieved is to set the parameters to values

which seem reasonable. and concentrate on developing the design example

for comparison with more familiar design techniques.

A similar problem exists for the identification of a suitable statistical

distribution to describe each frame response quantity. When only a small

number of samples is used to approximate the variation in each frame

response quantity, the statistical distributions of frame response quanti­

ties have to be assumed before the calculations begin. However, in Section

2.5 it was shown that information obtained from analytical studies can pro­

vide useful guidelines for selecting an appropriate distribution for only

some of the frame response quantities. Thus, for the initial design compu­

tations all of the response quantities relating to material behavior, such as

peak member ductilities, are assumed to be Extreme Type I distributed.
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Where information is not available, it is assumed that the parameter is nor-

mally distributed. The same HIGH and LOW exceedance probabilities are

assumed for all constraint types within a single limit state.

Specifying a rigid boundary on acceptable level of frame risk cannot

be justified for a number of reasons. First. the actual ( or real) level of

frame risk will differ from the calculated level of frame risk. With accurate

modeling one can hope that the actual and real frame risks are close. The

designer cannot specify a rigid level of frame risk in the absence of experi-

ence. Experience requires hindsight: because both are absent at this stage

all that can be done is to specify risk levels that appear reasonable. After

a few examples have been completed the risk explicitly set in this method

may be compared to the conservatism implicitly set by other approaches

such as the UBC Code[63]. Consequently, we begin with a relatively wide

difference between the HIGH and LOW exceedance probabilities, as shown in

Table[4.11].

PARAMETER VALUE DESCRIPTION

High-Prift..,prob .2000 high max moderate story drift
Low.J)rift..,prob .1000 low max moderate story drift
High_Accel..,prob .2000 high max moderate floor accel in gs
Low_Accel..,prob .1000 low max moderate floor accel in gs

High_Colyld..,prob .2000 high moderate column yield factor
Low_Colyld..,prob .1000 low moderate column yield factor
High_Giryld-prob .2000 high girder yield factor
Low_Giryld..,prob .1000 low girder yield factor

Table[4.11]: Constraint Exceedance Probability Parameters

4.5.2.4 Constraints Under Combined Gravity and Severe Quake Loads

The currently accepted design philosophy permits major struclural

damage, possibly beyond repair, resulting from a severe earthquake.
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Frame collapse and loss of life are nevertheless discouraged. Constraints

are divided into two categories reflecting frame behavior at the global level

and frame behavior at the element level.

Global frame instability is generally attributed to enhanced bending

moments due to P-delta effects when large lateral frame displacements act

in conjunction with high axial forces. This type of behavior is prohibited

herein by placing an upper bound on allowable peak frame displacements.

For the purposes of this study large displacements at the top of the frame

are used as an approximate measure of the possibility of collapse. The

parameter Sway is defined as the maximum relative horizontal displace-

ment at the top of the frame divided by the frame height and the con-

straint is described as follows:

[ frame sway] rna: ovsr tims < Sway x frame height (4.12)

PARAMETER VALUE/TYPE DESCRIPTION

Go 0 d.J3way 1.400e-2 [ 0.14% ] good structure sway max
Bad_Sway 2.000e-2 [ 0:20% ] bad structure sway max

High.J)way..,prob .2000 high structure sway max
Low_Sway..,prob .1000 low structure sway max

Const.J,ype_Sway SOFT structure sway max

Table[4.12] : Frame Sway Constraint Parameters

As mentioned in Section 4.5.2.3 collapse can occur for peak story drifts

approaching 0.02. The Uniform Building Code tacitly implies that lateral

frame deflections of 1.5% are acceptable for severe lateral loads.

Table[4.12] shows the frame sway constraint parameters adopted for this

study.

Structural damage at the material level is closely related to the extent
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of inelastic deformations. One reversed cycle at a high ductility range may

cause damage equivalent to many cycles at a lower ductility range. Experi-

mental results[51] indicate that this behavior is characteristic of low cycle

fatigue. A constraint on allowable energy dissipation is formulated by

assuming that the total hysteretic energy dissipated under an arbitrarily

changing deformation history may be equated to the energy dissipated by

a monotonic load moving through an equivalent displacement to ultimate

failure. Kato[34] reports that this assumption is reasonable. The allowable

energy dissipation in the latter mechanism is used to form the constraint.

namely:

(4.13)

where f( J.L • S ) =[J.L - 1 ][ 1 - S ][ 2 + S[ J.L - 1 ]]

E,j =Inelastic dissipated energy.

E
1I

= Elastic strain energy at yield.

J.L =Allowable rotational ductiJ.ity factor.

S =Strain hardening ratio.

PARAMETER VALUE/TYPE DESCRIPTION

Good_Colduc 3.000 good column ductility
Bad_Colduc 4.000 bad column ductility
Good_Girduc 4.000 good girder ductility
Bad_Girduc 6.000 bad girder ductility

High_Colduc""prob .2000 high column ductility
Low_Colduc....prob .1000 low column ductility
High_Girduc""prob .2000 high girder ductility
Low_Girduc..,prob .1000 low girder ductility

Constj.ype_Colduc SOFT column ductility
Constj.ype_Girduc SOFT girder ductility

Table[4.13]: Element Ductility Constraint Parameters

In equation (4.13) the allowable rotational ductility is defined as the max-

imum end rotation ~m.az divided by the rotation ~rI at incipient yielding. In
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calculating ~y' anti-symmetrical double curvature is assumed for the

members. Table[4.13] summarizes the beam and column ductility factors.

The conventional constraints represented by equation (4.13) are:

Column end inelastic energy dissipation < Ey x f( Colduc, S)

Girder end inelastic energy dissipation < Ey x f( Girduc, S)

(4.14)

(4.15)

No checks are made on a section's lateral and local buckling failure

modes.

4.5.3 Design Objectives

This section outlines the design objective alternatives. The capabili-

ties of the DELIGHT.STRUCT software are briefly explained together with

the desirable attributes for the performance of each de~ign objective func-

tion. Particular attention is given to energy based designs. Initial values

of the design parameters are given for the example frame for subsequent

use.

4.5.3.1 Volume of Structural Elements

Utilizing minimum volume as a design objective reflects a typical

design philosophy. Although volume is correlated to material cost, a mod-

est material saving may be of lesser importance than other possible objec-

tive functions when considering the structure's lifetime performance and

cost. Nonetheless, minimum volume is often used as the starting point for

optimization inasmuch as it reflects the minimum initial material cost of

the structure.

The DELIGHT.STRUCT preprocessor allows the designer tc specify

3 .The validity of this assumption is only good when girder gravity load bending moments
are small compared to those caused by the seismic loads. Similarly, the position of
contraflexure in the columns can be moved significantly due to the influence of dynamic
forces and the higher modes[48].
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which frame elements should be included into the design volume calcula-

tion. In the example problem all of the frame elements are included in the

volume calculation4 , with Table[4.14] showing the GOOD and BAD design

objective values.

PARAMETER

Good_Costvol
Bad_Costvol

VALUE

1.800e+4
2.400e+4

DESCRIPl'ION

good volume objective
bad volume objective

Table[4.14] : Volume Design Objective Constraint Parameters

4.5.3.2 Story Drifts

Drift control generally ensures structural integrity and the control of

non-structural damage. Any reasonable control of drift will ensure struc-

tural stability. In some cases, however. partitions and ceilings may be very

vulnerable to distortions. Teal[62] reports that their collapse may kill peo-

pIe directly or block the use of essential life safety services. Hence minim-

izing non-structural damage via control of story drifts may not only be a

necessary economic consideration, but in some instances, essential to

assuring Ufesafety.

DELIGHT.STRUCT handles story drift constraints and design objectives

in ditierent ways. First. the story levels considered for the design objective

evaluation may correspond to, or be a subset of the story levels subject to

constraint. Intermediate design objectives are calculated for each story

level by comparing the mean peak story drift to the GOOD and BAD story

drift design objectives ( see Table[4.15] ).

Overall design objective performance is taken as the mean of the

------- 2
4 The total volume of frame e1ements for the initial design is 21470 in .



PARAMETER

Good_Costdri
Bad_Costdri

VALUE

2.000e-3 [ 0.2% ]
4.000e-3 [ 0.4% ]

DESCRIPTION

good drift objective
bad drift objective
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Table[4.15] : Story Drift Design Objective Parameters

intermediate dissatisfactions calculated for the individual story levels. The

main advantage of this formulation is that the design objectives and cori-

straints are measured with the same units and unsealed numbers. More-

over, because the GOOD and BAD values are specified for both the con-

straints and objectives, the latter can be used to encourage an improve-

m.,mt in the overall frame behavior while the constraints ensure that the

displacements are not excessive at any particular story level.

4.5.3.3 Energy Based Design

Although it is possible to design a structure to resist severe lateral

earthquake loads elastically, economic factors usually dictate that it is

more feasible to design a system having the largest energy dissipation

capacity that is consistent with tolerable deformations[7]. The frame

should survive these motions with reasonable predictability, which. usually

implies that a frame should reach full plastic yielding before the maximum

lateral frame displacements are reached.

The term energy based is given to those design methods that account

for inelasticity by including energy concepts into the design process.

These methods have been around for many years, and typically incorporate

a number of empirical shortcuts based on energy ideas[16.1B,33]. One of

the essential ingredients in this type of formulation is the energy balance

equation; it reduces a conglomerate of complex mechanical information

distributed in both space and time into a time-dependent scalar equation
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of the form:

(4.15)

where Ek = kinetic energy

D = damped energy at the element level

E. = Elastic energy

E;. =lnelastic or dissipated energy

W = total input energy (or work done) by externally applied loads

Energy is fed into the base of the structure throughout the duration

of a ground motion. It is important to know how the energy is distributed

among the terms in the energy ~alance equation, and how each term is

related to the physical characteristics of structural behavior. Input

energy is the scalar product of the base shear force ( plus all external

loads) moving through an incremental displacement at each timestep

integrated over time. This quantity is a function of the structure's proper-

ties, including its mass, damping, and stiffness. With respect to structural

behavior, input energy generally decreases and becomes less sensitive to

ground motion frequency content for structures that have a low yield level.

Structures with high yield values primarily dissipate energy through ele-

ment damping, whereas structures with low yield values dissipate energy

through inelastic cycling. The contribution of the elastic and kinetic

energy terms are usually of secondary importance in the balance equation.

Attention is now focused on structural behavior at the element level.

The spatial and temporal distribution of column interstory displacements.

inelastic deformations and ductility ratios are of concern because these

are known to be extremely sensitive to the details of different ground

motions. In the worst cases excessive lateral displacements may lead to

the development of a soft story mechanism and collapse. Performance of

this type in multi-story, moment resistant frames may be discouraged by



61

ensuring that dependable column strengths exceed the overstrengths of

adjacent beams. This design criterion is called the weak-beam strong-

column proportioning philosophy. and is preferred because plastic hinging

is forced into elements that have a greater capacity for energy dissipation.

A qualitative design objective is needed that seeks a structure which

not only satisfies the constraints. but performs well under severe lateral

loads. As already indicated. the contribution of each term in the energy

balance equation depends on the structure itself. As a general guideline.

however. safely minimizing input energy and maximizing the percentage of

energy dissipated through inelastic internal energy results in good overall

performance because the structure attracts smaller quantities of energy.

and distributes it to as many elements as possible without violating con-

straints. In other words. over the duration of the earthquake we aim to

optimize the criterion:

minimize W

rE. 1
and maximize l~J

(4.16)

A similar description is given by Pall and Marsh[47]. They suggest that

a good design will result if the energy available to cause large deformations

is minimized. This idea is equivalent to extracting kinetic energy from a

body, and the optimal design problem is viewed as minimizing the

difference between the total input energy and the frame dissipated energy.

However, this design objective fails to relate explicitly the energy dissi-

pated by the structure to its capacity for energy dissipation; the latter is

usually cast as a constraint. The problem of optimally allocating a fixed

quantity of resources is another design objective of practical interest. In

the context of seismic design, this can be viewed as determining the
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member proportioning of a structure's elements which maximizes frame

performance reliability for a fixed structure volume (or initial cost). All of

these design objectives are distinct; the important point to note is that the

choice of an appropriate energy function is not unique. and in fact tends

t.o be subjective.

DELIGHT.STRUCT has the capability of assessing frame performance

with three distinct types of energy based design objectives. During the

preprocessor stage the designer designates energy group number attri­

butes for selected frame elements. The basic idea in completing this pro­

cedure is to distinguish the elements of the frame that are capable dissi­

pating large quantities of energy from those that are less capable of dissi­

pating excessive quantities of inelastic energy without adverse conse­

quences to the overall integrity of a structure. This separation of criteria

is achieved by describing the performance of each energy group with two

design objectives. Input energy at the frame base is considered as the

third energy-based design objective. Each of these design objectives is now

explained in more detail.

Design Objective 1 in each energy group is calculated by first dividing

the energy dissipated at each node in the group by the corresponding

element's ability ( taken as the GOOD.constraint value) to dissipate energy.

Then, the mean value of the normalized ratios summed over both t.he

energy group's nodes and all of the ground motion records is computed.

The level of design objective dissatisfaction is obtained directly by substi­

tuting the mean normalized ratio and the [ GOOD,BAD ] preference pairs

into equation (3.4-). From a physical standpoint this design objective gives

an overall measure of the average energy dissipation demand compared to

the energy group's ability to dissipate energy. Notice that the design
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objective is not just the mean dissipated energy since it fails to account for

equitable sharing; large frame elements are capable of dissipating more

energy than smaller frame elements. A high value of design objective 1 is

desirable for groups of frame elements that are capable of dissipating

energy without adverse consequences to overall frame performance since

this indicates that energy dissipation is well shared among frame elements

in the group. Frame performance generally improves as the design objec­

tive approaches unity because each of the frame elements dissipates an

amount of hysteretic energy that becomes increasingly closer to its

dependable capacity. Notice, however, that the objective only measures

the mean value; the variation of energy dissipation at each node is

expected to be well described by the extreme type 1 distribution[49]. By

noting that energy dissipation can only be positive and that this distribu­

tion is positively skewed, this implies that the distribution of energy dissi­

pation will be accompanied by a high coefficient of variation. Conse­

quently, it is unlikely that a mean value of unity would ever be obtained

before causing a constraint violation at one or more of the group's nodes.

This is reflected in the setting of the GOOD values for this design objective (

see Tables [4.16] and [4.17]).

The calculation for second design objective in each energy group

begins by computing the coefficient of variation of the aforementioned nor­

malized energy ratios for each ground motion input. The response quan­

tity used for the frame performance assessment is the maximum value of

the coefficients of variation calculated. Again, the corresponding level of

designer dissatisfaction is computed with equation (3.4). The physical

interpretation of this design objective is less obvious. As an overall meas­

ure, it places a lower bound on the group's effectiveness in always sharing
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the burden of energy dissipation equitably among its nodes. In the ideal

case design objective 2 equals zero; that is, each frame node within a group

always dissipates a constant proportion of energy in relation to its capa­

city to dissipate energy. This implies that the frame response is uncoupled

from the time-dependent details of individual earthquakes. and that the

magnitude of total energy dissipation is only a function of the overall

ground motion intensity. In practice. however, this objective will not be

attained because a structure cannot completely isolate itself from the

details of ground motion. For example. near-field ground motion inputs

are of particular concern to moment-resistant and braced frames because

they frequently contain long duration pulses that feed a lal ge quantity of

energy into the structure in a relatively short period of time[60]. This may

lead to a concentration of energy dissipation at the frame base ( accom­

panied by the formation of a soft story mechanism) due to the inability of

the input energy to distribute itself over the vertical height of the struc­

ture. The total input energy of other record types may be equal, but distri­

buted more uniformly in terms of time. Therefore. the goal of Design

Objective 2 is to encourage a redistribution of frame element strengths

when an undesirable concentration of hysteretically dissipated energy is

detected within an energy group.

Suppose, for example, that the columns of a frame at the ground level

constitute one energy group, with the remaining columns in the frame

defining a second energy group. Conservative performance of the first

energy group is detected by zero energy dissipation at the frame base; ie.

low values of design objective 1 and design objective 2. Good performance

of this energy group occurs when some of the nodes at the frame base dis­

sipate energy; in other words, this corresponds to a low value of design
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objective 1 and a high value of design objective 2. The likely formation of a

soft story collapse mechanism at the first floor of a frame would be

detected with a low value of design objective 2 and a high value of design

objective 1. Because the frame elements in the second energy group are

essentially required to remain· elastic, low values of design objective 1 and

design objective 2 are desirable. Initially it would seem that an incremen-

tal solution strategy is best for problems of this nature. One could begin

by modifying a design to achieve desirable values of design objective 1. If it

becomes apparent that the starting allocation of elements to the energy

groups could be improved, then this should be done as an intermediate

step in the design process. Further improvements might then be

encouraged by emphasizing a redistribution of element sizes which

improves the performance of design objective 2.

Design objective 3 is the mean value of the input energy at the frame

base computed for each of the ground motion inputs. Recall that input

energy at the frame base of an undamped system is the scalar product of

the base shear moving through an incremental displacement at each

timestep integrated over time5 . The primary use for this objective is in the

design of base isolation systems, since lowering the yield level at the frame

base decreases the total input energy. Decreasing the input energy has its

limits, however, because displacements increase as the yield level is

decreased ( up until the frame has a fundamental period of about 0.5

seconds). In these design cases, inelastic deformations are expected to be

confined to the base of the frame, with the remainder of the structure

remaining elastic even for the most severe lateral loads. Thus, the design

criterion constitutes an enhanced design philosophy. which will not be

5 Additional input energy occurs at the frame base if the system has element damping.
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pursued further in this report.

4.5.3.4 Parameter Settings for the Energy Based Design

In the example problem all of the frame elements were allocated to

one of two energy groups. The columns form the first group; as already

noted, conservative performance ( but still satisfactory) for this energy

group occurs when the columns remain completely elastic. Less conserva-

tive performance occurs when a limited quantity of hysteretic energy is

dissipated only at the frame base. Table[4.16] summarizes the design

objective pa"ameters used to encourage this type of behavior. The second

energy group consists of the frame's girders. The coefficients in this group

are set to encourage a high mean energy dissipation throughout the group,

as shown in Table[4.17]. Notice that the GOOD and BAD values for design

objective 2 in both energy groups have been set initially to remove this

objective from affecting the frame performance; this emphasizes an initial

improvement of design objective 1.

PARAMETER

Group 1...,gmean_dis
Group 1_bmean_dis
Groupt...,gvar_dis
Group1_bvar_dis

VALUE

0.00
0.15
3.00
5.00

DESCRIPTION

Group 1 - mean dissipated energy

Group1 - energy variation

Table[4.16] : Design Objective Parameters for Energy Group 1



PARAMETER

Group2Jmean_dis
Group2..J>mean_dis
Group2Jvar_dis
Group2_bvar_dis

VALUE

0.50
0.00
1.00
3.00
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DESCRIPTION

Group2 - mean dissipated energy

Group2 - energy variation

Table[4.17] : Design Objective Parameters for Energy Group 2
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CHAPTER 5

PREIJ:MINARY ANALYSIS

5. Introduction

This Chapter reports on a preliminary analysis for the example frame.

Additional assumptions are stated for the frame simulation and constraint

evaluation. The parameter settings discussed in Chapter 4 are used to evaluate

the frame constraints for two sets of ground motion inputs. A hierarchy of

ranked frame performance attributes is constructed. The Chapter concludes

with a discussion of the overall frame performance.

5.1 Additional Frame Simulation Assumptions

One of the difficult issues characteristic of a probabilistic limit states

design method that uses time-history analyses with the design procedure itself

is "how many design ground motions are needed to estimate the frame perfor­

mance?" Brayton et al.[19] report that the width of the confidence interval for

estimating the reliability of a system using Monte Carlo simulation techniques is

proportion~l to N-Yt• where N =total number of simulations. Hundreds of simu­

lations may be required to obtain reliability estimates of high accuracy. A

trade-otl' situation develops because computational etl'ort is proportional to N;

one must therefore decide upon a level at which the gain in increased accuracy

is balanced by additional computational etl'ort.

In any case, calculating frame performance based on hundreds of time his­

tory analyses is beyond the scope and capabilities of this study. The commen­

tary for the Applied Technology Council[7] suggests that design methods of this

type should use a minimum of 4 design ground motion records. The maximum

number of ground motions that can be considered in this investigation is six,

since this is the number of records in the ground motion library discussed in
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Section 4.3.2. Thus, given these computational bounds, this section presents

frame performance results for two sets of ground motion inputs. The frame

performance is first evaluated using the complete library of ground motions.

Although this option corresponds to an upper bound on the available accuracy (

in this investigation at least ), it also requires the maximum amount of compu-

tation. A second frame performance evaluation is then computed using a sub-

set of 4 ground motion inputs subjectively taken from the library. The second

family of ground motions is shown in Table[5.1].

RECORD

E1

E3

E5

E2

COMP

SOOE

SOOW

N50E

S90W

DESCRIPTION

El Centro Site Imperial Valley Irrigation District.
May 18,1940
El Centro Site Imperial Valley Irrigation District.
Dec 30,1934
El Centro Community Hospital on Keystone Road.
Oct 15,1979
El Centro Site Imperial Valley Irrigation District.
May 18,1940

Table[5.1]: Family of Four Earthquake Records

The frame performance evaluated in this case represents a lower bou~d on

permissible computation, and gives the wider confidence interval for the relia-

bility estimates. A comparison of the two frame performances is made in order

to determine the sensitivity of the mean extreme frame response quantities and

their scatter to the number of ground motion inputs.

With respect to the frame's response, peak story drifts, floor accelerations,

elastic bending moments, and the maximum frame sway constraints are statisti-

cally described by the normal distribution. The scatter in frame response

quantities such as cumulative energy dissipation ( described by ductility),

which are somewhat intrinsic to the frame material, are modeled with the Gum-

bel Extreme Type 1 distribution[32]. The exceedance probability for this
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distribution is given by:

[ -Cl(~-,,)lI-II J
p[~]=l-e (5.1)

where ~ = maximum response measured in terms of the response parameter,

and ex and u are parameters that depend on the sample size. the average of IJ-,

and its standard deviation. For small sample sizes less than 8. ex and IJ- are

approximately given by:

(5.2)

and u =ii - O.5356xu
16

where ii and u
16

are the mean and standard deviation of the sampled response

values.

5.2 Simulation Results

The designer's goal during the initial stages of simulation is to tune. the [

GOOD,BAD ] preference pair settings specified in Chapter 4 until the relative

design objective and frame constraint performances are correctly represented

by a hierarchy of ranked dissatisfactions. This process is expedited if the

designer can interact freely with the design program. Its effi.ciency is also

increased when the designer has a good idea of what constitutes adequate reli-

ability and constraint performance before a particular design process begins.

Code recommendations and technical papers, together with experience, can be

used to this end. Ascertaining GOOD and BAD values for the design objectives is,

however, more difficult because the design objectives tend to be less well

defined, often assuming values which are strongly related to a structure's size

and configuration. For instance. the initial cost of the frame will not be known

until the volume of design elements has been calculated. This requires a simu-
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lation and it provides the designer with an additional item of information.

Achieving the desired goal may, indeed. require several performance evalua-

tions because no absolute scale exists with which to anchor the dissatisfactions.

Moreover, because designer perception is subjective, several conceptual revi-

sions of what constitutes GOOD and BAD performance may occur before a saUs-

factory hierarchy is obtained. Only then can an algorithm be expected to

encourage design modifications that are consistent with the designer's intents.

The results presented in the section have evolved through two or three

previous design appraisals of the type discussed. Parameters modified from

their initial values in Chapter 4 are mentioned where appropriate. Presentation

of the results is divided into the following sections; design objectives, box con-

straints, and limit state constraints.

5.2.1 Design Objectives

Levels of designer dissatisfaction for the example problem's six design

objectives are summarized in Table[5.2].

OBJECT RECORDS DISSAT. llDO STD GDO BDO

1 - 0.7185 21470 0.000 15000 24000

2
4 records 0.000 0.000 0.000 0.000 0.150
6 records 0.000 0.000 0.000 0.000 0.150

4 records 0.000 0.000 0.000 3.000 5.000
3

6 records 0.000 0.000 0.000 3.000 5.000

4
4 records 0.7530 0.1235 0.000 .0.500 0.000
6 records 0.6896 0.1552 0.000 0.500 0.000

5
4 records 0.2565 1.513 0.000 1.000 3.000
6 records 0.2565 1.513 0.000 1.000 3.000

4 records 0.0000 0.1811% 0.0571% 0.2% 0.4%
6

6 records 0.0667 0.2014% 0.0868% 0.2% 0.4%

Table [5.2] : Summary of Design Objective Performance
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Design Objective 1 is the total volume of the frame elements. A moderate

amount of dissatisfaction results from the GOOD and BAD parameter settings 1.

Notice that the GOOD and BAD values for this design goal have been changed.

Design objectives 2 and 3 measure the mean and coefficient of variation of hys­

teretic energy dissipation in the columns (recall that the columns were allo­

cated to energy group 1 ). For both simulations the mean dissipated energy is

zero with a corresponding zero variation in energy dissipation. The columns

remain elastic; this still constitutes GOOD frame performance even though lim-

ited plastic deformations at the frame base are permitted. Design objectives 4

and 5 measure the mean energy dissipatio:l and the coefficient of variation of

hysteretic energy dissipation for the girders ( recall that the girders were allo­

cat.ed to energy group 2 ). After a severe eart.hquake, the elements of this

group are deemed to have performed well when the ratio of energy dissipated

by each element divided by its dependable capacity for energy dissipation

approaches 0.5, Design objective 4 registers a moderate amount of dissatisfac-

tion because the mean hysteretic energy dissipation is only 15% of each frame

node's dependable capacity for inelastic energy dissipation. Relatively high

values for the GOOD and BAD variation parameters have been chosen for design

objective 5. The primary effect of this action is to de-emphasize the importance

of the poor variation of energy dissipation during the initial stages of design.

Finally, design objective 6 measures the mean frame story drift under combined

gravity loads plus moderate earthquake loading. Table[5.2] shows that in both

cases the level of discontent for this design objective is minor.

1 The symbols used are MDO '" mean design objective, STD "'response standard deviation,
HPE '" high exceedance probability, LPE '" low exceedance probability, MFR '" mean frame
response, GFR '" GOOD or dependable frame response, BFR '" BAD frame response, HFR '"
frame response corresponding to the HIGH exceedance probability, LFR '" frame response
corresponding to the LOW exceedance probability, GDO '" good design value for the frame
response, and tinally BDO '" bad design value for the frame response.
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5.2.2 Box Constraints

9 box constraints are enforced to control the range of permissible section

sizes. The boundaries of these constraints are shown in Table [5.3].

CONSTRAINT DISSAT. lIRF STD GFR BFR

HARD_BOX(l) - HARDJ30X(9) 0.000 720 0.000 100 50

HARDJ30X(10) - HARDJ30X(H3) 0.000 720 0.000 2500 3000

Table [5.3] : Upper and Lower Box Constraints

5.2.3 Limit State 1 ; Gravity Loads Alone

This limit statE; is based on the frame's response to dead IO:lds plus the

maximum expected live loading during the lifetime of the structure. In this

study maximum lifetime live load is taken as the unreduced live loading. Only a

single simulation is required to evaluate the frame performance because the

gravity loads are assumed to be deterministic. Consequently, the standard

deviation of the frame responses equals zero; this also ifIlplies that the mean

frame responses are identical to the HIGH and LOW frame responses. The latter

pair is not shown. Table [5.4] indicates that the GOOD and BAD values were set

to remove this constraint from influencing the design. Consequently, the

designer dissatisfaction for the maximum volume constraint is zero.

Constraint No VFR STD HFR LFR GFR BFR

SOFTJNEQ( 1) 21470 0.000 21470 21470 100000 120000

Table [ 5.4] : Statistics of the Maximum Volume Constraint

Table[5.5] shows that the column axial force constraints are all less than their

allowable values. For the purposes of comparison. axial forces for the dead plus

reduced live loading case are shown in brackets. The differences are small,

mainly because of the high live load reduction factor ( see Appendix 2 )
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Constraint No MTR (kip) GFR (kip) BFR (kip)

SOFT-lNEQ(2) 54.00 [51.84] 352.6 423.1
SOFTJNEQ(3) 54.00 [51.84] 352.6 423.1
SOFTJNEQ(4) 36.00 [34.56] 352.6 423.1
SOFT-lNEQ(5) 36.00 [34.56] 352.6 423.1
SOFTJNEQ(6) 18.00 [17.28] 352.6 423.1
SOFT INEQ(7) 18.00 [17.28] 352.6 423.1

Table [5.51: Column axial forces

resulting from the example problem's small tributary floor areas.

Constraint No IIFR (kip-in) GFR (kip-in) BFR (kip-in)

SOFTJNEQ( B) 105.5 2408 3210
SOFTJNEQ( 9) 208.3 2408 3210
SOFTJNEQ(10) 105.5 2408 3210
SOFTJI~EQ(l1) 208.3 2408 3210
SOFTJNEQ(12) 263.2 2408 3210
SOFTJNEQ(13) 208.4 2408 3210
SOFTJNEQ(14) 263.2 2408 3210
SOFTJNEQ(15) 208.4 2408 3210
SOFTJNEQ(16) 285.1 2408 3210
SOFTJNEQ(17) 415.4 2408 3210
SOFTJNEQ(18) 285.1 2408 3210
SOFTJNEQ(19) 415.4 2408 3210

Table [5.6]: Column Bending Moments

Conventional constraint numbers' 8 to 19 measure the column end

moments under gravity loads only. These are summarized in Table[5.6]. The

mean values are all well less than the GOOD response values. Furthermore.

notice that the GOOD and BAD constraint values remain constant over the

height of the structure. This indicates that the column axial loads are low; they

do not exceed 0.15 of the force required to cause yielding in the columns. Con-

ventional constraint numbers 20-25 measure the girder end moments.

The girder midspan deflections under live loading are all much less than

their GOOD values. as summarized in Table [5.8]. Notice that the dissatisfaction

is zero for the constraints in this group; they are unlikely to become active dur-

ing the iterations of optimization.
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Constraint No MFR (kip-in) GFR (kip-in) BFR (kip-in)

SOFT.JNEQ(20) 471.5 1974 2632
SOFT.JNEQ(21) 471.5 1974 2632
SOFT.JNEQ(22) 502.2 1974 2632
SOFT.JNEQ(23) 502.2 1974 2632
SOFT.JNEQ(24) 415.4 1974 2632
SOFT.JNEQ(25) 415.4 1974 2632

Table [5.7] : Girder Bending Moments

Constraint No MFR (in) GFR (in) BFR (in)

SOFT.JNEQ(26) 0.132ge-1 .7506 .8226
SOFT.JNEQ~27) 0.7331e-2 .7506 .8226
SOFT.JNEQ 28) 0.2417e-1 .7506 .8226

Table [5.8] : Maximum Giri~.erMidspan Deftections

5.2.4 Limit State 2 : Gravity Loads + Moderate Earthquake Loading

A frame's response to moderate lateral loads should be essentially elastic

with only a few minor excursions into the inelastic range. The frame's modal

periods of vibration and eigenvectors are shown in Table [5.9].

mode no period (sec) dof/mode 1 2 3

mode 1 0.3437 1 0.3037 1.0000 1.0000
mode 2 0.1022 4 0.7217 0.7633 -0.9127
mode 3 0.0561 7 1.0000 -0.8546 0.3549

Table [5.9] : Frame Eigenvalues and Modal Periods

Table [5.10] summarizes the statistics of response for the constraint which

encourages an elastic frame response by limiting the peak column and girder

end moments. The GOOD and BAD column bending moments are ( 0.85 and 1.1

times the ideal yielding moment) 3411 and 4414 kip -in respectively. Notice

that none of the constraints in this group is active. The c.o.v. generally

decreases with increasing height up the structure. The LOW frame response is

well below the GOOD frame response for all constraints in the group. Similarly,
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the GOOD and BAD girder end moments are 2961 and 3620 kip -in. The statis-

tics of response are summarized in Table[5.11].

Constraint No
4 Records 6 Records

MFR STD HFR LFR :MFR 8m HFR LFR

SOFT_FlNEQ( 1) 1175 329 1452 1597 1287 529 1732 1965
SOFTJINEQ( 2) 718 159 852 922 767 250 978 108B
SOFT_FlNEQ( 3) 1231 382 1553 1721 1326 500 1747 1967
SOFTJINEQ( 4) 743 185 899 9BO 791 243 996 1103
SOFTJINEQ( 5) 893 219 1077 1173 971 342 1258 140B
SOFTJINEQ( 6) 920 238 1120 1225 996 362 1301 1460
SOFTJINEQ( 7) 906 210 1084 1176 970 300 1223 1355
SOFTJINEQ( B) 947 245 1153 1261 1012 333 1292 1439
SOFTJINEQ( 9) 572 98 655 699 614 165 753 826
SOFTjINEQ(10) 918 172 1063 1138 989 249 1229 1355
SOFTjINEQ(ll) 563 86 635 673 600 132 711 769
SOFT FINEQ(12) 920 161 1055 1126 979 237 1178 1283

c.o.v. range = [ 0.15 - 0.31 ] range = [ 0.22 - 0.41 J
average = 0.23 average = 0.31

E 1 range = [ 1.12 - 1.26 ] range = [ 1.1B - 1.34 ]
average = 1.18 average = 1.26

E2 range = [ 1.19 - 1.39 ] range = [ 1.28 - 1.57 ]
average = 1.29 average = 1.40

Table [5.10] : Maximum Column Moments

Constraint No
4 Records 6 Records

MFR STD HFR LFR :MFR 8m HFR LFR

SOFTJINEQ(13) 1589 366 1879 2058 1712 572 2194 2446
SOFTJINEQ(14) 1638 397 1972 2146 1740 530 2186 2419
SOFTjINEQ(15) 1471 327 1746 1890 1594 524 2034 2265
SOFTjINEQ(16) 1492 326 1766 1909 1594 461 19B2 2185
SOFTjINEQ(17) 91B 172 1063 113B 990 285 1229 1355
SOFT FINEQ(18) 920 161 1055 1126 979 237 117B 1283

c.o.v. range = [ 0.17 - 0.24 ] range = [ 0.24 - 0.33 ]
average = 0.21 average = 0.30

E1 range = [ 1.14 - 1.20 ] range = [ 1.20 - 1.28 ]
average = 1.17 average = 1.25

E2 range = [ 1.22 - 1.31 ] range = [ 1.31 - 1.43 ]
average = 1.27 average::: 1.3B

Table [5.11] : Maximum Column Moments

Bounds are also placed on the frame story drifts and peak absolute floor

accelerations in order to control implicitly the extent of non-structural
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damage. Since each floor level has the sa.me height. the GOOD and BAD values

are 0.54in and 0.96in for all constraints. The statistics of response are sum-

marized in Table[5.11].

Constraint No
4 Records 6 Records

MFR STD HFR LFR lIFR STD HFR LFR

SOFT..1'INEQ(19) .2014 .0638 .2551 .2832 .2200 .0909 .2965 .3364
SOFT..1'INEQ(20) .2721 .0856 .3442 .3819 .3015 .1297 .4107 .4677
SOFT FINEQ(21) .1784 .0562 .2257 .2505 .2034 .0921 .2809 .3215

c.o.v. range = [ 0.314 - 0.316 ] range = [ 0.41 - 0.45 ]
average = 0.315 average =0.43

E1 range = [ 1.26 - 1.26 ] range = [ 1.34 - 1.38 ]
average = 1.26 average = 1.36

E2 range = [ 1.40 - 1.40 ] range =[ 1.53 - 1.58 ]
average =1.40 average = 1.55

Table [5.12] : Peak Story Drifts

Constraint No
4 Records 6 Records

MFR STD HFR LFR MFR STD HFR LFR

SOFTJINEQ(22) 101 24 121 132 113 51 156 178
SOFTJINEQ(23) 171 52 214 238 186 73 248 281
SOFT FINEQ(24) 218 71 277 308 250 115 348 398

c.o.v. range = [ 0.24 - 0.33 ] range =[0.39 - 0.46 ]
average = 0.29 average = 0.43

E1 range = [ ~.19 - 1.27 ] range =[ 1.33 - 1.39 ]
average =1.24 average = 1.37

E2 range = [ 1.31- 1.41 ] range =[ 1.51 - 1.59 ]
average =1.37 average = 1.56

Table [5.13] : Peak Absolute Floor Accelerations

Figure[5.1] shows the "floor acceleration" vs "time" for the structure's

three floor levels. The GOOD and BAD constraint values are 270 an 540 in sec-2,

and the statistics of response are displayed in Table [5.13]. It is noted from this

table that the average C.O.v. on peak ground acceleration is 0.326 and 0.494 for

the 4 and 6 ground motion suites. The variation in the peak floor accelerations

is less: one therefore deduces that the structure is partially isolated from the

spikes in peak ground acceleration. The mean peak floor acceleration
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increases with height up the structure. Accordingly. constraints 23 and 24 (

see Appendix 1 ) have non-zero dissatisfaction, while the first floor acceleration

constraint is not active.

5.2.4 Limit State 3 : Gravity Loads + Severe Earthquake Loading

As already mentioned in Chapter 4, currently accepted design criteria per-

mit major structural damage, possibly beyond repair, as the result of gravity

loads plus a severe lateral earthquake loading. The adopted HIGH and LOW

exceedance probabilities are 20% and 10% respectively. Also, the scatter in

peak frame sways is described by the normal distribution. and the Extreme

Type 1 distribution used to describe the variation in the energy based con-

straints.

The GOOD and BAD values of energy dissipation for the column elements

are 30.77 and 47.25 kip -in. The columns remain elastic for all ground motion

inputs ( constraints 29-40). Similarly, the GOOD and BAD energy dissipation

values for the girders are 47.66 and 83.13 kip -in. respectively.

Constraint No
4 Records 6 Records

:M:FR STD HFR LFR :M:fR sm HFR LFR

SOFTJNEQ(41) 14.20 11.28 26.87 36.83 18.90 11.80 32.15 41.94
SOFTJNEQ(42) 17.11 12.28 30.90 41.09 19.17 11.45 32.03 41.52
SOFTJNEQ(43) 1.866 1.934 4.038 5.643 3.371 2.893 6.620 9.021
SOFTJNEQ(44) 2.124 1.443 3.745 4.942 2.935 1.705 4.850 6.265
SOFT.JNEQ(45) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
SOFT INEQ(46) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

C.O.v. range =[0.68 - 1.04 ] range =[0.58 - 0.85 ]
average =0.81 average =0.66

E1 range =[ 1.76 - 2.16 ] range =[ 1.65 - 1.96 ]
average =1.90 average =1.76

E2 range = [ 2.33 - 3.02 ] range =[ 2.13 - 2.67 ]
average =2.59 average =2.32

Table [5.14] : Girder Hysteretic Energy Dissipation
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The statistics of girder hysteretic energy dissipation, for those nodes dissi-

pating non-zero energy are summarized in Table [5.14]. Conventional con-

straints 45 and 46 indicate that the roof girders remain elastic. Because

energy dissipation is only defined for non-negative values, one can deduce that

the distribution of energy dissipation is positively skewed. The mean energy

dissipation responses are enhanced by factors of 2.24 and 2.04 for the 4 and 6

ground motion simulations. Hence it would also appear that the extreme type 1

statistical distribution provides a better description of the variation of energy

dissipation than the normal distribution. In view of this result. setting the

GOOD girder energy dissipation to 0.5 is reasonable.

Record Input Hysteretic Work Done Damped
Name Ener2Y Ener2Y By Loads Ener2Y

El 0.144e+03 0.202e+02 0.31ge+01 0.123e+03
E2 0.174e+03 0.766e+Ol 0.385e+00 0.162e+03
E3 0.261e+03 O.385e+02 O.164e+Ol O.216e+03
E4 0.370e+03 0.774e+02 0.336e+Ol 0.282e+03
E5 0.225e+03 0.748e+02 0.364e+01 0.151e+03
E6 0.20ge+03 O.476e+02 0.336e+01 0.15ge+03

record name El E2 E3 E4 E5 E6
energy group 1 0.0 0.0 0.0 0.0 0.0 0.0
energy group 2 20.2 7.6 38.5 77.4 74.8 47.6

Table [5.15] : Energy Balance for the Initial Design

In addition. Table[5.15] summarizes terms from the energy balance equation2;

included are the total work done by loads, and input energy. along with hys-

teretic dissipated energy. The corresponding time history responses for the

Input Energy. Hysteretic Dissipated Energy. Element Damped Energy, and

Kinetic Energy are shown in Figures[5.2a] to Figure[5.2d], respectively. This set

of figures clearly shows that the rate of element energy dissipation by damping

2 Reference [14] reports on the energy balance equation used in DELIGHT .STRUCT. Input
energy is the work done by the base shear of the frame as it moves through the ground dis­
placement. Hysteretic energy is that dissipated by inelastic deformation of the elements.
The remainder of the dissipated energy is through internal element damping. The "work
done by loads" represents work done by the externally applied loads.
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tends to be constant, whereas hysteretically dissipated energy occurs in short

impulses. From a statistical viewpoint the mean and standard deviation pairs

for the total input energy ( Input Energy + Work Done By Loads) and Hysteretic

energy are [232.6,79.7] and [44.8,28.3] respectively. Among the records the

c.o.v. on the input energy is significantly less than for the dissipated energy.

The majority ( 81% average) of the input energy is dissipated by damping at the

element level. The remaining energy is dissipated via hysteretic deformations.

Hysteretic energy is not, however, directly correlated to input energy since a

threshold on input energy exists for which no hysteretic energy will be dissi-

pated. Moreover, given two ground motion acceleration components recorded

at the same site from a single event, one cannot even say that di~sipated energy

increases with increasing input energy ( for example. see records El and E2 ).

Constraint No
4 Records 6 Records

MFR STD HFR LFR MFR STD HFR LFR

SOFT FINEQ(25) 2.002 .1544 2.132 2.200 2.070 .1694 2.212 2.287

C.o.v. average =0.077 average =0.082
E 1. average =1.06 average =1.06
E2 average =1.09 average =1.10

Table [5.16] : Peak Frame Sway

Table [5.16] summarizes the statistics of peak frame sway displacements.

The GOOD and BAD values of frame sway are set at 5.04 and 6.12 in. The scatter

for this constraint appears to be unusually low.

5.3 Hierarchy of Frame Performance Attributes

The term active is used to describe those frame performance attributes

that have non-zero dissatisfaction. The group of constraints and design objec-

tives having this attribute are of importance because they are the most binding

criteria on a design. They are summarized in Table [5.17].
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Constraint or Dissatisfaction
Objective 4 records 6 records

OBJEC(1) 0.7185 0.7185
OBJEC(4) 0.7530 0.6896
OBJEC(5) 0.2560 0.2564
OBJEC(6) 0.0000 0.0667

SOFTjINEQ(23) 0.0000 0.0363
SOFTjINEQ(24) 0.1262 0.4000

Table[o.17] : Active Frame Performance Attributes

The reader is referred to Appendix 1 for a summary of the purpose of each con-

straint and design objective. If an iteration of optimization leads to large

changes in a design, those constraints which are nearly active at the beginning

of the design process may become so, and are therefore also of interest to the

designer. A second group of non-active constraints is considered. Our criterion

for inclusion is to test whether or not the LOW frame response exceeds 70% of

the GOOD frame response. The constraints and objectives falling into this

second category are shown in Table [5.18].

Constraint or 4 records 6 records
Objective LFR' LFR GFR

SOFTjINEQ(13) 2058 2446 2961
SOFTJINEQ( 14) 2146 2419 2961
SOFTJINEQ(15) 1890 2265 2961
SOFTjINEQ(16) 1909 2185 2961

SOFTJINEQ(20) 0.38 0.47 0.54

SOFTJNEQ(41) 36.8 41.9 47.6
SOFTJNEQ(42) 41.1 41.5 47.6

Table[o.18] : Nearly-Active Frame Performance Attributes

In particular. the capacity of the frame girders for energy dissipation is

excessive. An equivalent level of discontent is also registered for the frame

volume. Table [5.17] indicates that the maximum constraint dissatisfaction

belongs to the gravity loads plus moderate lateral loads limit state. Indeed, the
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sizing of the frame elements in the initial design using the UBC[63] lateral load­

ing was controlled by story drift considerations. not collapse under severe

lateral loads. The columns remain elastic for all 6 ground motion inputs. While

behavior of this type is satisfactory. improved performance for a frame of this

type would be accompanied by limited plastic hinging at the column bases. It is

concluded that the initial design is too conservative.

The gravity loads alone limit state constraints are not active. As indicated

in Table[5.17], the constraint having the maximum dissatisfaction is the peak

absolute roof acceleration under moderate lateral loads. Although none of the

other moderate lateral loads limit state constraints is active, the girder elastic

bending moments under moderate loads are nearly-active. The average value

of the ratio "mean frame response for 6 ground motion inputs" divided by

"mean frame response for 4 ground motion inputs" is 1.08. In addition. the

frame response coefficients of variation range over the intervals [ 0.15 - 0.33 ]

and [ 0.22 - 0.46 ] for the families of 4 and 6 ground motion inputs, respectively.

The average values of the enhancement factors cover the intervals [ 1.17-1.40 ]

and [ 1.25-1.56] for the 4 and 6 recoz;d inputs respectively. Finally. the average

enhancement factors for the energy dissipation constraints are bounded by t.he

intervals [ 1.9-2.59 ] and [ 1.76-2.32 ] for the four and six ground motion input

frame responses. The corresponding coefficients of variation of response are

significantly larger than other response measures and cover the intervals [

0.68, 1.04] and [ 0.58, 0.85]. Table[5.14] shows that the mea.n dissipated energy

for the six ground motions input frame response is 25% higher than when four

records are used.

5.4 Summary

The overall mean and scatter of the frame performance is greater for the 6
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ground motion ensemble than the 4 record input. This is reflected in larger

coefficients of variation and mean frame response values. Nonetheless the

ranking order of constraints and design objectives is the same for both simula­

tions. Of the active constraints. only the roof acceleration constraint registers

a marked variation. The largest level of discontent lies equally with the frame

volume and girder energy dissipation design objectives.

Because the design problem is cast in a minimax format. the Phase I-II-III

Method of Feasible Directions will emphasize a reduction of the most active dis­

satisfactions. Thus 4 ground motions need only be used in the initial stages of

optimization. This option is desirable on two counts. First, the 4 ground motion

input has the larger level of maximum dissatisfaction and therefore will be

more conservative. This option also requires the least calculation. It is noted.

however. that there is no guarantee that 4 ground motions will give the more

conservative design as modifications are made. Consequently, the number of

simulations should be increased to 6 when more accurate reliability estimates

are required for tradeoff analyses among competing performance criteria.
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CHAPTER 6

OPTIlL\L DESIGN PROBLEMS

6. Introduction

This chapter reports on the sensitivity and behavior of the example frame

when each of the design parameter arrangements discussed in Section 4.5.1 is

optimized according to the design criteria specified in Section 4.5.3. The

chapter is divided into three sections.

The purpose of the first section is to test the behavior of the optimal

designs for the individual design criteria of minimum volume, minimum mean

story drifts and maximum dissipated energy. In each case the starting design is

taken as the preliminary design discussed in Chapters 4 and 5. No member pro­

portioning philosophies are assumed a priori. Four ground motion records are

used for the seismic input. Three iterations of optimization are calculated for

each of the nine permutations of the three design objectives and three design

parameter distributions outlined in Chapter 4. This section concludes with a

comparison of the performance and practicality of the different optimal design

results.

The second section begins with an optimization problem that balances the

multiple design attributes of volume, story. drift and maximum dissipated

energy. The mean frame response and the accuracy with which reliability esti­

mates are calculated is improved by increasing the number of ground motion

inputs used for the frame performance evaluation to six. Three iterations of

optimization are calculated. A sample output from an iteration of optimization

is shown in Appendix 3. The design reached at the end of iteration three is

designated as the final design. A comparison of response variability for the ini­

tial and final designs, and the governing limit states for various levels of perfor-
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mance reliability is given in Sections 6.2.3 and 6.2.4-.

The chapter concludes with a summary and assessment of the proposed

design method.

6.1 Single Objective Designs

Minimum volume, minimum story drifts and the maximum dissipated

energy design objectives are tested for each of the design parameter layouts

discussed in Section 4-.5.1.

6.1.1 Minimum Volume Designs

Figures [6.1a],[6.2a] and [6.3a] graph the "frame section inertia" vs "itera­

tion no." for the three design parameter distributions shown in Figure[4-.91 In

each case contours of the lower GOOD and BAD box constraints are also shown.

The corresponding plots of "peak cost function dissatisfaction", "soft constraint

group dissatisfaction". and "hard constraint group dissatisfaction" vs "iteration

no" are graphed in Figures [6.1b], [6.2b] and [6.3b].

The maximum dissatisfaction level for the initial design is associated with

the frame volume design objective. It registers a value of 0.7185, as shown in

Figures[6.1b]. [6.2b] and [6.3b]. Because the optimization problem is cast in a

mini-max format. the initial objective of the Phase I-II-III Method of Feasible

Directions is to recommend design changes which minimize the frame volume.

The only design constraint registering non-zero discontent ( at 0.1256 ) is the

peak absolute roof acceleration.

A significant decrease in frame volume is obtained for all three design

parameter layouts during the first iteration of optimization. The volume

decrease is accompanied by an increase in all of the frame's natural periods

and a reduction in the level of discontent for the peak roof acceleration.
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Further volume reductions during second and third iterations are accompanied

by a slight decrease in the cost dissatisfaction, and a significant increase in the

peak soft dissatisfaction as the dissipated energy constraint at the first floor

level becomes active. Figures [6.1a] and [6.2a] show that during iterations two

and three. the one design parameter and two design parameter layouts ( see

Figure[4.9] ) are bound by this pair of conflicting design attributes. However.

the behavior of the three design parameter problem is significantly different

because it allows an independent increase in the first story member moments of

inertia. At the end of the first iteration the first floor dissipated energy con­

straints are almost active. In fact, this constraint group lies inside the eps­

active bandwidth for iteration two; it is included in the direction vector calcula­

tion together with the active volume design objective. A decrease in the peak

soft constraint value due to an increase in the energy dissipation capacity of

the girders at the first floor level is the main change in frame performance as

one moves along the direction vector from the design at the end of iteration

one. This modification permits further volume reductions at the second and

third floor levels. Minor adjustments to the frame member sizes take place at

iteration three. Figure[6.4] shows that the volume reductions as a percentage

of the initial frame volume are 19%. 18%', and 23% for the one, two. and three

design parameter layouts. respectively.

6.1.2 Minimum Story Drift Designs

The second cost function that is investigated is minimum story drifts. In

Section 4.5.3 the GOOD and BAD mean story drift design objective parameters

were set at 2.000e-3 [ 0.2% ] and 4.000e-3 [ 0.4% ], respectively. Unfortunately

the behavior of the story drifts cost function cannot be tested with this param­

eter setting because it results ( see Section 5.2.1 ) in only a minor level of



87

design dissatisfaction. Hence the initial GOOD and BAD parameters were

artificially adjusted to 0.000e-3 [ 0.0% ] and 2.000e-3 [ 0.2% ] in order to force

the story drifts design objective to have the maximum problem dissatisfaction.

Plots of the "peak cost function dissatisfaction", "soft constraint group dis­

satisfaction", and "hard constraint group dissatisfaction" vs "iteration no" are

graphed in Figures[6.5b], [6.6b] and [6.7b]. They show that the adjusted max­

imum design objective dissatisfaction is 0.9053. The only other constraint

registering a non-zero level of discontent ( at 0.1256 ) is the example frame's

peak absolute roof acceleration. Figures [6.5a],[6.6a] and [6.7a] graph the

"frame section inertia" vs "iteration no" for the three design parameter distri­

butions considered. In each case contours for the upper GOOD and BAD box

constraints are also shown.

A significant increase in the frame member moments of inertia occurs for

aU three design parameter arrangements during the first iteration of optimiza­

tion. The primary result is a stiffer structure that has all of its natural periods

reduced, and an increased response sensitivity to the details of the ground

motion accelerations. A -small increase in the level of discontent for the peak

roof acceleration is the consequence of the latter effect. However, the dissatis­

faction registered for this constraint decreases with further increases in the

frame element sizes during the second and third iterations; elastic frame

responses are recorded for even the most severe ground input. Figures [6.5a]

and [6.6a] show that during iterations two and three, the one and two design

parameter distributions are bound by the GOOD value of the upper box con­

straint ( recall that this constraint is HARD ). Indeed, it is noted that these

design modifications are physically attractive because each iteration is pro­

gressively closer to the global minimum for story drifts; ie, rigid body motion as

the frame member sizes approach infinity. Unfortunately the behavior of the
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three design parameter problem is different. After the first iteration the

member sizes are redistributed in a manner that encourages a softening of the

structure at the first floor level while retaining an increased structural stiffness

in the upper levels. The story drifts design objective converges to a local

minimum where the mean drift over the complete height of the structure is

locally reduced due to increased displacements at the ground floor level. This

behavior isolates the upper floors from the story forces necessary to impart

high displacements~ The additional protection given to the upper floors with

this design is somewhat analogous to the behavior exhibited by base-isolated

structures.

6.1.3 Maximum. Dissipated Energy Designs

Figures [6.8a].[6.11a].[6.13a] and [6.15a] graph the "frame section inertia"

vs "iteration no" for the three design parameter distributions considered. The

corresponding plots of the "peak cost function dissatisfaction", "soft constraint

group dissatisfaction", and "hard constraint group dissatisfaction" vs "iteration

no" are shown in Figures [6.8b], [6.11b], [6.13b], and [6.15b].

The maximum level of dissatisfaction for the initial design is associated

with the "mean dissipated energy" of the frame girders ( ie, group 2 elements ).

It. registers a value of 0.7531. The only constraint registering a non-zero level

of discontent is the peak roof acceleration at 0.1256.

Figure [B.8aJ shows the "section inertias" vs "iteration no" for the one

design parameter problem. and Figure [B.8b] the corresponding levels of dissa­

tisfaction for each of the iterations. One can easily see that the design has

converged to a local design objective minimum because the peak soft constraint

and design objective dissatisfactions do not converge. The local minimum is

also shown in Figure[6.10]. Initially, the frame element sizes are decreased in
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an effort to maximize the mean ratio "energy dissipated by each group 2 node"

divided by the "corresponding node's dependable capacity for energy dissipa-

tion." Improved performance is due to an increase in this ratio. However, with

further member size decreases the frame enters a region in which the gradient

of the dissipated energy with respect to perturbations in the element sizes falls

off faster than the corresponding member's dependable capacity for energy dis-

sipation. The result is a local increase in the level of dissatisfaction. A reduc-

lion in the peak roof acceleration dissatisfaction also occurs with a decrease in

the structure's stiffness.

The problem was rerun with the optimization parameter ( ex ) controlling

the slope of the Armijo step-length test line reduced1 to 0.2. The revised results

are shown in Figures [6.11] and [6.12]. Referring back to Figure [6.10] one can

see that the Armijo step-length algorithm has missed the local minimum and

converged to the global minimum. The primary result is a 26% reduction in the

frame element inertias before the intersection of the cost and girder dissipated

energy constraint is abruptly reached. The sensitivity of the peak dissipated

energy constraint dissatisfaction to perturbations of the tinal design about the

minimax point is clearly shown in Figure[6.10].

The lowest tinal design objective dissatisfaction is obtained for the two

parameter layout. Figures[6.13a] and [6.13b] indicate that the algorithm ini-

tially gives emphasis on reducing the cost function. A 20% reduction in the

girder moments of inertia with a small decrease in the column moments of iner-

tia is the result at iteration one. The dissatisfaction for the peak roof accelera-

tion constraint is lowered to a value just above zero. Further reductions in the

column and girder moments of inertia occurs at iteration two with

1 Reducing the Armijo slope increases the distance from the design vector coordinates to
the intercept of the test line and the contour of peak performance dissatisfaction. The al­
gorithm may now step further before the Armijo step length test fails [45]. Adiagram of this
test may be found in ref[9].
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corresponding improvement in cost dissatisfaction. The first fioor energy dissi-

pation constraints become active during this iteration, and are consequently

included in the direction vector calculation for iteration three. Nonetheless.

because the cost has the greater dissatisfaction, a direction vector is chosen

which emphasizes a reduction in the dissipated energy design objective. while

also allowing for a possible improvement in the most active constraints. The

result is an increase in the column moments of inertia with a continued reduc-

tion in the size of the girder inertias. The corresponding adjustment in the

maximum soft constraint and design objective dissatisfactions is shown in

Figure[6.13b]. It is worth noting that the design objective and soft constraint

contours are allowed to cross because the Armijo stepsize rub only finds an

approximate minimum ( indeed, there is no guarantee that it will even converge

to the closest minimum as demonstrated by the design process just described ).

If a fourth iteration were computed. emphasis would be given to lowering the

dissatisfaction on the dissipated energy constraint. The design corresponding

to the minimax of these confiicting design criteria would then be essentially

determined.

Figures [6.15a] and [6.15b] show that the three parameter problem

displays inferior performance. It converges to a local minimum with a final

design objective dissatisfaction which exceeds the final values of the other two

design parameter layouts.

The "total input energy" and "hysteretic dissipated energy" vs "iteration

no" for each of the four ground motion inputs is graphed in Figures [6.9].

[6.12]. [6.14]. and [6.16]. For some of the ground motion records the total input

energy increases as the design changes. and in others it decreases2. These

2 The individual records have not been labeled in these Figures so as to avoid overcrowd­
ing. Ii this information is required, then the reader can identify the appropriate contours
from Table[o.lo].
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graphs also indicate that, in general. the mean ratio of "frame dissipated

energy" divided by "total input energy" remains approximately constant for

each ground motion. However, the overall level of the input energy can differ

significantly among the ground motions. with levels of input energy being only

slightly less sensitive to variations in the proportioning of the structure's ele­

ments. Moreover, the total input energies for the final one design variable

minimum story drifts design were 31.1,46.7,29.7, and 78 kip-in, respectively.

Because these values are significantly less than for the initial frame ( see

Table[6.16] ), it is suggested that the average input energy locally increases for

structures of increasing period. A corresponding increase in the variation of

input and dissipated energies is similarly observed. Nonetheless, because very

flexible structures are capable of moving through severe ground motion dis­

placements without transferring large shear forces into their lower columns, a

limit to the aforementioned trend must exist before the average input energy

starts to decrease and approach zero for frames of very large fundamental

period.

6.2 Multiple-Objective Design

Multiple objective problems arise in seismic design because an effective

structure balances the attributes of cost, reliability and performance in some

desirable way. The primary purpose of Section 6.1 was to investigate the

optimal behavior of the "example" frame for each of the individual design cri­

teria. It was shown that while the volume and dissipated energy objectives tend

to be consistent in their notion of good performance, these criteria conflict

with the story drifts objective. Also, the performance of an optimal design was

shown to depend on the selection of a design parameter layout. Hence, instead

of computing optimal designs for all the possible combinations and permuta-
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tions of the design objective and parameter layouts, the scope of this section is

reduced to finding a single combined volume. story drifts, and maximum dissi-

pated energy design for the design parameter layout which potentially allows

the best overall improvement in design performance. Section 6.2.1 discusses

the criteria for selecting this layout. The results of the ensuing optimization

problem are presented in Section 6.2.2.

6.2.1 Sensitivity of Design Performance to Design Parameter Layout

Sections 6.1.1 through 6.1.3 were designed to provide insight into the sen-

sitivity of an optimal design to different design objectives and parameter lay-

outs. The purpose of this section is to summarize the observations. and use ~he

acquired information to select the design parameter layout which offers the

best potential for performance improvement in a multi-objective design.

Design Objective
No of Design Parameters

1 2 3 1 2 3

Volume 0.2587 0.2701 0.1756 0.0831 0.0945 0.0000
Story Drifts 0.2211 0.2787 0.5846 0.0000 0.0576 0.3635
Dissipated Energy 0.5665 0.3167 0.6411 0.2498 0.0000 0.3244

Dissatisfaction Sum 1.0463 0.8655 1.4013 0.3329 0.1521 0.6879

Table[6.1] : Summary of Design Objective Dissatisfactions

Table [6.1] summarizes the tinal design dissatisfactions for the nine prob-

lems considered in Section 6.1. The results are assessed from two points of

view. First. the left-hand block of Table [6.1] shows the tinal design objective

dissatisfactions for each of the parameter layouts. The lowest average perfor-

mance dissatisfaction summed over three cost functions occurs for the two

parameter problem. However, because the average contribution of each row of

the design objective dissatisfactions to the individual column sums may not be

equal, overall frame performance is also viewed from the perspective of measur-
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ing each cost function's dissatisfaction relative to the minimum among the

three parameter layouts. These values are shown on the right-hand side of

Table [6.1]. The right-hand side of Table [6.1] also shows that the final dissatis­

factions for the volume. story drifts. and maximum dissipated energy design

objectives are increasingly sensitive to the selection of design parameter lay­

out. Thus, it is suggested that the success or failure of an energy based optimal

design process ( in particular) strongly depends on the spatial arrangement of

the design parameters in relation to the beam and column design objective

groups ( see Section 4.5.3.3). Only the two parameter layout allows an indepen­

dent adjustment of the design objective groups. Since it also has the lowest

sum of relative dissatisfactions. the two parameter layout is selected for the

multi-objective design. The poor performance of the single design parameter

energy design is due to the design parameter layout over-constraining the

design objectives. Additional difficulties are also caused by a non-convex design

objective ( see Figure[6.10]). Coupling of the energy groups and convergence

to a local minimum in the three parameter layout leads to a poor level of design

performance. Because the volume design objective includes all of the frame

elements. any arrangement of design parameters always constitutes a subset of

the total frame topology. This design objective also has the advantage of not

depending on the dynamic response of the frame. Hence, it performs relatively

well no matter what design parameter arrangement is chosen. By comparison.

predicting the optimal performance of the story drifts design objective for per­

turbations in the different frame element groupings is often difficult because

this design goal's behavior tends to be problem-dependent. Further difficulties

may also arise if the design goal is non-convex.
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6.2.2 A Combined Volume. Story Drifts and Energy Based Design

Figure [6.17] graphs the "frame section inertia" vs "iteration no" for the

beam and column parameters. Plots of the "cost function dissatisfaction" for

each objective. "peak soft constraint group dissatisfaction". and "hard con-

straint group dissatisfaction" vs "iteration no" are graphed in Figure [6.18].

The maximum level of dissatisfaction for the initial design ( at 0.7185 ) is

associated with the frame volume design objective. The "mean dissipated

energy" of the frame girders ( ie group 2 elements) registers a slightly smaller

value of 0.6896. This is followed by the group 2 energy variation at 0.2561, and

finally the story drifts design objective at 0.0069. The only constraint with a

non-zero level of dissatisfaction is the peak roof acceleration at 0.1256.

Description Response Dissatisfaction (p) dp/d.xl dp/d.x2

Frame volume design objective 0.7185 2.1367 1.1.537
Group 2 energy obj (mean) 0.6896 -0.0078 0.7383
Group 2 energy obj ( variation) 0.2561 6.3737 29.7295
3rd tloor absolute tloor acceleration 0.4000 3.0629 1.7158

Table [6.2] : Eps-active Design Objectives and Constraints

Table [6.2] summarizes the response dissatisfactions and the jacobian

matrix of frame performance derivatives with respect to the design parameters

xl and x2 for the eps-active constraints and design objectives at the beginning

of iteration one. This information is presented with the purpose of providing

insight into how the interaction among performance attributes affects the

choice of a direction vector during an iteration of optimization. The frame

volume derivatives indicate that an increase in the designer dissatisfaction

occurs with enlargements in both of the design parameters, and that 65% of the

frame volume is located in the columns3. Element(2.1) in the jacobian matrix

S The proportion of the frame volume controlled by design parameter 1 is 2.1367 divided
by (2.1367 + 1.1637 ).
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indicates that an increase in the column moments of inertia decreases the level

of dissatisfaction for the mean group 2 energy objective. Increasing the column

sizes in the example frame results in higher lateral forces and increased level

of hysteretic energy dissipation. The mean energy group 2 design objective is

understandably more sensitive to perturbations in the beams than the columns.

In a similar way, enlargement of the beam sizes increases the design objective's

dissatisfaction due to an enhanced dependable capacity for energy dissipation.

The third row in the jacobian matrix describes the changing dissatisfaction of

the grC'up 2 energy variation objectives with respect to perturbations in the

design parameters. Recall that this objective's purpose is to quantify how

effectively energy dissipation is shared among the nodes in an energy group.

These derivatives indicate that a decrease in both the column and girder

moments of inertia will improve the sharing of energy dissipation in the girders.

Row four of the jacobian matrix shows that discontent with the peak roof

acceleration constraint increases locally with increasing structural stiffness; it

is more sensitive to perturbations in the column sizes than the beam moments

of inertia.

Figure [6.17] shows that a small increase in the column moments of inertia

and a significant decrease in the girder moments of inertia are the primary

results of iteration one. Reductions in the levels of dissatisfaction for both the

volume and energy group 2 design objectives are shown in Figure [6.18]. A

small decrease in design objective 5 occurs with the reduction of the girder

moments of inertia. This indicates that a slightly increased percentage of the

hysteretic energy dissipation occurs in the frame's upper two floors. In addi­

tion, a minor increase in the story drifts design objective dissatisfaction accom­

panies a reduction of the frame stiffness. With respect to the constraints, this

design modification decreases the level of discontent for the peak roof
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acceleration constraint from 0.4 to 0.325. A minor level of dissatisfaction for

the first fioor dissipated energy constraint also occurs at iteration one.

A moderate decrease in the frame volume dissatisfaction and a significant

improvement in the group 2 energy objective occurs with further reductions of

the beam and column moments of inertia at iteration two. The design

modification is accompanied by a substantial increase in the story drifts design

objective. A reduction in the dissatisfaction level for design objective 5 occurs

with the reduction in the girder moments of inertia. This improvement is pri-

madly due to hysteretic energy dissipat;rm now occurring at all three floor lev-

els. Design objective 2 indicates that a small amount of energy is now dissi-

pated at the column bases. Constraint dissatisfaction is recorded for the girder

end moments under moderate lateral loads, story drifts at the second story

level, and floor accelerations at the second and third floor levels. The minor

level of dissatisfaction for the first floor energy dissipation constraints

increases from 0.009 and 0.000 at iteration one, to 0.581 and 0.565 at iteration

two. Figure [6.18] shows that this constraint group causes the largest level of

dissatisfaction. Finally, moderate levels of dissatisfaction also occur for the

second floor energy dissipation constraints.

Description Response Dissatisfaction (p) dp/dxl dp/dx2

Frame volume design objective 0.523 2.1362 1.5710
1st floor energy dissipation constraint 0.581 -4.3078 -15.9302
1st floor energy dissipation constraint 0.565 -3.5259 -11.0553
1st floor girder bending moment constraint 0.332 -5.4302 -32.2927
2nd floor girder bending moment constraint 0.335 -5.0049 -34.5610
3rd floor absolute floor acceleration 0.437 -2.1888 -12.0608

Table [6.3] : Eps-active Design Objectives and Constraints

The purpose of Table [6.3] is to summarize the performance dissatisfaction

and jacobian matrix of frame performance derivatives with respect to the

design parameters xl and x2 for the eps-active constraints and design
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objectives at the beginning of iteration three. The description column indicates

that the volume design objective and constraints from both the severe and

moderate lateral loads limit states fall into the eps-active bandwidth. Moreover.

the signs of the performance derivatives indicate that the most active con­

straints and design objectives controlling the design are conflicting in nature.

While an increase in the frame element sizes leads to improvement in the con­

straint preformances, reduction of the frame element sizes decreases the

volume design objective dissatisfaction. However. the relative magnitudes of

the gradients suggest that enhanced preformance is most easily achieved by

increasing the girder inertias. Improvement in the constraint!" might also be

obtained to a lesser extent by increasing the column moments of inertia.

A redistribution of the frame element sizes due to an increase in the girder

moments of inertia and a decrease the column moments of inertia is the main

result at iteration three ( see Figure[6.17] ). Enlargement of the girders is

accompanied by an increase in the dissatisfaction for the mean group 2 energy

dissipation design objective. In addition. less significant improvements in the

dissatisfactions for the design volume objective and the first floor energy dissi­

pation constraint occur during this design iterate. Dissatisfactions for the

three active limit state 2 constraints ( rows 4 to 6 in the jacobian matrix) are

also reduced. Figure [6.18] shows that intersection of the frame volume design

objective, the mean group 2 energy dissipation objective and the first floor

energy constraint dissatisfactions at iteration 3 corresponds to the solution of

the minimax problem. It is called the fina.l design.

The final design has a girder moment of inertia that is 65% of the column

moment of inertia. The corresponding plastic moment capacities of the

columns and girders are 3758 kip -in and 2311 kip -in, respectively. The total

element volume of the final design is 19110ins. This is an 11% reduction of the
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starting frame volume of 21470in
s
.

6.2.3 A Comparison of Initial and Final Design Responses

Figure [6.18] shows that the final design ( the result at iteration 3 ) has a

lower peak dissatisfaction than the initial design ( at iteration 0). It could be

regarded as being a better design for this reason. However. a need exists to

know precisely why it is better. A number of possibilities exist; better perfor­

mance could be due to a lower overall mean frame response. decreased varia­

tion in the response parameters binding the design, changes in GOOD and BAD

parameter values as the design is altered, or a combination of the aforemen­

tioned factors. The purpose of this section is to identify the contribution made

by each of these options towards the overall design improvement.

6.2.3.1 Design Objectives

This section begins by recalling that dis~atisfaction for the design objec­

tives is only based on mean frame response and designer specified GOOD and

BAD frame performance values. The GOOD and BAD design objective values are

constants; they are not a furiction of an independent parameter such as a

frame element size. In addition. variations in the frame response are not

included in the calculations for the design objective dissatisfaction.

A summary of the design objective dissatisfactions for the initial and final

designs is given in Table[6.4]. Design objective 1 is the total volume of the

frame elements. This objective's GOOD and BAD parameter settings remain con­

stant. The improved performance is due to a reduction in the frame volume;

this reduces the frame's initial cost. Design goals 2 and 3 measure the mean

and variation of energy dissipated for energy group 1. The columns remain

elastic for the initial design, but dissipate a small quantity of energy in the final
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OBJECTIVE DESIGN Dissatisfaction llDO GDO BDO

OBJEC(l)
Initial 0.7185 21470 15000 24000
Final 0.4566 19110 15000 24000

OBJEC(2)
Initial 0.0000 0.0000 0.000 0.150
Final 0.0107 0.0107 0.000 0.150

OBJEC(3)
Initial 0.0000 0.0000 3.000 5.000
Final 0.0000 0.0000 3.000 5.000

OBJEC(4)
Initial 0.6896 0.1552 0.500 0.000
Final 0.4749 0.2626 0.500 0.000

OBJEC(5)
Initial 0.2565 1.513 1.000 3.000
Final 0.1921 1.384 1.000 3.000

OBJEC(6)
Initial 0.0667 0.201% 0.2% 0.4%
Final 0.1630 0.233% 0.2% 0.4%

Table [6.4] : Comparison of Design Objective Performances

design. In this respect, as the initial design was conservative, design objectives

behave more like constraints than design objectives: the reasons for this are

explained in Section 4.5.3.3. Accordingly, a minor level. of dissatisfaction is

noted. Objectives 4 and 5 measure the mean energy dissipation and the varia-

tion of energy dissipation for the frame's energy group 2 elements. Improve-

ment in the dissatisfaction level for design objective 4 is due to both a 50%

increase in the mean hysteretic dissipated energy ( see Section 6.2.3.4 ), and a

reduction in the beam's dependable capacity for energy dissipation. Relatively

high values for the GOOD and BAD variation parameters were initially chosen in

order to de-emphasize the importance of design objective 5. Nonetheless, a

small quantity of dissatisfaction occurs for both the initial and final designs. As

already mentioned, improved performance of the final design is due to energy

dissipation being distributed to all three floor levels, whereas hysteretic energy

dissipation for the initial design was primarily confined to the first floor, with a

small quantity at the second floor level. Finally, objective 6 measures the mean

frame story drift under combined gravity loads pIllS moderate earthquake load-
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ing. A small increase in the level of discontent for this design objective is due

to a more flexible tinal design. This modification is permissible because the

magnitude of this design objective's dissatisfaction is less than levels of dissa­

tisfaction for the frame performance attributes controlling the design.

8.2.3.2 Box Constraints

The box constraints are not active for the initial or final designs.

8.2.3.3 Limit State 1: Gravity Loads Alone

As explained in Section 5.2.3 the standard deviation of the frame responses

is assumed to equal zero for all frame response quantities in this limit state.

Designer dissatisfaction for the maximum volume constraint is zero because the

GOOD and BAD values were set to remove this constrai.nt from influencing the

design. Table [6.5] summarizes the column axial force constraints. Since the

axial forces are independent of the member sizes, only modifications in the

GOOD and BAD constraint values change the constraint's performance. Conven­

tional constraint numbers B to 19 measure the column end moments under

gravity loads alone; these are summarized in Table[6.6]. Notice that the GOOD

and BAD constraint values remain constant over the height of the structure for

both the initial and final designs. This indicates that the column axial loads are

low; they do not exceed 0.15 of the force required to cause yielding in the

columns of either the final or initial designs. In addition, the change in the

GOOD and BAD values is much larger than changes in the moments between the

initial and final designs. Conventional constraint numbers 20 to 25 ( see the

optimization problem description in Appendix 1 ) measure the girder end

moments, and are shown in Table [6.7]. Once again, changes in the GOOD and

BAD constraint values are larger than the differences between the initial and
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final design girder bending moments. The girder midspan deflections under live

loading are indicated in Table[6.8]. Even though the mean deflection increases

slightly for decreased girder moment of inertia. neither the final nor initial

design constraints is close to becoming active.

Hence. for the gravity loads alone limit state, alterations in the frame per­

formance attributes are due more to modifications in the GOOD and BAD con­

straint values than changes in the frame response quantities.

6.2.3.4 Limit State 2 : Gravity Loads + Moderate Earthquake Loading

The frame's modal periods of vibration and eigenvectors are summarized in

Table[6.9]. The initial frame's fundamental period increases from 0.343 seconds

to 0.405 seconds for the final design. It is now recalled that a frame's response

to moderate lateral loads should be essentially elastic with only a few minor

excursions into the inelastic range. An elastic frame response is enforced by

limiting the peak column and girder end moments. Table [6.10] summarizes the

statistics of response for the peak column bending moments. This table shows

that none of the constraints in this group is active, and that the c.o.v. gen­

erally decreases with increasing distance from the ground. Moreover. the

response variation is slightly higher for the final design than for the initial

design. A negligible difference in statistical response of the initial and final

design's peak girder bending moments is shown in Table[6.1l]. Rather, the

main changes in constraint performance are due to modifications in the GOOD

and BAD constraint values. The statistics of peak story drifts for the initial and

tinal designs are summarized in Table[6.12]. This table shows that the final

design has mean response and standard deviation values which are slightly

larger than those for the initial design. Similarly, the statistics of peak abso­

lute fioor acceleration are shown in Table[6.13]. It is first noted that the aver-
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age coefficients of variation for the floor acceleration are only a little less than

the for the peak ground acceleration ( 0.494 : see Section 4.3.2 ). Mean

response values and standard deviations increase with increasing distance from

the ground. However, because the mean response values increase at a faster

rate then the standard deviations, the coefficients of variation of this response

.quantity decrease with increasing height of the structure.

6.2.3.4 Limit State 3 : Gravity Loads + Severe Earthquake Loading

Table[6.14] indicates that the initial design's columns remain elastic for all

6 ground motion inputs. A small quantity of energy is dissipated in the columns

of the flnal design. The statistics of hysteretic girder energy dissipation are

summarized in Table[6.15]. Notice that the GOOD and BAD dissipated energy

values are functions of the member size. Conventional constraints 45 and 46

indicate that while the roof girders remain elastic for the initial design. the

final design dissipates a small quantity of hysteretic energy at the third floor

level.

Ter~s from the energy balance equation of the global frame response are

summarized in Table[5.15] for the initial design, and Table[6.16] for the final

design. Similarly, Figures[5.2a] to [5.2d] graph the initial design input energy,

total frame hysteretic dissipated energy, total element damped energy, and

kinetic energy vs time for each of the records El - E6. The corresponding

response quantities for the final design are shown in Figures[6.21a] to [6.21d].

The initial design has mean and standard deviation pairs for the input energy

and hysteretic energy of [232.6,79.7] and [44.6.26.3] respectively. Similarly. the

mean and standard deviation of total input energy and hysteretic energy for

the final design is [ 240.5, 127.2] and [ 63.9, 67.2], respectively. The important

points to note from these statistics are: (a) the c.o.v. for the input energy is
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significantly less than for the hysteretic dissipated energy, and (b) the mean

frame dissipated energy increases from 44.8 kip -in to 63.9 kip -in as the

design is modified from the initial to final states. An increase in the uncer­

tainty with which the response may be predicted is also captured by an

enlargement of the C.O.v. for total frame dissipated energy from 0.632 to 1.05,

and a corresponding increase in the average energy dissipation enhancement

factors from 2.04 and 2.51. A slight increase from 19.2% to 26% in the ratio

"total frame dissipated energy" divided by "total input energy" is also noted.

One therefore concludes that the increased dissatisfaction of the girder

hysteretic energy constraint for the final design is due to a complex interaction

of (a) a 50% increase in the mean dissipated energy (b) enhanced scatter in the

statistical distribution of hysteretic energy dissipation and (c) decreased GOOD

and BAD constraint values.

Figure [6.19] graphs the "total input energy" and "hysteretic dissipated

energy" vs "iteration no" for each of 6 ground motions. It shows that in some

instances an increase in the energy terms due to a particular ground motion

input will occur with a design modification, yet reductions in the same e).'lergy

terms will occur with other ground motion record inputs. The record E2 has

the largest change. An examination of Table[6.16] shows that E2 is the only

record to cause energy dissipation at the column bases. This suggests that

input energy and hysteretically dissipated energy are sensitive to the spatial

distribution of energy in the frame. In particular, the formalion of column base

hinges results in a significant increase in the structure's average resistance to

movement through ground motion displacements. By comparing the responses

shown in Figures(5.2a-b) and (6.21b-c), one can see that a significant increase

in both the hysteretic energy dissipation and the input energy at the frame

base occurs near the 10 second interval of the final design's response, whereas
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it is absent from the response of the initial design.

It is concluded that the use of multiple ground motion inputs in an energy

based design method of this type is essential because of our imperfect under­

standing of why the contribution made by the terms in the energy balance

equation vary so significantly among members of a family of records, and with

modifications in the proportioning of a frame's elements.

The frame sway constraint statistics shown in Table[6.17] indicate that a

significant increase in the mean and standard deviation of the peak frame

lateral displacements accompanies the modification of the initial design to the

final design. For instance. the peak frame sway c.o.v. increases from 0.082 to

0.224. The latter value is significant because the C.O.v. for the peak accelera­

tions ( see Section 4.3.2 ) of the severe ground motions was only 0.122. It is

suggested that enlargements in both the mean response and the standard devi­

ation is caused by increased levels of inelastic deformation in the girders and

the formation of column hinges at the frame base of the final design.

6.2.3 Sensitivity of Dissatisfactions to Limit State Reliability

In Section 4.5.2.3 the difficulties in choosing an appropriate level of relia­

bility for each constraint and limit state were discussed. It was decided that

since this was the first implementation of a design method of this type, con­

stant values would be assumed for all constraints and limit states. and emphasis

placed on demonstrating the design method. The purpose of this section is to

briefiy re-examine some of this assumption's consequences.

Figures[6.20a] and [6.20b] plot the initial and final design peak limit state

dissatisfactions as a function of constraint reliability when the LOW exceedance

probability is half the HIGH exceedance probability. Contours of the dissatis­

faction for the design objectives are also shown. The gravity loads plus
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moderate lateral loads limit state has the maximum dissatisfaction level for

high values of allowable exceedance probability. and appears to be less sensi­

tive to the level of frame reliability than the severe lateral loads limit state. By

comparison. the peak dissatisfaction for the severe lateral loads limit state is

more sensitive to the adopted level of reliability. and causes the maximum level

of design dissatisfaction for small exceedance probabilities. Both of these

observations occur because the variation in the statistical distributions of

frame response for this limit state are higher than for either the gravity loads

alone or the gravity loads plus moderate lateral loads limit state. Moreover.

because the levels of dissatisfaction increase with decreasing exceedance pro­

bability. the proposed method suggests that a more conservative design can be

obtained without adjustment of the ground motion loads. All that is required is

a reduction of the acceptable levels of constraint failure probability.

6.3 A Summary and Assessment of the Optimal Design Problems

The limited number of examples given in this chapter clearly indicate that

the proposed methodology does not lend itself to a "hands-off" approach to

design. Rather. it demands a level of designer understanding and attention to

detail that includes (a) how different parts of the structure are expected to

behave under each of the limit state loading conditions, (b) how mathematical

expressions can be written to impart these intents to a non-linear programming

problem. and (c) what modifications to a frame's elements are necessary to

maximize improvement in design performance. For the example problem.

improvement in the minimum volume and maximum dissipated design objectives

occurred with a reduction in the element sizes. By contrast. improvement in

the story drifts objective occurred with an increase in the element sizes. This

result indicates that simultaneous improvement in all of the objectives results
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in design modifications that are confiicting in nature. A number of impractical

designs were obtained with some of the problems cast with single design goals.

It has also been demonstrated that inferior optimal performance may occur for

design problems that are over-constrained by the design parameters, or spa­

tially mis-constrained. Nonetheless, the design improvements encouraged by

the Phase I-II-III Method of Feasible Directions algorithm for the simple 2

parameter multiple objective problem ( see Section 6.2 ) resulted in a practical

weak-beam strong-column design. Although this proportioning philosophy is

well known, its benefits are not always appreciated by designers.

Another inherent feature of the ~esign method demonstrated by these

examples is its ability to increase the designer dissatisfaction for response vari­

ations of increasing magnitude. This means that a designer specified level of

constraint reliability is assured because the method automatically adjusts the

mean frame response enhancement factors to the changing conditions of struc­

tural performance as a design is modified over several iterations of optimiza­

tion. The results indicate that the uncertainty in predicting the elastic frame

response of the final frame is slightly more than ror the initial frame. Under

severe lateral loads the 50% increase in hysteretic energy dissipation during

the design iterates is accompanied by a significant increase in the variability of

the energy disspation response quantities. Hence. it is concluded that the final

design is better than the initial design not because the response can be

predicted with more accuracy. but because its initial cost is lower, and because

the initial design was too conservative.
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Constraint No
Initial Design Final Desie:n

"MFR STD GFR BFR "MFR STD GFR BFR

SOFT.JNEQ( 2) 54.0 0.0 352.6 423.1 54.0 0.0 331.4 397.7
SOFT.JNEQ( 3) 54.0 0.0 352.6 423.1 54.0 0.0 331.4 397.7
SOFT.JNEQ( 4) 36.0 0.0 352.6 423.1 36.0 0.0 331.4 397.7
SOFT.JNEQ( 5) 36.0 0.0 352.6 423.1 36.0 0.0 331.4 397.7
SOFT.JNEQ( 6) 18.0 0.0 352.6 423.1 18.0 0.0 331.4 397.7
SOFT.JNEQ( 7) 18.0 0.0 352.6 423.1 18.0 0.0 331.4 397.7

Table [6.5] ; Column. Axial Force Constraints

Constraint No
Initial Design Final DesiJ!n

"MFR STD GFR BFR "MFR STD GFR BFR

SOFT-lNEQ( 8) 105.5 0.0 2408 3210 111.4 0.0 2256 3008
SOFT.JNEQ( 9) 208.3 0.0 2408 3210 219.6 0.0 2256 3008

SOFT.JNEQ(10) 105.5 0.0 2408 3210 111.4 0.0 2256 3008
SOFT...1NEQ(l1) 208.3 0.0 2408 3210 219.6 0.0 2256 3008
SOFT...1NEQ(12) 263.2 0.0 2408 3210 272.9 0.0 2256 3008
SOFT...1NEQ(13) 208.4 0.0 2408 3210 219.2 0.0 2256 3008
SOFT-lNEQ(14) 263.2 0.0 2408 3210 272.9 0.0 2256 3008
SOFT...1NEQ(15) 208.4- 0.0 2408 3210 219.2 0.0 2256 3008
SOFT-lNEQ(16) 285.1 0.0 2408 3210 296.8 0.0 2256 3008
SOFT...1NEQ(17) 415.4 0.0 2408 3210 449.1 0.0 2256 3008
SOFT...1NEQ(1B) 285.1 0.0 2408 3210 296.8 0.0 2256 3008
SOFT...1NEQ(19) 415.4 0.0 2408 3210 449.1 0.0 2256 3008

Table [6.6] : Column. Bending "Moment Constraints

Constraint No
Initial Design Final Design

IIFR STD GFR BFR lIFR STD GFR BFR

SOFT...1NEQ(20) 471.5 0.0 1974 2632 492.5 0.0 1386 1849
SOFT-lNEQ(21) 471.5 0.0 1974 2632 492.5 0.0 1386 1849
SOFT...1NEQ(22) 502.2 0.0 1974 2632 516.0 0.0 1386 1849
SOFT...1NEQ(23) 502.2 0.0 1974 2632 516.0 0.0 1386 1849
SOFT...1NEQ(24) 415.4 0.0 1974 2632 449.1 0.0 1386 1849
SOFT...1NEQ(25) 415.4 0.0 1974 2632 449.1 0.0 1386 1849

Table [6.7] ; Girder Bending Moment Constraints
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Constraint No Initial DesiJ!:n Final DesiJ!:n
JlFR STD GFR BFR JlFR STD GFR BFR

SOFT.JNEQ(26) 0.0133 0.0 .750.6 .8226 0.0150 0.0 .7506 .8226
SOFT.JNEQ(27) 0.0073 0.0 .7506 .8226 0.0075 0.0 .7506 .8226
SOFT.JNEQ(28) 0.0242 0.0 .7506 .8226 0.0287 0.0 .7506 .8226

Table [6.8] : Maximum Girder Midspan Detlection Constraints

Period Initial Design Final Design

mode 1 0.3437 sec 0.4015 sec
mode 2 0.1022 sec 0.1142 sec
mode 3 0.0561 sec 0.0592 sec

Eigenvectors Initial Design Final Design

dof/mode 1 2 3 1 2 3
1 0.3037 1.0000 1.0000 0.2805 1.0000 1.0000
4 0.7217 0.7633 -0.9127 0.6998 0.8328 -0.8645
7 1.0000 -0.8546 0.3549 1.0000 -0.8633 0.3244

Table [6.9] : Frame Eigenvalues and Modal Periods
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Constraint No
Initial Design Final Design

MFR STD HFR LFR JlFR STD HFR LFR

SOFTJINEQ( 1) 1287 529 1732 1965 1201 550 1664 1904
SOFTJINEQ( 2) 767 250 978 1088 602 202 772 861
SOFTJINEQ( 3) 1326 500 1747 1967 1203 432 1568 1758
SOFTJINEQ( 4) 791 243 996 1103 606 148 731 796
SOFTJINEQ( 5) 971 342 1258 1408 868 315 1133 1271
SOFTJINEQ( 6) 996 362 1301 1460 855 324 1128 1270
SOFTJINEQ( 7) 970 300 1223 1355 854 255 1069 1182
SOFTJINEQ( 8) 1012 333 1292 1439 854 259 1073 1187
SOFTJINEQ( 9) 614 165 753 826 566 141 686 748

SOFTJINEQ( 10) 989 249 1229 1355 965 277 1199 1321
SOFTJINEQ( 11) 600 132 711 769 566 140 684 746
SOFT FINEQ(12) 979 237 1178 1283 965 247 1173 1282

GFR =3411 BFR =4414 GFR =3196 BFR = 4136

C.O.v. range =[ 0.22 - 0.41 ] range = [ 0.25 - 0.46 ]
average = 0.31 average = 0.31

E 1 range =[1.18 - 1.34 ] range =[ 1.21 - 1.39 ]
average =1.26 average = 1.27

E2 range =[ 1.28 - 1.57 ] range = [1.31 - 1.59 ]
average =1.40 average = 1.40

Table [6.10] : Maximum Column Bending Moment Constraints

Constraint No
Initial Design Final Design

llFR STD HFR LFR llFR STD HFR LFR

SOFTJINEQ(13) 1712 572 2194 2446 1416 477 1818 2027
SOFTJINEQ(14) 1740 530 2186 2419 1416 382 1738 1907
SOFTJINEQ(15) 1594 524 2034 2265 1381 464 1772 1976
SOFTJINEQ(16) 1594 461 1982 2185 1377 388 1704 1875
SOFTJINEQ(17) 990 285 1229 1355 965 277 1199 1321
SOFT FINEQ(18) 979 237 1178 1283 965 247 1173 1282

GDO =2961 BDO =3620 GDO =2080 BDO =2542

C.O.v. range =[ 0.24 - 0.33 ] range =[ 0.26 - 0.34 ]
average =0.30 average =0.30

E1 range =[ 1.20 - 1.28 ] range =[ 1.22 - 1.28 ]
averag e =1.25 average =1.25

E2 range =[ 1.31 - 1.43 ] range =[ 1.33 - 1.43 ]
average =1.38 average =1.38

Table [6.11]: Maximum Girder Bending Moment Constraints
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Constraint No
Initial Desten Final Design

HFR sm HFR LFR HFR STD HFR LFR

SOFTJINEQ(19} .2200 .0909 .2965 .3364 .2350 .1034 .3221 .3676
SOFTJINEQ(20) .3015 .1297 .4107 I .4677 .3464 .1572 .4787 .5479
SOFT FINEQ(21} .2034 .0921 .2809 .3215 .2559 .1206 .3574 .4105

GDO =0.54 BDO =0.96 CDO =0.54 BDO =0.96
c.o.v. range =[0.41 - 0.45 ] range =[0.44 - 0.47 ]

average =0.43 average = 0.46
E1 range = [ 1.34 - 1.38 ] range =[ 1.37 - 1.40 ]

average =1.36 average =1.38
E2 range = [ 1.53 - 1.58 ] range = [ 1.56 - 1.60 ]

average =1.55 average =1.58

Table [6.12] : Statistics of Peak Story Drifts

Constraint No
Initial Desten Final Design

IlFR STD HFR LFR IlFR sm HFR LFR

SOFT....fINEQ(22) 113 51 156 178 114 47 153 174
SOFT_FINEQ(23) 186 73 248 281 168 67 226 255
SOFT FINEQ(24} 250 115 348 398 219 105 308 354

GDO =270 BDO =540 GDO =270 BDO =540
c.o.v. range =[0.39 - 0.46 ] range =[0.40 - 0.48 ]

average =0.43 average =0.43
E 1 range =[1.33 - 1.39 ] range =[1.34 - 1.41 ]

average =1.37 average =1.36
Ee range = [ 1.51 - 1.59 ]. range = [ 1.52 - 1.62 J

average =1.56 average = 1.55

Table[6.13] : Statistics of Peak Absolute Floor Acceleration

Constraint No
Initial Design Final Design

MF'R sm HFR LFR IlFR sm HFR LFR

SOFT.JNEQ( 29) 0.000 0.000 0.000 0.000 1.879 4.202 6.600 10.09
SOFT INEQ( 31) 0.000 0.000 0.000 0.000 1.838 4.109 6.453 9.86

GDO =30.77 BDO =47.25 GDO =28.92 BDO =44.41

Table [6.14] : Hysteretic Energy Dissipation at the Column Bases
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Constraint No
Initial Design Final Desmn

MFR STD HFR LFR :M:FR STD HFR LFR

SOFT...1NEQ(41) 18.90 11.80 32.15 41.94 18.24 19.40 40.03 56.13
SOFT...1NEQ(42) 19.17 11.45 32.03 41.52 20.78 18.96 42.08 57.81
SOFT...1NEQ(43) 3.371 2.893 6.620 9.021 10.22 9.037 20.37 27.87
SOFT...1NEQ(44) 2.935 1.705 4.850 6.265 10.58 6.840 18.26 23.94
SOFT...1NEQ(45) 0.000 0.000 0.000 0.000 0.354 0.502 0.918 1.334
SOFT INEQ(46) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

GDO =47.66 BDO =83.13 GDO =38.20 BDO =66.62
c.o.v. range =[ 0.58 - 0.85 ] range =[ 0.65 - 1.41 ]

average =0.66 average =0.98
E1 range =[ 1.65 - 1.96 ] range =[ 1.72 - 2.59 ]

average =1.76 average =2.10
E2 range =[2.13 - 2.67 ] range =[ 2.26 - 3.76 ]

average =2.32 average =2.92

Table [6.15] : Girder Hysteretic Energy Dissipation Constraints

Record Input Hysteretic Work Done Damped
Name Energy Energy By Loads Energy

E1 0.203e+03 0.328e+02 0.614e+Ol 0.176e+03
E2 0.47ge+03 0.195e+03 0.507e+01 0.28ge+03
E3 0.136e+03 0.216e+02 0.284e+01 0.117e+03
E4 0.275e+03 0.736e+02 0.605e+Ol 0.207e+03
E5 0.206e+03 0.426e+02 0.462e+Ol 0.168e+03
E6 0.144e+03 0.180e+02 0.406e+Ol 0.130e+03

record name E1 E2 E3 E4 E5 E6
energy group 1 0.0 22.3 .0.0 0.0 0.0 0.0
energy group 2 32.8 172.4 21.6 73.6 42.6 18.0

Table [6.16] : Energy Balance Equation for the Final Design

Constraint No
Initial Desiltn Final Desiltn

MFR STD GFR BFR MFR STD GFR BFR

SOFT FINEQ(25) 2.070 .1694 2.212 2.287 2.609 .5844 3.101 3.358
GDO =5.04 BDO =6.12 GDO =5.04 BDO = 6.12

C.O.v. average =0.082 average =0.224
E1 average =1.06 average = 1.188
E2 average =1.10 average =1.287

Table[6.17] : Statistics of the Peak Frame Sway Constraint



112

CHAPTER?

CONCLUSIONS AND FUTURE RESEARCH

? Introduction

In Section 1.3 it was stated that the long term goal of this research pro­

gram is to formulate a design methodology and develop computer-aided design

software that will help engineers (a) achieve designs that are more consistent

with the accepted design philosophy and (b) make rational decisions while

designing seismic-resistant structures. This investigation has focussed on a

subset of the defined goal: the formulation and preliminary testing of a metho­

dology which allows the design of seismic-resistant structures to be completed

in a rational manner. A procedure for explicitly including the etrects of uncer­

tainties and multiple objectives in the design process was proposed in Chapters

2 and 3. Chapter 4 dealt with the problem of describing the probabilistic limit

states design of seismic-resistant steel frames in a nonlinear programming for­

mat. An assess~ent of the performance of the initial example frame was given

in Chapter 5. Chapter 6 reported on the sensitivity and optimal behavior of th~

example frame designed according to a selection of single and multiple design

criteria, and design parameter layouts. Now, it is appropriate to comment on

the performance of the proposed method in terms of the defined research goal,

and to identify areas for continued research.

The [ GOOD,BAD ] and [ HIGH,LOW ] performance pairs, and associated scal­

ing procedures defined in Chapter 2 constitute a mechanism for combining into

a single entity the consequences of structural response variations, and a

designer's feelings on the relative performance of the design attributes. It has

been demonstrated that the resulting dissatisfaction function models

effectively the relationship between response scatter and the corresponding
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level of frame response required to attain to a target level of reliability. The

combined formulation has considerable versatility. For example. the prefer­

ence pair parameters can be set to model situations in which the designer can­

not define a problem with accuracy, as well as other instances where the

designer's intents are sharply defined. Special performance criteria may be

specified for structures that are constructed of non-conventional materials, or

constitute an innovative structural system. Extra conservatism for important

structures can be enforced without adjustment of the lateral loads. One simply

decreases the values in the [ HIGH.LOW ] preference pair. Finally, the ability to

designate HARD and SOFT constraint attributes is seen as a desirable feature

because it allows the designer to impart a solution strategy to solving a problem

in much the same way as would be done in a manual design procedure. First,

design modifications are encouraged which will result in all of the HARD (

important) constraints being satisfied, before attempts are made to minimize

the maximum level of dissatisfation among the design objectives and the less

important SOFT constraints.

A detailed -performance asses-sment of the optimal design problems has

already been documented in Section 6.3. This section of work demonstrated

that due to the sensitivity of terms in the energy balance equation to the

overall size and relative strengths of adjacent frame members. a set of ground

motion inputs should be employed in a design process of this type. In addition,

it has been shown that multiple criteria should be used because no single

design objective by itself is capable of describing all of the attributes which

characterize an effective design.

Although practical weak-beam strong-column designs were calculated

when the design objectives and parameters were given sufficient freedom, less

desirable designs were obtained for problems characterized by non-convex
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design objectives, or over-constrained design parameters. This means that the

design process cannot be regarded as a bla.ck-box operation with zero designer

involvement. In the latter cases, designer intervention is necessary to modify

the problem formulation before the design procedure can resume. Difficulties

of this type are most effectively handled when the designer has (a) an under­

standing how the different parts of the structure are expected to behave under

each of the limit state loadings, and (b) the ability to impart the desired attri­

butes to the nonlinear programming problem. Because a significant proportion

of designers may not have the required skills, a need exists to develop a user

interface which allows graceful recovery from difficult situations, helps the

designer see what needs to be done, and allows him or her to simply go and do

it. Further, it should provide the inexperienced designer with the illusion that

the details of the design method will be easy to learn, while making the experi­

enced designer feel that his or her capabilities are not limited by the tools in

the user interface. This aspect of the development is of primary importance

because to novices and experts alike, what is presented to one's senses through

the interf~ce is one's computer, and in this case, an aid to the design method.

7.1 Recommendations for Further Work

The purpose of this section is to list some of the remaining avenues of

research that should be pursued:

(a) The proposed design method places considerable emphasis on accounting

for the consequences of response variation and uncertainties in seismic

design. In this investigation the effects of material variations, dead and

live gravity loads, and seismic lateral loads were considered. Uncertainties

associated with ground motion duration were overlooked in order to sim­

plify the computation. It has also been pointed out that uncertainties are
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less desirable than response variations because the former cannot be

described with statistical confidence. Consequently, further work must

concentrate on improving our understanding of the various sources of

uncertainty in the seismic environment. A need exists to examine the

uncertainty in predicting (a) the intensity of a prescribed event and (b)

the uncertainty in predicting an event of prescribed intensity over a

structure's lifetime.

(b) The family of ground motion records used in this investigation consisted of

three pairs of components recorded at the same site during three separate

seismic events. This limited number of ground motions was assumed to be

sufficient for demonstrating the design method. However, in other

instances a sufficient number of ground motion records may not always be

available. especially if high accuracy reliability estimates are required. A

possible solution to this difficulty is to use data recorded from previous

seismic events to construct an auto regressive moving average ( ARMA )

stochastic model.

Appendix 4 pnsen.ts the results 'o'f a preliminary st~dy in which the use of

ARMA models in the proposed design method is' investigated. It is shown

that ARMA models are capable of reproducing the mean frame response for

both the moderate and severe lateral load limit states. However, the varia­

tion in frame responses for the moderate lateral loads limit state was only

about one half of that obtained with the family of recorded ground

motions. It is suggested that this difference could be directly related to

the variation in peak ground accelerations of the scaled records. Future

research directions should attempt to determine a reliable means for scal­

ing the ground motions. A strong need also exists to identify ground

motion characteristics and structural response parameters which are sta-
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tistically correlated to structural damage.

(c) The three design objectives developed and tested within this report are

useful for the design of moment-resistant frames. Unfortunately this list is

not complete, and further work should be directed towards the develop­

ment of design criteria that are applicable to the design of less conven­

tional structural systems. For example. minimum input energy at the

frame base appears to be an important design objective for the design of

base-isolated frames. There is little doubt that special design objectives

and constraints will need to be formulated for the design of eccentrically­

braced frames. and K-braced frames[57]. Another potential area for

development occurs when the design problem is viewed as an optimal allo­

cation of a fixed quantity of resources. In the context of seismic design,

this problem could be interpreted as fixing the initial cost of the frame (

possibly more than the minimum possible initial cost ), and casting the

design problem as one of determining the best proportioning of the frame's

elements which maximizes the lifetime reliability of the structure.

(d) In this investigation. the statistical distribution types were assumed to be

either extre,me type I for hysteretic element dissipation. or normal for the

remaining response quantities. Identification of the best statistical distri­

butions for the ensuing frame response variations is an area requiring con­

tinued research. A need also exists to investigate more closely how the

statistical distribution type and its parameters vary for (a) structures of

different structural-system type and geometry and (b) earthquake loads of

increasing intensity.

(e) Constant [ HIGH,LOW ] preference pair settings were assumed for both the

moderate and severe lateral load limit states. Further work should be

implemented to see if this assumption is reasonable, and to determine
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preference pair settings implied by the design codes.

(f) The design method should be applied to a series of larger moment­

resistant structures that have higher column axial forces. Objectives in a

study of this type could include (a) investigating the sensitivity of frame

response quantities to the magnitude and spatial arrangement hysteretic

energy dissipation, and (b) evaluation of the best design parameter

arrangements for a balance in "quality of the final design" vs "required

computation."

(g) In general, the optimization algorithms used in DELIGHT require that the

design objectives and constraints and their derivatives with respect to the

design parameters be continuous. This requirement is usually satisfied,

unless the constraints are composed of abs, max or min functions. Unfor­

tunately, the derivatives of the maximum value of the time-dependent con­

straints ( and story drifts design objective ) with respect to the design

parameters are not ditIerentiable. Thus, problems arise when the deriva­

tives of these constraints with respect to the design parameters are

required for the direction vector calculation. For the case of a single

ground motion input, this difficulty is overcome by including all of the

locally eps-active maxima into the direction vector calculation. However, a

procedure for including locally eps-active maxima from a number of time­

dependent response quantities into the calculation of generalized gra­

dients has yet to be worked out. Hence. a need exists to overcome this

deficiency.

(h) The need for developing a flexible user interface has already been men­

tioned. In addition, development of a design method and associated

software which provides a designer with computer assistance during the

preliminary stages of the design process is needed. A related. but possibly
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more fundamental problem is associated with the optimal selection of a

structural system. In Chapter 1 it was noted that the choice of a struc­

tural system is usually left to the judgement of an experience designer.

Yet, it seems plausible that if the resources were developed to enable the

results from a series of preliminary design analyses to be presented to

designers in a concise manner, selection of a structural system could be

made efficiently, and with confidence that might otherwise be unobtain­

able.
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APPENDIX 1

This appendix gives a description of the design objectives and constraints

for the example frame discussed in Chapters 4-6.

••• DESCRIPrION OF THE DESIGN PROBLaI •••

The Probl em:
Design variable list: Xi (i =1 to 1)
Minimize the rwltiple objectives: O(X) (j =1 to 6(lIBz)

subject to :
Conventional Constraints: Gj(X) < 0 (j = 1 to 64)
Functional Constraints: IIBZ over t (Fk(X,t» < 0 (k = 1 to 25)

••• DESIGN VARIABLES •••
Leading ElemBnt No

X( 1) =

••• DESIGN OBJECTIVES •••

Tracking EI&%Bnts

2 S 4 5 6 7 8 9

OBJEC( 1) Volme of frmne el&%Bnts :
1 234 587 8 9

====
Llmi tstate 2
===--=

OBJEC(. 2) Sum of story drifts ,squared,
top node 4 bottan node 2
top node 6 bottannode 4
top node 8 bottan node 6

=--
Llmitstate 3 Input energy and Dissipated energy
============ for the frmne and element groups,

OBJEC( 3) =Input energy at the frane base

FRAME CROUP ( 1) : 2 345 6

SUB-OBJEC( 4) = Dissipated Energy
SUB-OBJEC( 5) =Variation of Dissipated Energy

FRAME GROUP(2): 7 a 9

SUB-OBJEC( 6) = Dissipated Energy
SUB-OBJEC( 7) = Variation of Dissipated Energy

===========================



Element Size Box Constraint : Conventional
===========================

element size> nrln size [ bad. good]
B 1: elemmt 1

B 2: element 2
B 3: element 3
B 4; element 4
B 5: element 5
B 6: element 6
B 7: element 7
B 6: element B
B 9: element 9

=====--=========
Element Size Box Constraint: Conventional
==========--==

element size < max size [ good • bad ]
B 10 : element 1
B 11: element 2

B 12: element 3
B 13; element 4
B 14: element 5

B 15: element 6
B 16: element 7
B 17: element B

B 18: element 9

••• CONVENTIONAL CONSTRAINl'S •••

===========
Volume Constraint : Conventional
=================

volure of designed elements < Volmax
G 1

=======
Linrltstate 1 : Gravity Load Conventional Constraints;

=======
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Icolumn axial force I
G 2: element
G 3: element
G 4: element
G 5: elelIlmt
C 6: element
G 7: element

Icolumn end nEnEntl
C 8: element
G 9: element
G 10: element
Gil: element
G 12: element
G 13: element
G 14; element
G 15: element

< column yield or buckling force·Colax
1

2

3

4

5

6

< colunn yield mxmnt·Colgra
1 node 1
1 node 3
2 node 2
2 node 4
3 node 3
3 node IS
4 node 4
4 node 6
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G 16: element ~ node ~

G 17: element 5 node 7
G 18: element 6 node 6
G 19: element 6 node 8

Igirder end ~ntl < girder yield ~nt·Girira

G 20: element? node 3
G 21: element 7 node 4
G 22: element a node ~

G 23: element a node 6
G 24: element 9 node ?
G 25: element 9 node 8

Igirder live-load midspan defiectionl < span·Girdef
G 26: element 7
G 27: element a
G 28: element 9

========
Limitstate 2 There are no conventional constraints
========--= fo.r limitstate 2

=========
Limitstate 3 ; Severe Quake Conventional Constraints:
=========

collm1 end energy < colunn failure energy (Colduc)
G 29: element 1 node 1
G 30: element 1 node 3
G 31: element 2 node 2
G 32: element 2 node 4
G 33: element 3 node 3
G 34: element 3 node 5
G 35: element 4 node 4
G 36: element 4 node 6
G 37: element ~ node 5
G 3a: elelmnt ~ node 7
G 39: element 6 node 6
G 40; element 6 node 8

girder end energy < girder failure energy (Glrduc)
G 41: element 7 node 3
G 42: element? node 4
G 43: element a node ~

G 44: element a node 6
G 45: element 9 node 7
G 48: element 9 node a

••• FtlNCTIONAL CONSTRAINTS •••

========
Limitstate 1 There are no functional constraints
======== for limitstate 1

=========
Limitstate 2 : Moderate Quake Functional Constraints:
=========

Icolumn end ~ntl < column yield ~nt·Colyld



F 1 : e I ell'Ent 1 node 1

F 2: elell'Ent 1 node 3

F 3: elell'Ent 2 node 2

F 4: elell'Ent 2 node 4

F 5 : e lell'Ent 3 node 3

F 6: elell'Ent 3 node 5

F 7: elell'Ent 4 node 4

F 8: elell'Ent 4 node 6

F g: elell'Ent 5 node 5

F 10 : elell'Ent 5 node 7

F 11: elell'Ent 6 node 6

F 12: elell'Ent 6 node 8

Igirder end nEnentl < girder yield rncmentoGiryld
F 13: elell'Ent 7 node 3

F 14: elell'Ent 7 node 4

F 15: elell'Ent 8 node 5

F 16: elell'Ent B node 6

F 17: element 9 node 7

F 18: elell'Ent 9 node 8

Istory drift! < Drift
F 19: top node 4 boUan node 2

F 20: top node 6 bottan node 4

F 21: top node 8 boUan node 6

I~oor acceleractionl < AccelOg
F 22: ~oor node 4

F 23: floor node 6

F 24: tioor node 6

=====
Linrltstate 3 : Severe Quake Functional Constraints:
======

Istructure sway I < Sway
F 25: top node B boUan node 2

12~
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APPENDIX 2

This appendix surrunarizes the assumption files used in the evaluation of a

frame's performance.

(1) The file named assumJlmt contains the material values and the assump-

tions for reducing each element to a single degree of freedom.

••• ASSUMED MATERIAL VALUES AND SECTION RELATIONSHIPS •••

BEAMS AND COLUMN ELEYENTS.

Young'S ncdulus for steel =29000.
Yield stress for steel = S6.
Strain hardening ratio for steel = 0.05

For colUlIlls:
min =[ bad.good] < .Inertia < nBX = [ good,bad ]
[ 50.00. 100.00] < inertia < [2500.00. 3000.00

rrcnEnt yield coordinate fraction = 1.
axial yield coordinate fraction =O. \5
radius of gyration = 0.39 • depth •• 1.04
for inertia <= 429.
depth = 1.47 • inertia •• 0.S68
otherwise
depth =10.5 • inertia •• 0.0456

For rubber bearings:
min =[ bad.good ] < edge length < aaz =[ good,bad ]
[ 5.00. 10.00] < edge length < [ 100.00. 120.00

shear ncdulus of rubber =0.0984
bearing height = 25.

For girders:
min =[ bad,good] < inertia
[ 50.00. 100.00] < inertia

steel poisson ratio =0.3
radius of gyration = 0.52
depth = 2.66

For dissipators:
min = [ bad,good] < thickness
[0.25. 0.30] < thickness

height of dissipator = 75.
width of dissipator =36.

< nBX =[ good.bad ]
< [2500.00 . 5000.00

• depth •• 0,92
• inertia •• 0.287

< nBX = [ good,bad ]
< [ 10.00. 12.00
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(2) A file narred assumeJrame contains informat ion on the live to

dead load ratio, live load reduction factors, and percentage of

critical Rayleigh damping.

••• ASSUMED FRAME MODEL ING PARAMETER VALUES •••

Frame assurrptions.
Ratio of Jive unifonn load to
Live load reduction factor
Global damping ratio = 0.030

total unifonn load = 0.33333
= O.BBOOO

(3) The file narred assume_sim specifies the nurrber of tirre-history

s irrulati ons required for each limit state. Under the present

setup the rmxirrum mnber of ground IIDt ion records that can be

used within a limitstate is 6. The minirrum number is zero; if a

limitstate is to be arrlitted fran the design check .

••• FRAME SIllULATION ASSUMPTIONS •••

YOdelling assurrptions.

NUmber of load cases for lintit state 1 =1
NUmber of load cases for lintit state 2 = 4
NUmber of load cases for lintit state 3 = 4
NUmber of earthquake records utilized = 4
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APPENDlX 3

This appendix contains a script of the input and output for the two itera-

tions of the combined minimum volume, minimum story drifts and maximum

dissipated energy optimal design problem. Extra comments have been added to

clarify the purpose of each section. The commands that should be typed from

the screen or accepted from a file during a batch-mode run of DELIGHT.STRUCT

are shown in boldface.

1> , ================
1> I optimisatian te.t ran with ncora £1-JlI for a
1:> , cllldJiJled yol_••tory drift. lind enerlD cIe.ip.
1> ,

1> I .tartfmg _1_ illllrtia =720

1> , .tartimg Ilirder illllrtia = 720
1> ,

1> , Variable X(I) i. element. 1.2.3.4.5 lind 8
1> I Variable X(2) i. element. 7.8 lind 9
1> I
1> , =================
1> ,

1> , reet yariable.
1> ,

1> Groupl n dis =0.000

1> Group] n dis =0.150

1> Group4yar....di. = 9.000
1> GroupLbyar....di. = 15.000

1> Group2 n db =0.500

1> GronpZ db =0.000

1> GrollP2-&Yar....di. = 1.000
1> Gro~ar....di. = 3.000
1> Good..Co.tyol =15000

1> Bad-Co.tyol =24000

1> Goocl..Co.tdri = 0.002

1> Bad-Costdri = 0.004
1> date

Date: 07/02/B5 Tine: 20:23:03
1> printy X
Colurm X(2):

.66670

.3S3S0
1> .bmnlate~ -yerbo.e
••• state..mo
••• ansrslm
••• Lindt state number



••• Limi t state mllIiler 2
••• Limit state number 3

start evaluation of design objectives
start conventional constraints
start functional constraints

1> elate
Date: 07/02/85 Time: 22:37:25
1> 8pl"int "lID -Ales _lJ -_ti_
l> cprint. -Ales

1> list. priD~at._

-------------------- Begin print-Btat~ --------------------

.. DESIGN OBJECTIVES ••

OBJEC( 1): DisatiBfted = 0.7185e+00
MOO =O. 2147e+05 STD =O. e+OO HPE =O. e+OO LPE =O. e+OO
EFR =0.2147e+05 LFR =0.2147e+05 GOO =0.1500e+05 BOO =0.2400e+05

OBJEC( 4): Disatisfied = 0.6896e+00
JlDO =O. 1552e+00 STD =O. e+OO HPE =O. e+OO LPE =O. e+OO
HFR =0.1552e+00 LFR =0.1552e+00 GOO =0.5000e+OO BOO =O. e+OO

OBJEC( 5): Disatisfted = 0.2561e+OO
MOO =0.1512e+01 STD =O. e+OO HPE = O. e+OO LPE =O. e+OO
HFR = 0.1512e+01 LFR = 0.1512e+Ol GOO =0.1000e+Ol BOO = 0.3000e+01

OBJEC( 6): Disatisfted = 0.6880e-02
YDO =0.2014e-02 STD =0.8685e-03 HPE =0.2000e+OO LPE =0.1000e+OO
EFR =0.2745e-02 LFR =0.3127e-02 GOO =0.2000e-02 BOO =0.4000e-02

•• CONSTRAINT SUMMARY ••

•• BOX CONST~'yNTS ...

•• CONVENrIONAL CONSTRAINTS ..

.. nJNCTIONAL CONSTRAINTS ••

SOFT-FINEQ( 23 82 900 507 119 762 538) : DisatiBfted =0.358e-Ol
MOO =0.1867e+03 STD =0.736ge+02 HPE =0.2000e+00 LPE =0.1000e+OO
EFR =0.2467e+05 LFR =0.2811e+05 GOO =0.2705e+03 BOO =0.5405e+03

SOFT-FINEQ( 24 80 848 545 83 782 555) : Disatisfied =0.400e+00
MOO =0.2507e+05 STD =0.1153e+03 HPE =0.2000e+00 LFE =0.1000e+OO
HFR =0.3478e+03 LFR = 0.5985e+03 GOO = 0.2703e+05 BOO =0.5405e+05

--------------------- End print-Btat~ -----.--------------­
1> Ji_t prinL»bjecti'l'es

-----------------.-- BegIn print-ebjectives --------------------

ENERGY OBJECTIVES FOR GROUND MOTION INPUTS
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1 0.145et08 0.202et02 0.81ge+Ol
2 0.261e+08 0.865e+02 o.164e+Ol
8 0.2215e+08 0.746e+02 0.864e+Ol
4 0.174e+03 0.767e+Ol 0.564e+00
5 0.570e+05 0.774e+02 0.556e+Ol
e 0.20ge+05 0.476e+02 0.596e+Ol

record no 2 S 4

O. e+OO
0.7675e+Ol

O. e+OO
0.7461e+02

energy group O. etOO O. etOO
energy group 2 0.2024e+02 0.8651e+02

--------------------- End print-ebjectives --------------------­
1> Iht. IIDclaI..relRllt..

-------------------- Begin nmdal-results ------------------.-
EIGENVALUE ANALYSIS.

FRAME EIGENVALUES and ItIldal per i ods.

nmde 1 w··2 = 0.55417554e+05 T = 0.34571040e+00 sec
eode 2 w··2 = 0.57764374e+04 T = 0.10224421e+00 sec
ItIlde 8 w·.2 = 0.121542520e+05 T = 0.15610517ge-Ol sec

danpn =
danpko =

0.6454e+OO darnpkt = O.
0.7525e-05

etOO

FRAME ElGENVEcrORS : these are orthogonal wrt to the mass matriz

matriz egvector

Group1 ; energy variation

DESCRIPTION
good volume objective
bad volume objective
good drift objective

bad drift objective
Group1 : mean diBBipated energy

Group2 mean dissipated energy

Group2 energy variation

VALUE
1.500e+4
2.400e+4
2.000e-5
4.000e-3
0.000
.1500
5.000
5.000
.5000
0.000
1.000
3.000

row/col 1 2 3
1 0.5037e+00 0.1000e+Ol 0.1000e+Ol
4 0.7217e+00 0.7655e+00 -0.9127e+00
7 0.1000e+01 -0.6546e+00 0.554ge+00

------------_.------- End ItIldal-results ---.-----------------
1>
1> Alpha = 0.9 , acljut. opUmisUan alcorltJm par_t.er.

1> FcL.r.I_ = 0.005

1>

1> ran - ..rbo.. 1
PARAEI'ER
GooUostvol
BaUostvol
GooUostdri
BaUostdri
Groupl....g1l'1lan..di s
Group1-bmean..dis
Group1...,gvar..dis
Groupl..bvar..dis
Group2....g1l'1lan..dis
Group2...brean..di s
Group2...,gvar..dis
Group2..bvar..diB



GoocLYohmx
Bad-Volrmx
Good-Colax
Bad-Colax
Good-Colgra
Ba~olgra

GoocLGirgra
BacLGirgra
GoocLGirdef
BacLGirdef
GoodJ)rift
BadJ)rift
GoocLAccel
BacL.Accel
Good-Colyld
Ba~olyld

GoocLGiryld
BacLGiryld
GoocLSway
Ba~y

Good-Colduc
Ba~olduc

GoocLGirduc
BacLGirduc
High-Yolmax...prob
LOll'JTo lJ11lX...prob
High..£olax...prob
Loll'....co Iax...prob
High-Colgra...prob
Loll'....colgra...prob
High-Girgra...prob
Low-Girgra...prob
High-Girdef...prob
LOll'-Girdef...prob
Hi gh-J)r if t...prob
Loll'..Drift...prob
High~ccel...prob

LOll'~cel...prob

High....colyld...prob
LOll'..£olyld...prob
High-Giryld...prob
Loll'-Giryld...prob
High-Sway...prob
LOll'....s.ray...prob
High-Co1 duc...prob
Loll'....colduc...prob
High-Girduc...prob
LOll'-Girduc...prob
Const-1ype-Yolnex
Const-1ype-Loll'box
Const-1ype-Upbox
Const-1ype-Colax
Const-1ype-Colgra
Const-1ype-Girgra

1.000e+5

1.200e+5

.5000

.6000

.6000

.8000

.6000

.8000

4.170e-3

4.570e-3

4.500e-3

8.000e-3

.7000

1.400

.8500

1.100

.9000

1.100

1.400e-2

2.000e-2

3.000

4.000

4.000

6.000

.2000

.1000

.2000

.1000

.2000

.1000

.2000

.1000

.2000

.1000

.2000

.1000

.2000

.1000

.2000

.1000

.2000

.1000

.2000

.1000

.2000

.1000

.2000

.1000

2.000

1.000

1.000

2.000

2.000

2.000

good VOlunE rmxirrum
bad volunE rrexirrum

good gravity column axial force facto.r
bad gravity column axial force factor

good gravity column yield factor
bad gravity column yield factor

good gravity girder yield factor
bad gravity girder yield factor

good girder midspan deflection
bad girder midspan deflection

good max rmderate story drift
bad max rmderate story drift

good max rmderate floor accel in gs
bad max rmderate floor accel in gs

good rmderate column yield factor
bad rmderate column yield factor

good girder yield factor
bad girder yield factor

good structure sway max
bad structure sway max

good column ductility
bad column ductility

good girder ductility
bad girder ductility

high volmax probability
loll' volmax probability

high gravity column axial force factor
loll' gravity column axial force factor

high gravity column yield factor
loll' gravity column yield factor

high gravity girder yield factor
loll' gravity girder yield factor

high girder midspan deflection
loll' girder midspan deflection

high max rmderate story drift
loll' max rmderate story dri ft

high max rmderate floor accel in gs
101l'max rmderate floor accel in gs

high rmderate column yield factor
101l'rmderate column yield factor

high girder yield factor
loll' girder yield factor

high structure sway max
loll' structure sway max

high column ductility
loll' column ductility

high girder ductility
loll' girder ductility

volune maxirrum
Loll' box constraint
Upper box constraint
gravity column axial force factor
gravity column yield factor
gravity girder yield factor
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gi rder ml dspan deftect i on
nBX ~derate story drift
nBZ ~derate fioor accel in gs
~derate column yield factor
girder yield factor
structure sway maz
column ductility
girder ductility
tolerance for resimulating
number of simulations
number of simulation time steps
number stlftness refonnulations
nBZinun energy error ratio
simulation printout code
initial value of eps(i Ion) for eps-active sch
erne
initial number of discretization points for f
unc constr
q Increased if eps < EpsO°Yu1/q
q Increased If eps decreased and pslplus < Yu
2/q

bxportance of cost In phase 1 (O=no cost)
Pushes cost-soft in phase 2-3:1=ssme as constr
Used in phase-2 eps-active scheme
Epscost-active cost and soft constr. are cons
Idered

With high value. aims at tTadeoft curve
Slope of Amnjo test line
Trial stepslze along h h BetaOOk
Smallest k tried for stepsize in BetaOok:>= 0
NuJmer of serrples doubled if eps < Yu/q
eps is cut if Ilhll < Hcutepsoeps
=0 for old Harwell QP. =1 for new Mesoua QP
Perturbation variable
Perturbation variable

1.000e+1

2.000
2.000
2.000
2.000
2.000
2.000
2.000
2.000
15.000e-4
1.300e+1
1.321e+4
8.807e+3
1.0151e-15
1.000
.1000

1.000
1.000

1.000
1.000e+1
15.000
2.000

.15000
.3000
.15000

-1.000e+1
5.000e-3
.3000
1.000
1.000e-7
15.000e-3

Const-1ype-Girdef
Const-1ype..Dri ft

Const-1ype.J.cce I
Const-1ype-Colyld
Const-1ype-Gi ry 1d
Const-1ype...Bway
Const-1ype-Colduc
Const-1ype-Girduc
Tolz
Numsim
Numsteps
NIlnref
IIazerr
Print
EpsO

Yu1
Yu2

Pushcost...l
Pushcost..23
Epsscale
Eps

Tradeoft
Alpha
Beta
IWin
Yu
Hcuteps
NewQuadprog
Fd..abs_
Fd..rel_
000 algo
000 ~...lnteract

000 state-l:lJ)
000 ansrsim
0•• ansklp = 1 => no simulation
--- constraint and objective evaluation
ftBzval r hard-ineq ] = 0.000
ftBxval [ COBt ] = .71815 r Boft.Jneq ] = .39915

finding the descent direction

eps = .1000

0'0 starting direction

mazval [hardLJneq ] = 0.000
maxval [ cost] = .7185 [ soft...lneq ] = .3995

phaseno = 2.000 psiplus = .7185



Epsscale = 5.000

starting LFD loop
Colurm xnellTaw(2):

7.20036e+2

7. 19928e+2

eps = .1000
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partial derivatives colurm 1

Colurm xnellTaw(2):
7.25436e+2
7. 19928e+2

••• stat'e..J:l1)
••• ansrsim

••• Limit state number 1

••• Limit state number 2
••• Limit state number 3

constraint and objective evaluation

partial derivatives : colurm 2

Colurm xnellTaw(2):
7.20036e+2
7.30728e+2

••• state..J:l1)

••• ansrsim

••• Limit state number 1

••• Limit state number 2

••• Limit state number 3
constraint and objective evaluation

Matrix jacobian(99.2):
2.136725 1.153710

-7.829363e-2 .7382936
6.373683 2.972947e+l
3.062851 1.715811
0.000000 0.000000

--- lines deleted ---

0.000000
0.000000

0.000000
0.000000

Matrix e-Jacobian(4,2):
2.136725 1.153710

-7.629363e-2 .7362936
6.373663 2.972947e+l
3.062651 1.715611

Matrix qq(4,4):
5.696641

.6644646
4.791800e+1
6.524019

.6644848

.5512073

2.145006e+1
1.026971

4.791800e+1
2.145006e+l

9.244653e+2
7.053180e+1

8.524019
1.026971

7.053180e+l
1.232506e+1

direction vector
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Colurm h(2):
7.829363e-2

-.7382936

••• anniJo

Colurm X(2):
.88670
.33330

maxval [ hard-Jneq
maxval [ cost ] =

] = 0.000
.7185 [ soft-Jneq = .5995

starting loop to decrease steplength

k = 0.000
Colurm xnell'(2) :

.8772455

.2338576
maxval [ hard...1neq
aaxval [ COlt ] =

] = 0.000
.8151 [ soft-Jneq = .5264

Itarting loop to increale Iteplength

k =-1.000
Co l1llIll xnell'(2) :

.8877911

.1344152
DBxval [ hard...1neq
DBJ:val [ cost ] =

... rm-Jnteract

]= 0.000
.5704 [ soft-Jneq = .8299

--------- ITERATION 1 ---------

direction finding phase:

phaleno =2 Pliplus =
epI = 1.000 Epaacale =

active costs and constrainta
Colllm act..lnd(4):

1.0
4.0
5.0
8.8e+l

clipped Jacobian DBtrix
Matrix e...,jacobian(4.2):

2.156725 1.153710
-7.829363e-2 .7382936
8.375683 2.972947e+l
3.082851 1.715811

direction vector.
Colum h(2):

7.829363e-2

.7185
6.000



- .7362936

arrrrljo steplength
Beta = .5000 bestk = 0.000
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scaled design vector raw design vector
X(l ) = .6772 ~aw(l ) = 7.3l4e+2
X(2 ) = .2339 ~aw(2 ) = 5.05le+2
--------simulation output-------
number of simulations = 65
number of time steps = 66065
number of stiffness refonnulations = 34315
mazimm energy error ratio = l.052e-5

Interrupt ...
2> date
Date: 07/03/65 Time: 03:47:37
2> H calculate colllltraints for iteration 1

2> .iamlate~ -.erbose
••• state-l!J)
••• ansrsim

••• anskip = 1 => no simulation

ftni shed ansrsim 1t
start evaluation of design objectives
start conventional constraints
start functional constraints

2> 8JD'inl '"DD -all -Jiles -acti_ -conche

2> cprint -flIes
2> list prinLBtat_

-------------------- Begin print-BtatemD

•• DESIGN OBJECTIVES ••

OBJEC( 1)

OBJEC( 4)

OBJEC( 5)

OBJEC( 6)

Disatisfied = 0.6151e+00
Disatisfied = 0.6147e+00
Disatisfied = 0.2254e+00

Disatisfied =0.425ge-01

•• CONSTRAINT SUYMARY ••

•• BOX CONSTRAINTS •••

•• CONVENrIONAL CONSTRAINTS ••

SOFT-lNEQ( 42) : Disatisfied = 0.99ge-02

•• FUNCTIONAL CONSTRAINTS ••

SOFT-FINEQ( 24 314 41 395 3761004 406) Disatisfied = 0.325e+OO

--------------------- End print-BtatemD ---------------------
2> list print-DbjectiYes

-------------------- Begin print-Dbjectives --------------------
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ENERGY OBJECTIVES FOR GROUND MOTION INPUTS

Record No Input Dissipated Work Done B,y Loads

1

2
9

4

5

6

record no

0.265e+09
0.906e+02
0.194e+09
0.246e+09
0.298e+09
o.19ge+09

0.882e+02
C.564e+01
0.221e+02
0.475e+02
0.101e+09
o.16ge+02

2

0.590e+01
0.447e+00
0.151e+01
0.921e+01
0.593e+01
0.926e+01

9 4

O. e+OO
0.2205e+02

energy group 1 O. e+OO O. e+OO
energy group 2 0.8816e+02 0.5897e+01

--------------------- End print-abjectives
2>
2> ccm.t. 1

nazval [ hard.Jneq ] = 0.000
naxval [ cost ] = .6151 [ soft-Jneq J = .3254

finding the descent direction

eps = .1000

••• starting direction

naxval [ hard.Jneq ] = 0.000
maxval [ cost] = .6151 [ soft-Jneq ] = .3254

starting LFD loop
Co I\lItI1 xnelrJ'all' ( 2) :

7.3142I5e+2
15 .015132e+2

partial derivatives col\lltl1 1
Co I\lItI1 xnelrJ'all' ( 2) :

7. 368215e+2
15.015132e+2

partial derivatives col\lltl1 2
Co I\lItI1 xnelrJ'all' (2) :

7.9142I5e+2
5.15992e+2

Matrix Jacobian(99,2):
2.193697 1.988795
4.172840e-2 1.765627
.4780576 1.412215e+1

-1.071I5B8 -2.376Bll5
0.000000 0.000000

O. e+OO
0.4747e+02

O.
0.1008



--- lines deleted ---
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0.000000
0.000000

0.000000
0.000000

~trix e-Jacobian(3,2) :
2.133697 1.388795

4. 17284Oe-2 1.785827
.4780576 1.412215e+l

~trix qq(3,3):

6.48142 2.54113
2.54113 3.11918

2.06328e+l 2.49544e+l

direction vector
Colmn h(2):

-.3093631
-1.717417

••• anniio

2.08328e+l
2.49544e+1
1.99684e+2

Colmn x(2) :
.8772455
.2338576

mBXval [ hard-lneq
mBxvaI [ cost ] =

] = 0.000

.6151 [ soft-Jneq = .3254

starting loop to decrease steplength

k = 0.000

Colmn xn.e1l'(2) :
.8595176
.1354415

mBxval [ hard-lneq

mBxval [ cost ] =

k = 1.000
Colmn xne1l'(2):

.8683816

.1846496

mBxval [ hard-lneq
mBxval [ cost ] =
••• IIID-interact

] = 0.000

.5813 [ soft-Jneq

] = 0.000
.5231 [ 8oft-Jneq

=

=

.8458

.!l810

--------- ITERATION 2 ---------

direction finding phase:

phaseno =2 psiplus =
eps = 1.000 Epsscale =

active costs and constraints
Colmn act-ind(3):

1

4

.8151
5.000
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5

clipped jacobian matrix
llatrix e...,jacobian(S.2);

2.188897 1.866795
4. 172640e-2 1.765827
.4760576 1.412215e+l

direction vector.
Colmm h(2) :

- .80938S1
-1.717417

armljo 8teplength
Beta = ;5000 be8tk = 1.000

8caled de8ign vector raw de8ign vector
X(l ) = .8684 X-raw(l ) = 7.21ge·1-2
X(2 ) = .1848 X-raw(2 ) = 3. 966e+2
--------8imulation output-------
number of 8imulation8 = 117
number of time 8tep8 =118917
number of 8tiffne88 refonnulation8 =82013
maJ:imm energy error ratio = 1.052e-5

Interrupt ...
S> date
Date: 07103185 Time: 06:20:22
S> lIJII'int "till -all -Jlle. -actiY. -CClllCi••

S> cprint -Jlle.
3> li.t prin~tat_
-------------------.- Begin print...statllIll ---.-----.----------

•• DESIGN OBJECTIVES ••

OBJEC( 1)

OBJEC( 2)

OBJEC( .)

OBJEC( 5)

OBJEC( 6)

Di8ati8fted = 0.5281e+00
Di8att8fted = 0.2388e-Ol
Di8ati8fted = 0.2530e+00
Di8ati8fted =0.7646e-Ol
Di8ati8fted =0.3176e+00

•• CONSTRAINT Sl1YYARY ••

•• BOX CONSTRAINTS ...

•• CONVENTIONAL CONSTRAINTS ••

SOFT..lNEQ( 41)
SOFT..lNEQ ( 42)
SOFT..lNEQ( 43)
SOFT..lNEQ( 44)

Di8ati8fted = 0.561e+00
Di8ati8fted = 0.565e+00
Di8ati8fted = 0.151e+00
Disatisfted = 0.10ge+00



•• roNC'TIONAL CONSTRAINTS ••

SOFT-FlNEQ( 13 194 502 633 9811004 971)
SOFT-FlNEQ( 14 89 521 61310031025 258)

SOFT-FlNEQ( 15 192 717 633 9811004 970)

SOFT-FlNEQ( 16 172 523 61310031024 257)
SOFT-FlNEQ( 20 172 522 613 9811004 257)
SOFT-FlNEQ( 23 167 520 55110031064 261)

SOFT-FlNEQ( 24 92 524 612 9801005 256)

Disatisfied
Disatisfied
Disatisfied

Disatisfied
Disatisfied

Di satisfied

Di satisfied

= 0.332e+OO
=0.265e+00
= 0.355e+00

= 0.220e+00
= 0.233e+00

= 0.571e-Ol

=0.457e+00
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--------------------- End print-BtatBrD ---------------------
3> Iht prin~biecti'l'e.

-------------------- Begin print-ebjectives --------------------

ENERGY OBJECTIVES FOR GROUND MOTION INPUTS

Record No Input Di&~ipated Work Done ~ Loads

1

2

3

4

5

6

record no

0.197e+03
o.185e+03
0.25ge+03
0.512e+03
0.30ge+05

o.148e+03

0.325e+02

0.430e+02
0.602e+02
0.223e+03

o.117e+05
0.220e+02

2

C.747e+01
0.535e+Ol

0.482e+Ol
0.721e+Ol

0.950e+01
0.557e+Ol

3 4

energy group O. e+oO O. e+OO
energy group 2 0.3254e+02 0.4295e+02

--------------------- End print-ebjectives
3>

3> II ... • tore result. into • ~Ie ...

3>
S> .......11
Writing over existing file "zf11e"
Output is in file "zf1le".
Storing into ~rob ...

CRUNCH
3> quit

O. e+OO

0.6021e+02

0.787ge+Ol

0.2155e+03
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APPENDIX 4 - ARJlA SIIlULATIONS

Introduction

The main body of this report has focussed on the development of a metho­

dology for customizing a seismic design process to the overall level and varia­

tion of peak structural response quantities caused by a family of ground motion

record inputs. The results indicate that when the statistical distribution of

peak response quantities is characterized by large variations. mean extreme

frame response values may need to be significantly enhanced in order to

achieve a desirable level of reliability. Thus. the reliable reproduction of the

mean extreme frame response levels and their variations is essential to the

effective implementation of the proposed design method.

The family of ground motion records used in this investigation consisted of

three pairs of components recorded at the same site during three separate

seismic events. This small number of ground motions was assumed to be

sufficient for demonstrating the design. method. However, in other instances a

sufficient number of ground motion records may not always be available, espe­

cially when high accuracy reliability estimates are required. A possible solution

to this difficulty is to use data recorded from previous seismic events to con­

struct an auto regressive moving average ( ARMA ) stochastic model. ARMA

models have not yet been used in a design study of the type proposed here.

Nonetheless, they are attractive because they are characterized by a small

number of parameters, lend themselves to digital simulation in the time domain

and can be easily adapted to include changes in frequency c~ntents of corre­

lated random processes that characterize the ground motion. While the

coefficients of the ARMA model can be set to account for the filtering of ground

motion due to transmission path and local site condition effects. the variance
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envelopes of the model can account for the overall intensity and energy distri-

bution of ground motion with time. Hence, as a complete unit, the ARMA formu-

lation has a rational basis for the modeling of ground motion with considerable

flexibility.

This Appendix reports on a preliminary investigation which was carried out

to establish the potential of using ARMA ground motions in a design method of

this type. The next section explains how ARMA models can be used to generate

a family of artificial earthquake ground motions. An ensemble of 6 ground

motions is produced. This family of ground motions is then used as input for

simulations of the initial and final designs. Principal results of the frame simu-

lations and comparisons of the frame response statistics with those caused by

the recorded! family of ground motions are given in the final section of the

appendix.

Simulation of the Earthquake Acceleration Records.

An ARMA(2,l) model was adopted for this study. For a stationary corre-

lated process the ground acceleration at time t is denoted by at, and is defined

by the second order autoregressive - first order moving average difference

equation:

(1)

in which et is independently and identically distributed white noise. The param-

eters \PI and \P2 are known as the autoregressive parameters, and "'1 is called

the moving average parameter. Although it is conceivable that each of these

parameters could be varied continuously as a function of time, simplicity is

usually preferred; previous studies have assumed that the parameters remain

1 A nomenclature convenience is now introduced. The family of artificial ground motions
is referred to as the ARMA set and the ensemble of scaled ground motions discussed in Sec­
tion 4.2.3 is called the T8corded set.
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constant for the entire duration of the ground motion. or at most, take

different constant values over short intervals of time ( see refs[A1].[A2] and

[AS] ). The second assumption was used in this study. Filter parameters for the

ARMA model were taken from two five second segments covering the the 5-15

second interval of the S90W Component of the 1940 Imperial Valley

earthquake[A2]. They are summarized in Table [A1].

Time interval 1)"1 1)"2 '17- 1

5 - 10 sec 1.S5 -0.54 0.01
10 - 15 sec 1.43 -0.58 0.06

Table [Al]: AlUlA Ground llotion Parameters

In the same report. Chang et al.[A2] showed that for the ARMA(2.1) model the

ratio of the standard deviation of the filtered output process aa,' to the stan-

dard deviation of the input process a•. is given by the expression:

(2)

Thus. for a stationary white noise input. the limiting standard deviation of the

filtered output is 2.468 and 2.891 times the unit input standard deviation for

the 0-5 and 5-10 second intervals of the ARMA ground motions.

The non-stationary characteristics of ground motion are modeled by

adding a time-dependent variance envelope in the modeL This can be achieved

by either multiplying the filtered noise or the white noise by a non-negative

time varying function. The first case is very amenable to analytical studies

because the instantaneous amplitude of the of the final time-dependent output

is simply the amplitude of the filtered output multiplied by the time-dependent

function. Nau et al.[AS] report. however. that the latter arrangement is more

plausible physically because it allows the transient response of the filter to be
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reflected in the output. Consequently, a time-dependent envelope. f(t), of the

form:

(3)

where Co =! Be:! I
3V3

C1 =2V3

t =time (seconds)

a =max amplitude of f(t)

T = duration of shaking

assumed by Cakmak et al.[Al] was introduced immediately after the generation

of the white noise. Cakmak et al.[Al] also derived empirical relations for the

parameters in this model as a function of earthquake magnitude and epicentral

distance. Parameter values for a typical shape of the time dependent function

were obtained by substituting an epicentral distance of 32 km and an earth-

quake magnitude of 7.3 into their expressions. Values of 73.1cm (26.77 in) and

5.00 ( seconds) were obtained for ex and T. respectively. In addition, a minimum

threshold multiplier of 4cm (1.57 in) was placed in the time-dependent func­

tion. The combined function is plotted in Figure [A4.1].

Figures [A4.2] and [A4.3] graph the "Spectral Velocity vs Period" and

"Husid Ratio vs Time" for the ARMA generated family of severe ground motions.

The statistics of these records is summarized in Table[A2]. First. it is noted

that the variation in Husid Ratio for the ARMA generated family is much more

regular than for the recorded set of ground motions( see Figure[4.6b]). This

suggests that the time-dependent intensity of ground motion for the recorded

set is more irregular than for the ARMA set. Additionally, the c.o.v. of the peak

ground acceleration equals 0.212. This compares to coefficients of variation
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Record I Peak ground I Arias Intensity I Spectral Intensity
No acc'n (e) ( in I sec) ( in I sec)

1 0.493g 104.77 124.90
2 0.798g 126.76 128.37
3 0.543g 123.32 111.48
4 0.549g 100.53 102.87
5 0.577g 120.83 94.78
6 0.453g 87.03 84.95

mean 0.568g 112.17 107.89
std 0.120g 17.62 16.99

C.O.v. 0.212 0.157 0.157

Table [A2]: Statistics of Severe Ground Kotion Records

obtained in Section 4.2.3 for the moderate and severe scaled ground motions of

0.494 and 0.122, respectively. The ARMA model peak ground acceleration c.o.v.

seems reasonable. and is in fact. close to the variation in peak ground accelera-

tions obtained by Nau et al.[A3]. The most important feature to note from Table

[A2] is that the c.o.v. for the Arias intensity is smaller than for the peak ground

accelerations. Since each ground motion record has the same duration, this

observation implies that the a.rms is a more reliable statistic than peak ground

acceleration. as· noted in [3]. A family· of moderate ground motions was

obtained by simply multiplying the intensity of each severe ground motion by

0.264. This gave an average peak ground acceleration of 0.15g in the family2 of

moderate ground motions.

Simulation Results

Table[A3] summarizes the design objective dissatisfactions for both the ini­

tial and final designs. By comparing the values in this table to those presented

in Table[6.4] one can see that the frame performances for each of the ground

motion inputs is about the same.

2 Strictly speaking, each level of earthquake loading should also have its own set of
parameter settings. This technicality was overlooked in this study.
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OBJECTIVE
DISSATISFACTION

Initial Des~n Final Design

OBJEC(l) 0.7185 0.4568
OBJEC(2) 0.0698 0.0851
OBJEC(3) 0.0000 0.0000
OBJEC(4) 0.6863 0.1946
OBJEC(5) 0.1625 0.0543
OBJEC(6) 0.0000 0.1724

Table [AS]: Design Objective Dissatisfactions

It is now recalled that the .frame response variation for the gravity loads

only limit state is assumed to equal zero. Hence. the statistics of frame

response for the gravity loads alone limit state are not discussed here. Sum-

maries of the floor acceleration and story drift frame dissatisfactions occurring

for the moderate lateral loads limit state are shown in Tables [A4] and [A5].

Whereas the mean story drift and fioor acceleration frame response quantities

of the ARMA generated frame responses are a only little less than for the

recorded set ( see Tables[6.12] and [6.13] ), the average coefficients of variation

for the same response quantities are barely more than half of. those obtained

with -th"e recorded set. Similarly. the ARMA and recorded ground motion sets

produced almost identical mean peak column and girder bending moments, but

the coefficients of variation for the ARMA generated responses were less than

one half of those obtained with the recorded family of scaled ground motions.

It is concluded that the variation in these peak frame response quantities is

. related to the variation in peak ground accelerations.

Tables[A6] and [A7] summarize terms from the energy balance equation for

the initial and final designs. respectively, and Figure [A4.4] the corresponding

time history responses for the tinal design only. By comparing Figures [A4.4a-

d] and [6.21a-d]. and the corresponding values in Tables[A7] and [6.16]. it is evi-

dent that the final statistics of mean hysteretic energy dissipation are similar
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Constraint No
Initial DesiJ!:n Final DesiJm

IIFR S10 HFR LFR IIFR STD HFR LFR

SOFTJINEQ(19) .1817 .0391 .2146 .2318 .2383 .0411 .2729 .2910
SOFTJINEQ(20) .2442 .0537 .2894 .3130 .3513 .0571 .3993 .4244
SOFT FINEQ(21) .1646 .0359 .1949 .2107 .2546 .0403 .2885 ;3063

GDO = 0.54 EDO =0.96 GDO = 0.54 EDO =0.96

C.O.v. range = [ 0.26 - 0.27 ] range = [ 0.27 - 0.28 ]
average =0.226 average = 0.277

Table [A4] : Statistics of Peak Story Drifts

Constraint No
Initial Design Final Design

IIFR S10 HFR LFR MFR STD HFR LFR

SOFTJINEQ(22) 89.4 21.4 107.3 116.7 96.2 15.5 109.3 116.1
SOFTJINEQ(23) 154.5 36.2 184.9 200.8 156.8 27.2 179.6 191.6
SOFT FINEQ(24) 200.0 44.9 237.. 1 256.5 213.8 34.6 242.9 258.1

GDO = 270 BDO = 540 GDO = 270 EDO = 540

c.o.v. range = [ 0.23 - 0.27 ] range = [ 0.25 - 0.28 ]
average = 0.253 average = 0.256

Table [A5] : Statistics of Peak Absolute Floor Acceleration

for both sets of ground motion inputs. For example. the initial design has mean

and standard deviation pairs for the Input energy and Hysteretic energy of

[367.6.254.2] and [45.2,52.5]. The corresponding pairs in the energy balance

equation for the initial design's response to the recorded set of ground

rnotions are [232.6.79.7] and [44.8,28.3], respectively ( see Table[5.15] ). Simi-

larly. the mean and standard deviation pairs of total input energy and hys-

teretic energy for the final design are [ 434.6. 259.4] and [ 80.8. 60.0], respec­

tively. Table [6.16] shows the corresponding pairs ( [ 240.5. 127.2] and [ 63.9,

67.2] ) for the final design loaded with the family of recorded ground motions.

Yet. it is also clear that the point of incipient hysteretic energy dissipation

and the ensuing inelastic deformations as a function of time strongly depends

on the time varying intensity of ground shaking. Figure[A4.4] shows a well

defined point of incipient plastic deformation followed immediately a significant
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Record Input Hysteretic Work Done Damped
No Ener~y Ener~y By Loads Ener~y

1 0.535e+03 0.147e+03 -0.106e+02 0.377e+03
2 0.716e+03 0.371e+02 0.186e+02 0.363e+03
3 0.142e+03 0.288e+02 0.461e+01 0.117e-l:03
4 0.216e+02 0.132e+02 0.406e+01 0.124e+02
5 0.423e+03 0.451e+02 0.343e+01 0.381e+03
6 0.368e+03 0.000e+02 -0.16ge+01 0.366e+03

record no 1.0 2.0 3.0 4.0 5.0 6.0

energy group 1 2.3 0.0 0.0 0.0 0.0 0.0
energy group 2 144.9 37.1 28.8 13.2 45.1 0.0

Table [A6] : Energy Balance for the Initial Design

Record Input Hysteretic lrorkDone Damped
No Energy Energy By Loads Energy

1 0.278e+03 0.924e+02 0.215e+02 0.164e+03
2 0.954e+03 0.115e+02 -0.215e+03 0.727e+03
3 0.268e+03 0.104e+03 0.505e+01 0.16ge+03
4 0.394e+03 0.163e+02 0.492e+01 0.382e+03
5 0.36ge+03 0.88ge+02 0.745e+01 0.287e+03
6 0.345e+03 0.172e+03 0.79.6e+01 0.181e+03

record no 1.0 2.0 3.0 4.0 5.0 6.0

energy group 1 0.0 26.3 0.0 0.0 0.0 26.4
energy group 2 92.4 87.9 103.9 16.3 88.9 145.6

Table [A7] : Energy Balance for the Final Design

proportion of the total hysteretic energy dissipation. This compares to a more

uniform rate of hysteretic dissipation as a function of time, with less well

defined points of incipient hysteretic energy dissipation for the recorded set of

ground motions. Tables [A6] and [A7] indicate that both designs dissipate a

small quantity of energy at the column bases.

The above mentioned statistics indicate that the average total frame dissi-

pated energy increases from 45.2 kip -in to 80.8 kip -in, and that the ratio

"total frame dissipated energy" divided by "total input energy" increases from

12.3% to 18% as the design is modified from its initial to final. states. A less

significant increase in the standard deviation of the dissipated energy also
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occurs during the design iterates. Consequently, the coefficient of variation for

total frame dissipated energy decreases from 1.161 to 0.74-2.

Constraint No
Initial Design Final Design

llFR STD HFR LFR llFR STD HFR LFR

SOFTJNEQ(41) 19.26 19.31 4-0.94- 56.96 32.06 17.29 51.4-8 65.82
SOFTJNEQ(42) 19.44 21.61 43.71 61.64 32.27 14.43 46.48 58.45
SOFTJNEQ(43) 2.49 2.03 4.77 6.46 15.12 8.51 24.68 31.74
SOFTJNEQ(4-4) 3.66 4.59 8.82 12.63 14.49 5.90 21.12 26.02
SOFTJNEQ(45) 0.00 0.00 0.00 00.00 0.00 0.00 0.00 0.00
SOFT INEQ(46) 0.00 0.00 0.00 00.00 0.34- 0.76 1.21 1.85

GDO =47.66 BDO =83.13 GDO =38.20 BDO =66.62
c.o.v. range =[ 0.78 - 1.68 ] range =[ 0.39 - 2.4-5 ]

average =1.18 average =0.93

Table [AB] : Girder Hysteretic Energy Dissipation

The statistics of hysteretic girder energy dissipation are summarized in

Table[A8]. First, it is recalled that the girders dissipate most of the frame hys-

teretic energy. Hence by comparing the values in this table to those in

Table[5.15] and the aforementioned total frame dissipated energy statistics,

one can see that the initial design dissipates approximately the same mean

value of hyster.etic energy for both 'sets of ground motions. However, the final

frame dissipates more hysteretic energy with the ARMA set than with the

recorded ground motion set. Both families of ground motion produce statistical

distributions of hysteretic energy dissipation which are characterized by large

coefficients of variation ( 0.93 and 0.98. respectively). This means that

enhancement factors of about 2 are required to achieve the specified level of

reliability.

The frame sway under severe quake loading is shown in Table[A9]. Even

though the c.o.v. remains approximately constant. increases in both the mean

frame sway and its standard deviation result when the initial design is modified

to the final design. This trend in behavior is similar to that obtained with the
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Constraint No
Initial DesiJ!n Final Design

MFR STD HFR LFR MFR STD HFR LFR

SOFT FINEQ(25) 1.962 .3377 2.246 2.394 2.782 .5452 3.241 3.481

GDO =5.04 EDO =6.12 GDO =5.04 EDO =6.12

C.O.v. average =0.172 average =0.164

Table [A9] : Statistics of Peak Frame Sway

recorded set of ground motions.

Summary

It has been shown that the ARMA model is capable of reproducing mean

extreme frame response quantities for both the moderate and severe lateral

loads limit states. The variation in frame responses for the moderate loads limit

state, however, appears to be associated with the variation of peak ground

accelerations. Behavior of the frame under severe lateral loads depends on a

ground motions intensity, duration and distribution on energy content. The

preliminary results of this study suggest that ARMA models can produce an

equivalent variation in frame response quantities resulting from these features

of ground motion. Nonetheless, our understanding of this process is inade-

quate. A study should be carried out to systematically investigate the sensi-

tivity of frame response quantities to the setting of ARMA model parameters,

the duration of shaking, and the overall shape and intensity of the variance

envelope.
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