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ABSTRACT

A cumulant-neglect closure scheme is developed for

determining the stationary and nonstationary response of

structural systems with hysteretic restoring force

characteristics. The method is applied for the analysis of

a hysteresis model with general strength/stiffness

degradation capabilities. This model has been used in the

past for stochastic seismic performance evaluation of

buildings. Response statistics obtained for the model

using thi.s closure technique are compared with eq-...livalent

linearization results via Monte Carlo simulation. The

study perfo~ed shows that the closure results are in

better agreement with simulation than those obtained by

linearization. This technique also provides information on

higher order statistics fer hysteresis models. These

statistics were not possible to be obtained previously

using the existing approximation techniques. These higher

order statistics are valuable in the reliability analysis

and prediction of the probability of survival of

hysteretically yielding structures.
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CHAPTER I

INTRODUCTION

1. 1 Ger.eral

The uncertainties inherent in most loading mechanisms

are known to create extremely complicated states of stress

which will inevitably challenge the applicability of the

basic deterministic techniques. Probability is, therefore,

a definite and integral part of any design process. Even

so, the current practice in the US overwhelmingly favors the

equivalent static response concept. However, major new

findings - specifically in regard to random dynamic forces

such as earthquake, wind, ocean waves, atmospheric

turbalance and jet noise - tend to question the wisdom of

such idealogical preferences.

1. 2 Backqround

The concurrent subject of vibration deals with the

excitatioPr the associated behavior, and the ensuing

response of the dynamic systems. In the particular area of

random vibration, on~ is confronted with the response of

vibratory systems, linear or nonlinear, reSUlting from

random excitation input. When nonlinearities are
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encountered, they may be through geometric or physical

sources. The geometric non-linearities are identified by

large detormations, while physical ~on-linearities arise

from the non-linear nature of the material itself. In

retrospect, the most studied - and perhaps the most crucial

torm of nonlinearity - is the one resulted when the

restoring force in a system is not proportional to the

deformation.

The next logical step after modelling the oscillating

system is to solve the governing stochastic differential

equations of random motion. Numerous sCilution techniques

for the response of linear systems have been developed and

documented in many books, (Robson, 1963; Crandall and Mark,

1963; Lin, 1967; Clough and Penzien, 1975; Nigam, 1983 and

Yang, 1986). However, the class of non-linear problems that

can be solved in exact forms are limited. If the response

is assumed to be Markovian, the Fokker-Plank-Kolmogorov

(FPK) equation can be used to derive a partial differential

equation for transition probability density function of the

response. In many cases, however, it is not possible to

solve the FPK equation in closed form. Thus, a variety of

approximate techniques for the response analysis of

non-linear systems have been developed. These include,

Equivalent Linearization (Coughey, 1963; Lin, 1967; Iwan,

1973; and Spanos, 1981), Gaussian and Non-Gaussian Closure

schemes (Crandall, 1980, 1985; Wu and Lin, 1984, Ibrahim,
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1985, and Ibrahim and Soundararajan, 1985), Perturbation

techr.iques (Crandall, 1~63; and Lin, 1967), Functional

series representation and Functional Annlysis (Ahmadi, 1982;

Jahedi and Ahmadi, 1983; and Ibrahim nd Pandy, 1989),

Simulation Methods (Shinozuka, 1970), Stochastic Central

Difference method (To, 1986; 1988), Stochastic Averaging

method (Stratonovich, 1963; and Roberts, 1981a), Finite

Element approach (Spencer and Dergman, 1985; Mohammadi and

Amin, 1988) and Equivalent Stochastic Systems (Lin and Cai,

1987; Lin, 1988). Of all these techniques, Equivalent

Linearization is t:hp most widely used for solving random

vibration of Hysteretic systems. This technique can be used

for both zero and non-zero mean analysis (Spanos, 1980;

Baber, 1984, 1985; and Noori and Baber, 1984).

1.3 Objective or Study

Because the original nonlinear system of equationsin

Equivalent Linearization technique is replaced by an

equivalent linear system of uncoupled equations, this method

is incapable of displaying the effects of non-linearity. In

order to improve Equivalent Linearization technique and

calculate the response of nonlinear systems more closely,

other approximation techniques, such as Non-Gaussian closure

method have been developed. Ibrahim and Soundararajan

(1985), and Wu and Lin (1984) developed a Non-Gaussian
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closure scheme for determining the response statistics of

non-linear systems under external and/or parametric

excitation. This technique can be used for both single or

mUlti-degree of freedom systems, possessing the non­

linearity in the restoring force, damping or inertia terms.

However, the technique as presented was only applied to

systems with polynomial type non-linearities. The objective

of this study is to extend the Cumulant-Neglect Closure

scheme for the response analysis of no~linear systems with

general hysteretic behavi cr-. This will resul t in

information which is useful in random vibration and

reliability analysis of the hysteretically yielding systems.

1. 4 SUlIGaiU'Y of the Contents

The response of a SDOF hysteretic system subjected to

zero mean Gaussian white noise excitation is studied in this

report. In Chapter 2, first the development of general

hysteresis models are briefly discussed, and then the

history and the mathematical formulation of the so-called

smooth hysteresis model is presented. Approximate solution

techniques for nonlinear random vibration problems are

reviewed in Chapter 3. The focus of this chapter is on the

mathematical development of a Non-Gaussian solution method

using Ito-different!al formula. Application of the proposed

solution technique of Chapter 3 to the smooth hysteresis
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systems is given in Chapter 4. Chapter 5 contains the

numerical studies of Chapter 4. Two studies related to

Non-Gaussian random vibration analysis are presented in

Chapter 6. The first study is the application of the Non­

Gaussin solution technique proposed by Crandall (1980) to a

SOOF system having a tangent hyperbolic restoring for.ce.

The second study is 8 proof of the equivalence of Equivalent

Linearization and Ito-differential approch by assuming

Gaussian response. Conclusion, remarks anc f;uggestions are

given in Chapter 7.
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CHAPTER II

HYSTERESIS MODELS

2.1 General

Analytical modeling of any structure subject to dynamic

loadings requires the compelete knowledge of force­

displacement relationships. When sUbjected to high random

excitations, the structure may go through numerous cycles of

inelasti.c response. These responses can be accompa5..ned by

strength and/or stiffness deteroration in form of hysteresis

loops action (Newmark and Rosenblueth, 1971; Vanmarcke and

Veneziano, 1973; Bertero, Popov and Wang, 1974: Sozen, 1974;

Atalay and Penzieen, 1977; Gosain and Jirsa, 1977; Sues, Wen

and Ang, 1983; Keshavarzian and Schnobrich, 1983; and

Vielsack, 1987). Because of the practical signit'icace of

this type of behavior, specifically in Earthquake

engineering and base isolation system design, modelling and

analysis of these systems have been the subject of .xt.nsi~~

studies over the past two decades. This chapter discusses

briefly the development of general hystersis models by

focusing, in specific, on the history and the mathematical

formulation of the so-called smooth transitional model.
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2.2 Existing Models

In recent years, various types of piecewise linear and

smoothly varying hysteresis models have been developed by

many researches. Ozdemir (1976), Baber and Wen (1981,

1982), Baber and Noori (1985, 1~U6}, Noori and Baber (1984),

Noori, Chai and Davoodi (1986), Noori, Davoodi and Choi

(1986) and Choi (1986) reviewed much of this work. The two

important factors involved in developing analytical models

for hysteretic systems are: 1) capability of models in

representing the inelastic, hysteretic, degrading and loop

pinching behavior, and 2) compatibility of models with the

existing approximate solution techniques.

2.2-1 Bilinear Model

The bilinear model of classical plasticity which

exhibits a sharp transition from elastic to plastic state is

perhaps the simplest and most widely used model for

inelastic behavior of structural elements under both random

and deterministic cyclic loadings. The model consists of

linear spring elements and coulomb slip element (Iwan,

1966) • Caughey (1960a, 1960b) studied the behavior of a

single degree of freedom system with bilinear hysteresis

characteretics under deterministic and random excitation.

Using an equivalent linear system, based on ICrylov and
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Bogolinbov assumption, he showed that bilinear hysteresis

are beneficial for small or moderately large inputs. He

further concluded that bilinear models are not useful for

increasing the effective damping in structures subjected to

high random excitation.

For bilinear hysteretic systems subjected to stationary

Gaussian white noise, Iwan and Lutes (1967) used electronic­

analog techniques to determ~ne response statistics. They

showed that the probability distribution of the response is

strongly influenced by the excitation level and is, in

general, non-Gaussian. Brown (1969) used an analog computer

simulation and equivalent linearization technique to analyze

the response and failure criteria of a bilinear hysteretic

single degree of freedom system. By applying the technique

of stochastic averaging, Roberts (1978) obtained the joint

distribution of the displacement and velocity of a bilinear

single degree of freedom system. ~ansirikongkc1 and

Pecknold (1980) used bilinear hysteresis model for stUdying

the earthquake response of multi-degree of freedom systems.

Using an analytical technique based on equivalent

linearization, Asano and Iwan (1984) studied a single degree

of freedom bilinear system subjected to non-stationary

random excitation. Most recently, Mohammad Yar and Ha~ond

(1987) developed a differential equation for true bilinear

hysteretic systems. They showed that for properly chosen
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parameters, their model is capalable of simulating Caughey's

bilinear model (1960a, 1960b). Further studies on Bilinear

hysteretic models are reported by: Caughey (1963), Takeda,

Sozen and Nielsen (1970), Kobori, Minai and Suzuki (1974),

Iyengar and Dash (1978), Kelly and Tsai (1985) and Cape~chi

a~d Vestroni (1985).

2.2-2 Elasto-Plastic Model

Anothe~ popular model used in the nonlinear analysis of

structures is Elasto-plastic model which is a limiting case

of a bilinear model. The restoring force diagram of this

model is charac~erized by a constant force during its

plastic deformation. This model was used by Bycroft (1960)

for studying the response of systems subjected to stationary

white noise excitation. Penzien and Liu (1969) used

recorded and simulated ground motion data and obtained the

response statistics of an elasto-plastic model. Ditlevsen

(1986) studied the plastic movement process of a SooF linear

elasto-plastic model subjected to stationary Gaussian

process excitation. Other studies on elasto-plastic model

are reported by Karnopp and Sharton (1966), Raul and Penzien

(1974), Vanmarke (1976), Chopra and Lopez (1979), Yamada and

Kawamura (1980) and Grossmayer (1981).
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2.2-3 Smooth Hysteresis Model

The bilinear models are not capable of representing the

actua~ behavior of many structures, ~uch as steel or

concrete bu ~.ldings, observed in practice (Newmark and

Rosenblueth, 1971; Bertero, Popov and Wang, 1974: Sozen,

1974; Park and Paulay, 1975; Atalay and Penzien, 1977;

higashi, Ohkubo and Ohtsuka, 1977; Matsui and Mitani, 1977;

Minai and Wakabayashi, 19771 Mitani, Makino and Matsui,

1977; Sues, Wen and Ang 19831 and Iwan and Cifuentes, 1986).

In an effort to simulate a smooth transition from elastic

into plastic range, researchers have developed smooth

hysteresis models. Ramberg-Osgood model (1943) and Bouc

model (1967) are the most popular models of this class of

hystereses.

Ramberg-Osgood model is an a1gebric model based on th~ee

parameters: Young's modulus and two secant yi9ld strength.

This model when coupled with Masing's rule for unloading and

reloading gives a continous transition from elastic to

inelastic stage.

The major limitations inheritive tn the modals based on

Ramber9-0s~ood form~lation are; 1) the difficulty in

introducing stiffness and strength degradation, ~nd 2) the

problems with adoptabil.'lty for random vibration analysis.

In 1967 Bouc introduced a differential equation for smooth
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hysteresis mo~els which was later generalized by Wen (1976)

and Baber and Wen (1979). A wide range of hysteresis

behavior, including bilinear hysteresis, ean be obtained by

using Wen's model.

Wen (1976) modified Boue's model and developed an

approximate method for general random response analysis of

a single degree of freedom system under filtered Gaussian

shot noise excitation. Pivovarov and Vinogradov (1987) used

Bouc's model to represent the non-linear hysteresis behavior

in a vibrating cable. They showed that within some range of

load parameters, Boue model is capable of representing the

non-linear effects of a vibrating stranded cable. Hoshiya

and Maruyama (1987) developed an identification method, the

extended Kalman filter incorporated with a weighted global

iteration, identifying parameters on the hysteretic

restoring force systems of Bouc's (1967).

Based on the eqt.1ivalent linearization technique,

Mohammadi and Amin (1988) used ~ stochastic finite element

approach to obtain the dynamic response of framed structures

supported on hysteretic media. Using Wen's model (1976)

they developed a hysteretic beam element with one yield

region at each end. Another smooth hysteresis model was

presented by Iwan (1977) Iwan' s model was based on the
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behavior of an infinite number of bilinear sy~tems.

2.2-4 Degrading Hysteresis Kodel

The experimental results show that the stiffness and/or

the strength of structures deteriorates when subjected to

severe cyclic loads (Celebi and Penzien, 1973: Bertero and

Popov, 1977: Sozen, 1974: and Chang and Lee, 1987). Baber

and Wen (1981) used hysteretic energy dissipation as an

index of re~ponse severity and duration to control stiffness

and/or strength degradation on dynamical systems using

Baue's model. They used this model to study MDOF shear beam

and discrete hinge structures subjected to random

excitations (Baber and Wen, 1979, 1982). Anq and Wen (1982)

used Baber and Wen I s model to study the structural damage

under earthquake excitations. Sues, Wen and Anq (198J)

modified the hysteresis model of Baber and Wen for sisemic

per.formance evaluation of buildings. They used maximum

deformation in each cycle durinq loading as a measure of

degradation for the next c)'cle.

constatinou and Tadjabaksh (198S) used rate independent

hysteresis model of Wen (1976) to model a hysteresis damper

for base isolation systems. SU, Ahmadi and Tadjabaksh

(1987) showed that this base isolation system is relatively

effective for high amplitude and high frequency earthquakes,
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but it is not suitable for earthquakes with considerable

energy at low frequency. Mostagel and Ahmadi (1988) studied

a nonlinear base isolation system based on a friction type

isolator in parallel with a hysteresis element.

2.2-5 pinching Kodel

Of the available hysteresis models, loop pinching models

are the ones best suited to represent more complex forms ot

yielding behavior encountered in practice (Celebi and

Penzien, 1973; Sozen, 1974; Bertero and Popov, 1977; Aoyama,

Umeura and Minamirlo, 1977; Atalay and Penzien, 1977; Matsui

and Mitani, 1977; Grossmayer, 1981; and Yamada and Kawamura,

1980). However, many of these models are developed

emp~rically and they require several variables for

describing the hysteresis behavior (Banon, Biggs and Irvine,

1981; Stanton and McNiven, 1983; Saatcioglu, Derecho and

Corley, 1983; and Filippou, Popov and Bertero, 1983).

Recently Baber and Noori (1985) and Noori and Baber (1984)

developed several general hysteretic models capable of

pinching, stitfnesR and strength degradation behavior. They

also proposed a mathematical approach for constructing such

general hysteresis with a wide range of deterioration

characteristics. These models incorparate a slip-lock

element in series with smooth hysteresis of Baber and Wen's

(1979) • Choi (198Ei) studied the zero and non-zero mean
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randcm vibration of a SDOF system having the ttpe of

degrading hysteresis which was developed by Noori and baber

(1£84) •

Based on their proposed mathematical technique, Noari

and Baber (1984) developed a single element pinching model

which ca~ easily be incorporated in stochastic vibration of

hysteretic. Noori, Davoodi and Choi (1986) and Noori, Choi

and Dvoodi (1986) studied the zero and non-zero mean random

vibration analysis of a series model with strength/

stiffness and pinching characteristics. This model was

constructed based on the mathematical approach proposed by

Noori and Baber (1984) and Baber and Noori (1985). More

recently Noori, Saffar, Davoodi and Ghantous (1988) have

reported the equivalent linearization of a further

generalized hysteresis capable of pr4'ldictinc;r the stiffness

degradation in the unloading cycle. This model will appear

in the literature.

The inelastic model which is used in this work is a

smooth hysteresis model originaly proposed by Bouc (1967)

and generalized by Wen (1976) and Baber and Wen (1979) to

include degradation. Application of the proposed

approximation technique to other qeneral hysteresis is not

considered in this work but it can be easily performed.

14



2.3 Mathematical Description of Smooth Bys...eresis Model

Consider a single degree of freedom system as shown in

Figure 2.1. The governing differential equation of motion

can be written as

.. .
MU + CO + qeU, t) - F(t) [2.1 J

where M is mass of the system, U is the generalized

coordinate, q is the total restoring force, and Fet) is the

forcing function. The restoring force q consists of two

elements which are in parallel, a line·.1r spring force with

spring constant K, and a hysteretic restoring force (l-a)KZ.

q - aKU + (l-a)KZ [2.3]

After subsituting for q and dividing both sides of the

equation by H, equation [2.1J can be written as

[2.3]

where r is damping ratio, Wo is the natural frequency

(K/m)lIiZ, a is the ratio of post yield to pre-yield

stiffness, and ret) is the forcing function per unit mass.
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The smooth hysteresis restoring force Z is described by

[2.4]

where A, ~, 1 and n determine the hysteresis shape.

Equation [2.4] can approximate a bilinear model when n

approaches ttl. The characterstic of equation [:2.4) can be

better seen if it is divided by U

dZ
dU

lui
= A - P Izl n - l z - llzln

U
(2.5]

The nature of the hysteretic restoring force can be better

observed if one looks at equation [2.5] in four different

regions. For the case of n-1, the resul tinq hysteretic

shapes, for different combinations of ~ and 1 and when U is

a constant amplitude harmonic motion , are shown in Figure

2.2. Thp- choice for A, 6 and 1 are not completely

arbitrary; they have to assure that the total energy

dissipation for ~ cycle is positive.

There are three important quantities that define a

softening system, maximum value of hysteretic force or

post-yield stiffness.

ultimate hysteretic strength, initial stiffness and

Maximum hystertic force when 0 and Z

are positive for an arbitrary n is

16



The yield level. f y , is thus given by

[2.6]

f y = (1-~)
K [ A ] lin

B + 1
[2.7)

The initial stiffness Ki can be calculated by finding the

slope of total restoring force, q, at Z=O. For the case of

n=l Ki is given as:

K~ ~ QK + (l-Q) K A

The post-yield stiffness (finial stiffness) is

[2.8]

[2.9]

The physical significance of (t can be found by dividing

equation [2.9J by equation [2.8] after setting A-l.

[2.10]

Hysteretic model described by equation [2.41 is not capable

of stren~h and/or stiffness degradation. Baber and Wen

(1979, 1981) have considered the total energy dissapation as

a measure of system deterioration. Examining a typical

hysteretic system, as shown in Figure 2.3, the differential

17



energy of a system can be written as

d£ = (I-a) K Z dU = (I-a) K Z U dt

Therefore the rate of energy dissipation is

. .
f. = {I-a) KZ U

and the total energy is

t f

, z (1-.) K I ZU dt

to

[2.11]

[2.12]

[2.13]

Because of the nature of hysteretic systems £ defined by

equation [~.13) is always positive. Degradation can then be

introduced by modifying equation (2.4] in the following

manner;

(2.14]

where v and ~ are considered to be increasing tWlction of £

and A is considered to be a decrea&ing function of f The

deterioration parameters were chosen as

18
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(2.1S-b]

[2.1S-C]

where AO' ~o and Vo are the initial values and oAr 6~ and 0v

are parameters controling the rate of degradation. Figure

2.4 illustrates the effect of degradation parameters on a

hysteresis reotoring force for a cyclic displacement input.

v and ~ present strength and stiffness degradation

respec~ively and A induces both stiffness and strength

degradation. An in depth study of smooth degrading

hysteresis model is given by Baber and Wen (1979).
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CHAPTER III

SOLUTION TECHNIQUES AND THE PROPOSED GENERAL

ApPROXIMATION METHOD FOR HYSTERETIC SYSTEMS

3.1 General

Analytic models used for the deterministic response

analysis of structures, can be easily adapted for stochast~c

vibration by replacing the deterministic:: input excitation

with a random process. The theory of random vibration for

linear time-invarient systems have been well developed and

documented by Crandall and Mark (1963), Robson (1963), Lin

(1967), Clough and Penzein (197S), Nigam (1983), Yan~

(1986), and Schueller and Shinozuka (1988). However, the

fundamental solution approach for linear systems under

random excitation, such as time domain superposition or

frequency domain superposition, are not applicable for non­

linear systems, systems with random coefficients. That

would leave the use of the FPK equation as still the most

powerful tool in obtaining an exact selution to nonlinear

random vibration problems. However, the FPK formulation can

be applied to only a limited cla,s8 of nonlinear problems

with special forms ot nonlinearity. Hence, the lack of a

general technique for closed torm solution of nonlinear

random vibration problems has risen the development of

alternative approximate solutions. This chapter briefly
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reviews some of these techniques, and also focuses on the

advancement of a non-Gaussian solution method which is

proposed by the author for the random vibration analysis of

hysteretic systems.

3.2 Basic Preaise

Complete analysis of random vibration problems requires

statistical i~formation on the response of the system under

study. Random vibration problems can be categorized

according to the force-displacement behavior of the system,

whether the system behaves linearly or nonlinearly under the

excitation; types of the excitations, i.e. external and/or

parametric, single random process, finite number of discrete

processes or continuously distributed random field, and the

behavior of the excitation and the response, i.e. stationary

or nonstationary, Gaussian or non-Gaussian nature of the

input or the response. The exciting solution techniquea can

also be classified in a broader sense of exact solutions or

approximate solutions.

During the past twenty five years, researchers have

developed a number of approxiDate techniqup.s f~r estimatinq

the response statistics o~ non-linear systems to random

excitatins. Two of these methods namely Monte Carlo

Si:nulation (MeS) and Equivalent Linearization (EL) are most

21



widley used tor highly non-linear problems such as

hysteretic systems. other approximate methods are:

Pertubation technique (Crandall, 1963), Stochastic Averaging

technique (stratoJ~ovich, 1963), Gaussian and Non-Gaussian

techniques (Dash and Iyengar, 1982; Crandall, 1980: Wu and

Lin, 1984; Ibrahim and Soundarajan, 1985, and Davoodi, Noori

and Saffar, 1988), Winer-Hermite series approximation

(Ahmadi, 1982 and Jahedi and Ahmadi, 1983), Finite element

approach (Speflcer and Eergman, 1985: Mohammadi and Amin,

1988), Stochastic Centeral Difference method (To, 1986,

1988), Equivalent stochastic system (Lin, 1988). A good

review of nonlinear random vibration solution technique can

be found in articles by Ibrahim and Roberts (1978), Crandall

and Zhu (1983), Roberts (1984b), To (1987) ar..5. Lin et 211

(1986) .

3.2-1 Pokker-Planlc-Kolaogorov Approach

The transition probability density function of a system

whose response is a Markov process can be written as the

solution of a partial differential equation - known as

Fokker-Pla:'lk-Kolmogorov (FPK) equation. The mathematical

derivation of FPK equation has been given in numerous

references (Caughey, 196321; and Lin, 1967). The FPK

equation was developed independently by Fokker, Plank and

Kolmoqorov and has two basic forms, namely the forward and
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the backward equations. In the forward equation formulation

time derivatives are taken with respect to the future time

that is:

8P(Y,t) n

----.-~
at i-I

8
(ai(Y,t) P(Y,t)J +

1 n

~
2 i-I

n

I
j-l

[bij(Y,t) P(Y,t)J (3.1)

and in the backward equation time derivatives are taken with

respect to the earlier time:

8P(Y,t) n 8P(Y,t)
= - l: ai(Y,t) +

at ,-, ay,

1 n n a2 p(Y,t)
:E ~....

2 '-I j-, 8Y j 8Y j

(b1j(Y,t) P(Y,t») (3.2]

where

Yet) - (Y" Y2 , ••• , yn)T

P(Y,t) • P(Y(t~l) IY(tn») • transition probability

a i (Y, t) - first incremental moment- or drift

coefficients

1
• lim E{Yj (t+At) - Y j (t) }

/u-o At

blj(Y,t) - second incremental moment or diffusion

coefficients.

23
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1
- lim E{ [Y j (t+t.t) - Y; (t»)

llt-O At

[3.4J

The initial conditions for these equations are

1
p (Y IYo) - 6 (Y-Yo)

At
[3.5]

The complete statistical description of the response of

a system can be obtained by solving its corresponding FPK

equation. However, in many cases it is not possible to

derive a closed form solution for the stationary or

non-stationary probability density function. The uniquness

and the existance of FPK equation and its limitations are

discussed by Caughey (1963a, 1971).

In order to overcome the difficulty in solving the FPX

equation, this technique is frequently used in conjunction

with other methods such as numerical approximation (Spigler,

1985: Kapitaniak, 1985:) and stochastic averaging (Davies,

1983: Roberts, 1984a, 1986). It is also possible to

generata the response statistical function of a system, in

particUlar the response moments and correlation functions,

without solving FPK equation directly (Ibrahim, 1985,

Caughey and Dienes, 1962).

24



3.2-2 SiJDulation

Numerical simulation, also known as Monte Carlo

simulation, is essentially a determini~tic technique based

on averagin3 many response samples. In this technique first

a large n~er, n, of sample excitations according to some

probability law are generated. Then the response of the

system subjected to each sample excitation is calculated and

processed to obtain the desired statistics. Simulation

technique is a relatively general and simple technique

Which is applicable to both single and multi degree of

freedoll. systems of any degree of complication. This

technique is often used to inspect the accuracy of the

existing approximation techniques when exact solution is not

available. The main drawback of this method is the computer

cost which increases in proportion to the number of

ensembles, n, while the statistical uncertainty in the

response statistics decreases in proportion to n t (Cr~Adall

and Zhu, 1983).

3.2-3 Pertubation

Crandal~ (1963) extended the classical pertubation

method of deterministic vibration for random vibration

problems involvinq small nonlinearity.

25
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degree of freedom system whose governing dynamic equation is

given by;

.
L(U) + f g(U, U) - F(t} • 0 [3.6]

where L is a linear operator and 9 is a nonlinear function,

f is a small parameter and F (t) is a weakly stationary

excitation. If f is small, then the s.;,lution of Equation

[3.6J can be approximated by a power ~~ries in terms of f.

[3. i)

Substituting Equation [3.7] into Equation [3.6] and equating

the terms which have the same power of E, results

L(Ua) • F(t)

.
L(Ul) - -g(Uo, Uo) [3.8J

Equations [3.8] form a set of linear equations and they can

be solved using standard methods of linear random vibration

(Lin, 1967). In practice the approximation for the response

of a stochastic system is seldom carried out beyond the

first term.
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3.2-4 Equivalent Linearization

Equivalent linearization technique is perhaps the most

widely used approximation technique in random vibration

today. This technique was first developed independently by

Booton (1954) and Caughey (1963b), and later was generalized

by Foster (1968), Iwan and "ang (1972), Atalik and utku

(1976), spanos (1978, 1979, 1981), Beaman and Hedrick (1981)

and Baber and Wen (1982).

The basic idea of equivalent li~earization technique is

to replace the original nonlinear dynamic system by an

equivalent linear system. Then, the solution of the linear

system is taken as an approximate solution to the original

nonlinear equations. The coeficients of the linear

equations are obtained by minimizing the mean square error

between the nonlinear and linear equations.

The qeneral problem of defin~ng equivalent

systems can be described as follows. Gi "en an

nonlinear set of stochastic differential equations

g(u,n,u,t) = F(t)

linear

initial

[3.9]

find an equivalent system of linearized equations of the

form
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·MU • co + KU + £(U,U,u,t) = F(t}

by minimizing the error of linearization

..
£(U,U,U,t) - g(U,U,U,t) - (MU + CU + KU)

p.10J

(3.11 J

keeping in mind that U and F ~re stochastic processes. The

process requires using least square minimization in the mean

square sense which results in minimizing E(fTq with respect to

8E [fTn/8mij = 0 [3.12a)

8E [£T£ )/8Cij • 0 [3.12b]

8E [£T£l/8kij "" 0 [3.12c]

It can be shown (Atalik and Utku, 1976) that this is

equivalent to

mij - E [8gi ( • ) / auj J [3.13-a)

Cij - E [8gi ( . ) / au j J [3.13-b]

k· . -E[ 89i(·)/8Uj] [3.13-c)~J

provided that u are zero mean Gaussian processes and tile

partial derivatives exist.

By the transformation of variables the linearized
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Equation [3.10) can be written in the vector form as

y + Gy • aCt) (3.14 )

where aCt) is a vector of possibly correlated Gaussian white

noise components, and y is the state-space vector of

response coordinates. The covariance matrix equation for the

linear system of Equation [3.14) can be easily derived by

simple matrix manipulations

[J.1S-a)

where SY"1 ". E[yyT] is the zero time lag covariance matrix

and W - 2~D with 0 being the constant power spectral density

matrix. since Syy is sY1ll:llletric, Equation [3.1S-a) can be

transformed into a vector form

.
s+Ls-b [3.1S-b)

and integrated for s in the transient case, or solved by

inverting L in the stationary case.

Because the equivalent linearization method is one ot

the simplest to implement, it has been used extensively tor

studying hysteretic systems (Wen, 1976; Baber and Wen, 1979;

Baber and Noori, 1986; Noori and Baber, 1984.) Spanos

(1980) extended the equivalent linearization technique for
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the cases :involving non-zero mean excitation. Nccri and

Baber (1984) and Baber and Noori (1986) applied this

technique for zero and non-zero mean analysis of several

hysteretic systems. Recently Baber (1985) studied the

random vibration of hysteretic frames subjected to non-zero

mean excitation using equivalent linearization technique.

He showed that stationary solution does not always exist.

Noori, Davoodi and Choi (1986) applied the equivalent

linearization for stUdying the zero and non-zero mean

analysis of a new proposed hysteresis model.

It must be noted that since the linearized coficients of

the equivalent linear system are obtained based on mean

square minimization of the error, tile prediction of the

second order moment may not be reliable. An in depth review

of Equivalent Linearization technique can be found in

references given by: Baber and Wen (1979), Roberts (1981b),

Spanos (1981), Noori and Baber (1984) and Beaman and Hedrick

(19Bl) •

3.2-5 Wiener Beraite Expansion

The Wiener Hendte series expansion method Was first

developed by Cameron and Hartin (1947) and Wiener (1958).

In this method both the forcing function and the respcnse of

the system are expanded on the random, statistically Wiener-
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Hermite set. The zeroth order term co:responds to the mean

value, the firs~ order term corresponds to the Gaussian part

and the second and higher order terms ccrrespond to the Non­

Gaussiar. part of the random function. The original dynamic

equation of the system are used to derive the unknown kernel

functions of the Wiener-Hermite expansion of the response

and the corresponding series for the forcing function.

Wiener-Hennite series expansion technique was proposed

and developed by Ahmadi (1982) in the analysis of strong

electrostatic pla~ma turbulence. Jahedi and Ahmadi (1983)

used a single term expansion to analyze .he non-stationary

random vibration response of a DUffing oscillator subjected

to a modulated White noise excitat:ion. Orabi (1986) and

Orabi and Ahmadi (1987b) improved the result of sinqle-term

expansion by considereinq the first three terms in the

Wiener-Hendte series. This tec?-.nique is very useful for

analyzinq systems with high noniinearities. It could also

be used for cases of non-stationary input excitation as well

as stationary input excitation.

3.2-6 Gaussian and Non-Gaussian Closure

In the area of stochastic dynamics, the term "closure

technique" refers to a procedure for tr~ncatin9 the infinite

hierarchy of governing statistical moment equations of the
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system r\~sp()ns/~. The need for such a procedure arises when

one tries to ontain, using the avaliable solution

techniques, the moment equations of a nonlinear system under

the external and/or internal random loading. There are

basically two types of closure techniques availa):)le: the

first type is when the truncation assUlIlption is applied

directly to the j oint moments of the response, and the

second type is when the closure assumpticn is applied to the

joint probability density of the response variables.

It is philosophically convenient to investigate

proba):)ility density function truncation techniques in terms

of Gaussian and non-Gaussia.1 clo$ures. Assaf and Zirkle

(1976) proposed a general solution technique for a class of

nonlinear problems, discontinuous or non-polunomial type

restoring force, by assuming an appropriate density function

for the response coordinate. Iyengar and Dash (1978)

developed a Gaussian closure technique based on the

ass\.:.mption that the j:"Jint probability density function of

the response variables and input variables are Gaussian.

Beaman (1978) presented an approximation solution technique

based on the assumption that the probability density

function of the response ot a nonlinear system is goverend

by a multi-dimensional form of Gram-Charlier series.

crandall (1980) introduced an approximation method by

applying a Non-Gaussian closure technique. In outline, the

method consistE of constructing a Non-Gaussian probability

32



distribution with adjustable parameters for the response and

us~ng momer.t relations derived from the equation of the

motion to obtain differential or algebric equations for the

unknown parameters. Noori, Saffar and Davoodi (1987)

applied Crandall's technique to a system having tangent

hyperbolic nonlinearity in the restoring force. The detail

study of this work is given in Chapter 6. Davoodi, Noori

and Saffar (1988) developed a Gaussian closure technique

based on Ito-stochastic approach to study the behavior of a

single degree of freedom hysteretic system.

The second type of closure is when the truncation is

directly appl ied to the moments. Wu and Lin (1984) and

Ibrahim and Soundaraj an (1985) independently developed a

cumulant neglect closure method based on Ito stOChastic

approach. Since the proposed technique in this thesis is an

extension and generalization of the method developed by

Ibrahim and Soundararajan (1985) and WU and Lin (1984) which

is based on Ito-calculus formulation of the governing

differential equation of motion, a review of Ito stochastic

differential formulation for nonlinear systems is presented

in section 3.2-8.

3.2-7 other Techniques

There are also other approximation techniques which were
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not dissussed in detail, these are Stochastic Averaging

method, Equivalent Stochastic system and Stochastic Central

Difference technique. In this section a brief discussion of

tnese methods are presented.

Stochastic Central Difference technique (To, 1986, 1988)

for random vibration problem is basically an extension of

the deterministic Central Difference method. This technique

can be applied to systems having stationary or nonstationary

random excitation. Since the formulation of this technique

is hased on the Finite Element method, therefore it can

easily be implemented in the Finite Element packages

currently available.

Stochastic Averaging technique is referred to a class of

procedures in Which rapidly fluctuatinq terms are averaqed

out to provide a simpler set of equations for slowly

fluctuating response coordinates. This technique involves a

procedure for taking into account the effect of a random

excitation multiplied by a correlated response. The ground

work of Stochastic Averaging method was done by Krylov and

Bogoliubov for deterministic excitations, and formulated for

stochastic problems by stratonovich (1963). A qood

discussion on this solution technique is qiven by Ibrahim

(1985).

Equivalen~ Stochastic Systems (Lin, 19S5) is referred to
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a class of problems which share the same probabilistic

solution. In this technique, the nonlinear system under

study is replaced by an equivalent system wh~se solution is

known.

3.3 Ito-Stochastic Differential Approach

The general governing equation of motion of most

physical systems can be written as a set of first order

differential equations in terms of the state vector Yet}

dY (t)

dt
= F(Y,t} + G(Y,t) dW(t) [3.16 ]

where:

Yet) is an n-dimensional vector of system response

variables~

w(t) is an m-dimensional vector of stochastic random

process, whose influence on the system is through

G(Y,t) matrix;

F(Y,t) is an n-dimensional vector representing the

linear or nonlinear deterministic part of the

model:

G(Y,t) is an n x In linear or nonlinear matrix, whose

elementc can be functions of system variables and

time.
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Here it is assumed that W(t) is a mathematical Gaussian

White noise with zero mean and auto-correlation function

given as

Rw(d1) - 2D 0(1) (3.17]

where 2D is the power spectral density of the white noise

and 0(7) is Dirac delta function. The Gaussian white noise

can be formally wri~~en as the derivative of Browian motion

process, B(t):

dB(t)
W(t) =

d (t)
[3.18]

Some authors prefer to use unit Brownian motion which in

that case equation [3.18] is written as:

wet) • 0 2
db(t)

d(t)
[3.19]

where a2
B 2D and bet) is a unit Brownian motion process.

By u~inq equation [3.17], Equation (3.16] can be written

in the Ito form:

dy(t) - F(Y,t) dt + G(Y,t) dB(t) (3.20]



where B(t) is an m-dimensional vector, with the following

properties:

E{B; (t)} • E{dB;Ct)} - 0

E { [dB i Ct) ) 2} ... (] ; 2 d t

where (J; 2 is the variance parameter,

[3.21)

[3.22 )

which is a positive

constant. Here and throughout this work E { .) represents

expected value.

The Ito state vector differential equation, Equation

[3.20), can be used to derive a general moment equation for

the sj~tem variables. The differential of a scalar function

t(Y,t), using Ito differential rule (Jazwinski, 1970;

Arnold, 1974; and Ibrahim, 1987) can be written as:

at
dtCY,t) - (-- + t Trace G Q GT tyy)dt + t yT dY

at

where

[3.23 )

Q dt - E{ [dB Ct») [dB (t) ) T}

t yT - {at/aY1' at/aY2' •.. , at/BYn }

t(Y,t) - Scalar-valued real function, continuously

differentiable in time and po••essing continous

second mix partial derivaties.
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a2,/aY,2 aZ+/ay,yz aZi/ay,Yn

aZt/ayzY, ..... .. .. . ........
t yy • .. .. .. ..... .. .. .. ..... .. .........

.. .. . . .. ... ... .. ..... .. .........
a'l.w/aYnY, .......... a2t/Byn

2

Replacing the function t (Y, t) of Equation [J. 23] , by

t (Y) = (Y,K', y./2, ... , y n
Kn), an arbitary scalar function of

the response coordintes, yields

at (Y)
dt(Y) _ ( ]T dY +

iJY;

1 Trace [G Q GT tyyCY)] dt [3.24 ]

The choice of +(•) depends on the type of the statistical

fu~ctions to be evaluated. The expression ~iven herein, and

suggested by Ito, is used if the joint moments of response

are required. Taking the expected value of both sides of

Equation [3.24] and dividing it by dt yields the general

form of .the moment differential equation.

H(Y)
E{dt(Y)} • E{( ]T dY) +

BYl

1

2
E{Trace (G Q GT tyy(Y)] dt}
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a2+/aY,2 82t/8Y, Y2 a2+/ay, 'ln

a2
+/8'l2Y' ... .. ..... ...........

t 'l'l - .. .. .. .. .. .. .. .. ........... .............
.. .. .. .. . .. .. .. .. .............. .. ..............

82i/o'lnY, ................ a2+/8Yn
2

Replacing the function t(y,t) of Equation (3.23), by

fey) = (y.1C:1, 'l,"z, ... , y n
Kn ), an arbitary scalar func":.ion of, ,

the response coordintes, yields

at (y)
dt('l) - ( )T d'l +

8'i j

t Trace [G Q GT t'ly(Y)J dt (3.24 )

The choic~ of +(.) depends on the type of the statistical

functions to be evaluated. The expression given herein, and

suggested by Ito, is used if the joint moments of response

are requir.ed. Taking the expected value of both sides of

Equation [3.24] and dividing it by dt yields the general

form of ,the moment differential equation.

at('l)
E{dt(Y)} - E(( )T dY} +

a'll

1
E{Trace [G Q CT tyy(Y)] dt}

2
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a,(y)
- E{[ ]T [F(Y,t) dt + G(Y,t) dB(t)]} +

8Y j

1/2 E(Trace (G Q GT +yy(Y)] dt}

,. 8+(Y) ...
E{ (--] , F(Y,t)} dt +

at (Y)
E{[ ]T G(Y,t) dB(t)]} +

BY;

1/2 E{Trace [G Q GT +yy(Y)] dt} (3.25 ]

Because of Equation (3.21] the second term in Equation

[3.25] makes no c~ntribution and the moment equation can be

written as:

• at (Y)
MK = E{[ ]T F(Y,t)} dt +

8Y j

1

2
E{Trace [G Q GT +yy(Y)] dt} [3.26]

where K = K, + K2 + ••• + ~, F (Y, t), and G(y, t) are as.
defined in Equation [3.16], and M is the time derivative of

M. Equat.ion [3.26] can be used to write up to the Kth order

moment differential equation of a system which is described

by Equation [3.16). A very qood treatment for the

develo~ment of moment equations, usinq Ito-Differential
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approach, can be found in the thesis by Bover (1978).

If the governing dynamic equation of the system,

Equation [3.16), were linear then, the moment equations

obtained from Equation [3.25] form a closed set of first

order differential equations. However, if the governing

equations are nonlinear then the resulting moment equations

will be coupled with higher order moments. This infinite

hierarchy of the moment equations can be solved by using

proper closure techniques (I~rahim ,1981, 1978).

In this work a brief review of the available closure

techniques is first presented. Then a new closure technique

is proposed by the author for deriving the moment equations

of nonlinear systems with general hysteretic form of

nonlinearity.

3.4 Closure Techniques

Equation [3.26) can be used to obtain a set of first

order differential equation of response moments of a

dynamical system subjected to external or parametric random

excitation. If the governing equations for the system are

nonlinear, then the reSUlting moment equations are coupled

with higher order moments.

40



The term "Closure Technique", in stochastic dynamics,

refers to a procedure for truncating the infinite hierarchy

of governing statistical moment equations of the system

response. From mathematical point of view, a closure

technique is said to be proper if it does not violate the

moment properties and other statistical conditions. On the

other hand, an appropriate closure technique for an engineer

is the one that results into moments which are close to

experimental findings.

The problem of infinite hierarchy of moment equations

can be described in general form as:

.
Hi - gi(M1 , M2 , ... , Mi' Mi+l' ••• ) [3.27]

with the initial condition Hi • ai at time • 0, where Mi is

the exact solution of Equation [3.27). Using an appropriate

technique Equation [3.27] can be approximated by:

.
mi - 9i(m1' m2' ••. , mi) [3.28 )

with mi - bi at time • 0, where IIi is an approximated

solution. There are three criteria for choosinq a closure

technique, accuracy, simpilicity anc". versatility. Here a

number of existing closure techniques are discussed. These

techniques have been used in stuaying the response analysis

of randomly excited dynamical systems.
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discussion of these closure techniques can be found in an

article by Ibrahim (1981, 1978).

3.4-1 eumu1ant Neglect Closure

The joint moment of order K of a random variable vector

Y can be expressed in terms of derivatives of its

characteristic function:

MK = E{ Y,{1 Y ICZ yn{n}
2

1 alC

lei -0
iK as IC' as ICn

~Y (8), n

[3.29]

where K" K, + Kz + ••• + Kn and ~y(8) - E{exp(iS,Y, + ••• +

i8 nYn}} is the characterestic function for Y.

cumulant of order K, ~KI is given by:

The joint

AK[y,1C1, Y
Z

IC2 , ..., Y/"J •

1 ale
lei -0ae le, 88 len

,py(S} [3.30]
iK , n

Equation [3.29 ] and [3.30] can be used to derive a

relationship between the joint cumulant of order K and the

joint moments of order K and less. The first tour cumulants

are:

AIrYi] .. E(Yi}

A2[YiYjj .. E(YiYj} - E{Yi} E(Yj}
3

A3[YiYj Yk] • E{YiYjYk} - ~ E{Yi) E{YjYk) +

2 E{Yi} E{Yj) E{Yk}
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4

E(YiYjYkYl} - ~ E{Yi} E(YjYkYl} +
6

2 ~ E{Yi} E(Yj} E{YkYl) ­
3

E E(XiYj} E(YkYl} -

6 E(Yi} E(Yj} E{Yk} E(Yl} [3.31)

where the numbers above the ~ siqn indicate the numbp.rs of

possible permutations.

Higher order moments can be written in tP-rT,S ~f lower

order moments by setting the correspor.ding cumulant equal to

zero (Ibrahim, 1984: and Wu and Lin, 1985). For example in

Gaussian closure closure assumption for the random vector Y,

cumulants corresponding to the third and higher order

moments are set equal to zero.

3.4-2 Central ~ts Closure

The joint central moment, ~K' of a random process Y is

given by:

[3.32]

where mi - E(Yi}. In this method the joint central moments

beyound a selected order is set equal to zero. This

technique is found to be less accurate than cumulant neglect
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closure (Bellmanand and Richardson, 1968).

3. 4-3 Mean Square Closure Technique

In this technique the higher-order moments are written as

functions of lower-order moments:

[3.33)

where ain are time independent coefficients, Mn - E(yn} and

mn+1 is the approximated ~n+1) th order moment. Equation

[3.33) is not applicable unless the lower order moments are

known.

The resulting error from the above approximation is:

n

e - Mn+1 - ~ ain Mi
i-'

[3.34]

The mean square closure technique procedure requires the

minimization of Equation [3.34].

CI)

e ~ J (Mn+l - ~ ain mi)2 dt
I'"

o

44

(3.35J



This technique becomes very cumbersome for multi-dimensional

systems.

3.1-4 Hon-Gaussian Closure Technique

In th~s technique the unknown probability density

function of the response is appro~imated by a truncated non­

Gaussian density function: like Gram-Charlier or Edgeworth

expansion series. The coefficients of the finite density

function are then calculated by using the governing equation

of motion for the system. Once the probability density

function is known, then any statistical moment of the

response can be computed easily. Crandall (1980) introduced

an approximate method ):)y applying a Non-Gaussian closure

technique. :n outline, the method consists of constructing

a Non-Gaussian pro):)ability distribuion with adjustable

parameters for the response and using the moment relations

derived from the equation of motion to ~htain differential

or alge):)raic equations for the unknowns parameters. Bover

(1978) and Beaman (1981) used Ito-differential approach for

calculating the response moments of nonlinear systems. They

suggested that by assuming a Non-Gaussian density function

for the response, the higher order moments can be calculated

using the basic moment defination.

To the best ot the author's knowledge, none ot the

proposed Non-Gaussian solution techniques were applied to

45



hysteretic systems. When the nonlinearity in the system is

hysteretic, the resulting moment equations are not closed,

and they are implicilitly in terms of higher order moments.

The purpose of this thesis was to develop a solution

technique that can be used for analysis of hysteretic

systems.

3.5 The Proposed Closure Technique

As it was mentioned before, many approximate techniques

for nonlinear random vibration problems have been developed.

Most of these techniques are not applicable for systems

having hysteresis nonlinearity, s~ecially when the resulting

moment equations are in implicit terms of higher order

moments. The technique that is proposed in this thesis is

for calculating the implicit higher order moments in terms

of lower order moments. This was done by assuming a joint

density function for the response variables and calculating

the desired moments by using the basic moment defination.

The proposed approach was also suggested independently by

Assaf and Zirkle (1976), Beaman and Hedrik (198~) and Bover

(1978), but was not applied to highly nonlinear systems such

as hysteretic systems.

The approximated density function which was used in this

work is a multi-dimensional Edgeworth expansion.
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1 a3p(y)
P*(Y) - P(Y) - ~ ). +.... k,l,m

3 ! k, t,m a'lk a'll aYm

1 a4p(y)
~ >. - [3.36)-' k, l,m,q ...

4 ! k,l,rn,q a'la: a'll a 'lift aYq

where ) is the joint cumulant and P(Y) is a multi-

dimensional Gaussian density function;

(2'11')-n/2 1 n n

P(Y) - exp{ - 't" ~.... ....
I~ I 21~1 f-' j-'

Where

Yet) - [Y,(t), Y2 (t), ••• , 'in(t)]T

IAI • Determinant ot the covariance matrix

cof (A) ij - cofactor of the covariance element, Cjk

mj - E{Yf )

(3.37]

In order to close the moment equations for Gaussian and

Non-Gaussian cases, the cumulants of the response behind the

second and forth order are set equal to zero. -- The moments

are caculated by using the basic defination:

Ql

E(g(Y» - Jg(Y) pOlY) dY

-Ql

[3.38 ]

where 9 (Y) is a nonlinear, non-polynomial function of the
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response va~iables and E{g(Y)} is the implicit higher order

moment. In Chapter 4, the application of the proposd

solution technique to a SDOF BBW hysteretic model is

demonstrated, and the numerical studi~s are presented in

Chapter 5.
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CHAPTE~ IV

RESPONSE OF A SDOF GENERAL HYSTERETIC SYSTEM

4.1 General

The process of the analysis of most engineering problems

consists of three stages: study of the parameters or

functions which are J.nput to the system: study of the

mathematical model representing the system, and the analysis

of the system response to the input. In the particular area

of structural clynam~cs these stages are: 1) Modeling the

excitation, 2) Modeling the behavior of the system geometry

when sUbjected to a given excitation, and 3) Obtaining the

response of the system. In the previous chapter some of the

existing solution techniques tor obtaining the response of

nonlinear systems were discussed. In this chapter the

excitation moclels adopted in the random vibration of dynamic

sy~tems and used in this work are briefly reviewed.

However, the main body of this chapter is devoted to

presentinq the formulation of the proposed approximation

technique. This is done by applyinq this Ito-based method

to tbe analysis of a SDOF smooth hysteresis model and by

deriving the correspondinq response statistics of the model.

49



4.2 Excitation Hodel

Dyn~mic loads - such as base excitations of a building

during an earthquake, wind loads on tall buildings, ocean

wave forces on offshors oil drilling platforms and acoustic

loads on aircraft studies are examples of p.xteremly

complex loadings that cannot be described as a definite

functions of time. Due to the uncertainty involved, these

classes of ~xcitat~ons have to modeled as random time

functions, known as random processes.

One of the major elements in random vibration analysis

of structures is the modeling of excitations, an extensive

review of which is given by Crandall and Zhu (1983). The

particuler model used herein is a stationary white noise

process with the following properties;

E(F(t)} - 0

E(F{t) F(t+T)} • 2~D6(1)

(4.1]

(4.2]

where E{ .} denotes the expected value; 0 (T) is the Dirac

delta function and 2~D represents the constant power

spectral density of the input. The important mathematical

characteristic of a white noise process is that its energy

is uniformly distributed over the entire frequency range.

Although the assumption of constant spectral exci'tation is
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net realistic and is just a mathematical idealization, when

t~e excitation spectrum varies slowly in the neighborhood of

system's natural frequency, this assumption leads to

meaningful results. Bycroft (1960) was one of the first who

suggested the use of Gaussian white noise process for

modeling the eartquake excitations. Excitations modeled as

stationary white noise have been used by many other

researches (Liu and Davies, 1988; Paola, 1988; Bruckner and

Lin, 1987; Sun and Hsu, 1987; Crandall, 196:; Caughey,

1950) •

Other types of models for random vibration analysis are

non white stationary and temporaly modulated excitations.

Non-white stationary excitations can be introduced by adding

one or more linear filters between th£ system and the white

Gaussian input (Hausner and Jennings, 1964; Lute~ and

Lilhand, 1979). This type of excitation may result in more

complicated system of equations than the original ones. ~he

problem ge1:s even more complicat.c1J for non-linear systems

and/or parametric excitations. Temporaly modulated

excitation can be introduced by either multiplyin9 the white

noise input by a deterministic temporaly varying function

before passing it through the filters or multiplying the

filter.~ white noise by a temporal factor before passing it

through the system. Lin and Yong (19S7) used an

evolutionary Kanai-Taj 1m! model, a one dimensional ela15tic

model and a one dimens;.~tlal Maxwell model to model tne
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ground accelaration during an earthquake,; and they compared

their results to 1985 Mexico earthquake. These excitation

models can be numericaly generated by using Mes or a more

recent technique called Autoregressive-Moving Average (ARMA)

modeling (Marple, 1987). For further studies on available

models the reader can refer to Le~, Kozin and Moorman

(1971), and Spanos (1980). Non white noise and temporaly

modulated excitations are not considered in this study. If

needed, filtering can easily be incorporated into the model

(Ibrahim, 1985).

4.3 Formulation or the Mo,ent Equations for BBN Bysteretic
Model

The nonlinear o:ystem tv be studied here is a single

degree of freedom (SooF) sy:;;tem, ,,,,5th , llrear viscous

damper and a hysteretic restoring torce ~1~ment as shown in

Figure 3.1. The governing equation of motion for the system

shown is:

[4.3]

where t1 is the displacement of the mass with respect to a

fixed datum~ Wo is the natural frequency ~f the system in

the linearly elastic range; f(t), a zero mean Gaussian white

noise, is the f~rcinq function per unit mass; Z is the SSW

hysteretic restoring force model as prop',~"~d by Bouc:(1967)
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and e~tended by Baber and Wen [1981, 1979J to incorporate

stiffness and/or strength degradation, and Q is the post-

yield to pre-yield stiffness ratio. This model can

represent a wide variety of hysteretic, deteriorating types

of behavior with a considerable range of cyclic energy

dissipation (Baber and Wen, 1982, 1981, 1979~ Mohammad Yar

and Hamm~nd, 1987~ and Park, Wen and Ang, 1986). This model

has also been utilized for the stochastic seismic

performance evaluation of structures (Sues, Wen and Ang,

1981) and for modelling base isolation mechanisms in the

response of structures to random e~citation (Ccnstantinou

and Tadjbaksh, 1985).

The BBW model is written in the form

[4.4]

in which ~, .., and n determine the hysteresis shape ~ A

defines the tangential stiffness, and v and ~ are the

deterioration con~rol parameters. The parameters A, v, and

17, may be varied as a function of the energy dissipation

let), to introduce system degradation. Detailed study of SBW

model is reported elsewhere (Baber and Wan, 1979).

Using a ccordinate transfornaticn
.

Yl - u, Y2 • u, and

Y3 • Z, Equation [4.3] can be written as
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·Y1 = Y2
• 2 2Y2 - f(t) - 2fWOY2 - aWQ Y1 - (1 - a)wo Y3
• n-l nY3 = (AY 2 - 1I(~IY21IYJI YJ - l Y2 lY31 }/71 [4.5]

and in the Markov vector form this nonlinear set of state

soace equations can be express:ed as the stochastic

differential equation

d Yet) = F(Y,t)dt + G(Y,t) dB(t) [4.6)

where Yet) is the state space vector of the system response

cooI'dinates, F(Y,t) and G(Y,t) are the matrices of state

vector equations defining the nonlinear system of equations

governing the system under study, dB (t) is the zero-mean

increment of Brownian motion process with mean square

differential given as:

for a real constant a.

[4.7]

In .'; s equation a2 - 21r0 is the

power spectral density of the input Gaussian white noise as

described in Equation [4.2].

The general moment equation of a syst~m given by

Equations [4.3J and [4.4] can be obtained by using Equation

(3.26). The elements of Equation [3.26] can be defined as:
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F(Y,t) =
Y2

-2rWOY2 - ~02Yl - (1-O)W0 2Y3

{AY2 - v [.8IY21IYJln-1Y3 -1Y2IY3In]}/77

o

G(Y,t) - 1

o

000

o 0 2 a

000

and the general moment equation of the response is:

•
Mi,j,k = tj(j-l) U2Mi,j_2,k + iMi-l,j+l,k -

2jrWoMi,j,k - QjWo2Mi+l,j-l,k -

j(l - O)W0
2Y.i,j-l,k+l + AkMi,j+l,k-l ­

PkE(I Y2 1jYJl n - 1 YliY2jY3k} -

rkE{IY3lnYli Y2j+1Y3k-l} [4.8]

In Fquation [4.8], a2 - 2~D is the power spectral density of

the input Gaussian white noise as described in Equation
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[4.2), and the index summation i+j+k varies from 1 to the

order of moments to be evaluated.

As can be seen from Equations (4.8 J, the right hand

sides include expected values in terms of signum functions,

These expected values cannot be expressed in terms of

Mi, j ,k' _Therefcre, the approach used by Ibrahim and

Soundararajan (1985) and Wu-Lin (1984) for solving these

moment equa~ions is not suitable for the case of general

hysteresis nonlinearity. In order to solve these moment

equations, as proposed in Chapter 3, multi-dimensional

Gaussian probability density functions are assumed for the

joint probability distribution of the corresponding

variaLles in each expected value. Hence, these non-classic

expected functions are evaluated using the proposed

technique and then the moment equations are solved.

".3-1 Gaussian Response

Equation [4.8] can be used to derive a set of

simultaneous differential moment equations. First order

moments are derived by setting i+j+k - 1. This results in

three first order moment equations

MOOl - AMOIO - ~E(IY2IYJ} - 1E<lyJ IY2}

MOIO - -2rWOMOIO - QW02M100 - (1-a)W02M0 01
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[4.9)

And second order moments are obtained by setting

i+j+k - :2 as follows

·
M~WO • 2MIIO
.:2 :2 2M020 _- u - 4r~OM020 2OUO MIlO - 2(1-Q)~O MOll

• :2M002 = 2AM01I - 2PF(I Y2 IY3 } - 21E{/Y3I Y2YJ}

• 2:2MIlO = M020 - 2[WOM1lO - awo M200 - (l-a)wo MIDI

·MIDI MOll + AMII O - pEr IY2 IYI YJ) - 1E(/Y3IYIY2}

MOll = -2(WoMol l - QW02MlOl - (1-a)Wo 2M002 + AM020 -

~E{IY2IY2Y3) - lE{IY3IY22} [4.10]

As it can be seen the set of first order and second

order moment equations are not closed and they are coupled

with higher order moments. In order to evaluate these

higher order moments in term of lower order moments, and

close the set of simultaneous differential moment equations,

it was assumed that the response of the system is jointly

Gaussian with a density function of the general form.

P(Y(t)] -
1 3 3

exp{ - -- E E
2111/ f·1 J.1
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where

Yet) = [Y,(t), Y2(t), Y3 (t)]T

IAI - Determinant of the covariance matrix

cof(A) ij - cofactor of the covariance element, elj , in

the determinant of covariance matrix.

ml -= E(Y j } • mean value of the response coordinate Yi

- assumed to be zero in this study.

since the joint T,1robability density function for the

response is assumed to be zero mean Gaussian distributed,

then Equations [4.9] are eliminated. The expected values in

Equations (4.10] can be evaluated in closed form for this

case of Gaussian analysis. However. since the closed form

derivation of the expected values with sinqular functions is

not possible for the case of non-Gaussian analysis, a

general numerical and iterative approach is developed for

evaluating these expected values. The evaluation process

for these expected values is mathematically involved and

lengthy and thus cannot be reported herein. A sUDlDlary of

the final forms of these expected values and the integration

procedures that have been performed are presented in

Appendix A. The closed form derivation of l's can be done

by using the approached discussed in Appendix B. The

reSUlting integro-diffGrential moment equations were solved
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using an appropriate numerical integration routine.

4.3-2 Hon-Gaussian Response

It i.~ known that the response of a nonlinear system

subject~d to a Gaussian process input are not Gaussian

distribu+:t!d. In order to improve the accuracy ot the

Gaussian results, a ~on-Gaussian distribution tunction for

the response is assumed. In this work, the assumed

probability density function isin the form of a multi-

dimens ional Edgewort.l expansion:

1 3 a3 p (Y)
P*(Y) = P(Y) - ~ ). +k. L,II

3 ~ k.t ,m BYk aylay.

1 3 a4p('l)
L ).

4 !
k. l.lI.q

aYk BY l BY,. aYqk.l,m,q
[4.12]

where

p* (Y) -Non-Gaussian, Multi-dimensional density tunction
•

Y - is the response vector (nxl), "t1 - U, Y2 -U,

Y3 • Z,

P('l) -is the correspondingmulti-dimensional '3aussian

density function

• the cumulant
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The first term of Equation [4.12] is in terms of the

first and the second moments. The second term of that

Equation is in terms of third moment, and the third term is

in terms of the fourth moments and so on. Herein , it is

assumed that only moments up to the fourth order are

sign ificant and therefore only the first three terms of

Equation-[4.l2) were considered.

Equation [4.8) can be used to derive 34 simulatenous

first order differential equations of firs~, second, third

and fourth order moments. The first and second order

moments are as given by Equations (4.9 J and (4.10). The

third order moments are:

.
M300 = M2l0

M0 30 - 3a
2

Mo10 - 6~WoM030 - 3~o2Ml20

J (l-a) Wo 2M021

M003 - 3AM012 - 3PE{\Y2!Y3 3 } - 31E{IYJly2y 3
2 }

M2l0 - 2M120 - 2rWoM210 - e:tWo2K300-

(l-a) Wo2M201

H201 - 2M111+AM2 10 - PE{I Y2I Yl 2Y3}­

'YE(IY3IY12Y2}

M120 - 02M100+M030 - 4rWoM120-

2QWo2M210 - 2(1-e:t)Wo 2Mlll

M021 • a2M001 - 4rWoM021 - 2e:tWo2Mlll­

2(1-e:t)Wo2MOl2 + AK030 - ~E{IY2IY22Y3}­

'YE { Iy 3 Iy 2 3 }
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[4.13]

·M012

M102 = M012 + 2AM111 - 28E{I Yz IYlY3 2 } - 21E{ IY 3 !Y1Y2Y3}

-ZrWOM012 - aw2M012 - (l-a)WoZM003 +

2AM021 - 2PE{/Y2 !Y2Y3 3 - 21E(IY3IY22Y3)

MIll - M02I - 2 (WOMlII - ~02M20I - (1-a)W0
2M012 +

AM120 - PEl IY2IY1Y2Y3) -lE{IY3IYIY22}

The fourth order moments are:

·M400 = 4M310

M040 = 6a 2M020 - afwoM040 - 4awo2M130 -

4(1-a)wo2M031

M0 0 4 = 4AM01J - 4~E[ IX2 1x3
4 ) - 41E{IX3IX2X3~}

M310 = 3M220 - 2rWoM310 - afo 2M400 - (1-a)wo2M30l

M30I = 3M211 -I- AM3l0 - ~E{ Ix21X13X3) - lE( IX3IXl3X2}

M220 = a2M2 00 + 2M130 - 4fwoM220 - 2~o2M3l0 -

2 (1-O)1oI02M2l1

H2 l l - 2M12l - 2flolcM21l - aw0
2M301 - (l-a)1oI0

2M202 +

AM220 - pEt IX21x12X2X3) - lE(IX3IXl2X22)

M202 • 2Mll2 + 2AM2ll - 7~E{IX2IX12X32} - 21E(IX3IXl2X2X3}

·M130 - 3a2M110 + M040 - 6flolOMI30 - 3aw0
2M22 0 -

3 (l-a)1oI02M121

M121 - 02M10I + M03l - 4floloM12l _2aw02M2l1 ­

2(l-a}We2Ml12 + AMl30 - PE{IX2IXlX22X3) ­

'YE{ Ix3 1XlX2 :3 }

• 2 ( 2MI12 • M022 - 2floloMlI2 - awe M202 - l-aIWo MI 0 3 +

2AM12l - 2PE(IX2IXlX2X32) - 21E{IX3XIX22X3}

Ml03 - MOl 3 + 3AMl12 - 3PE{/X2IxlX33} - :37E{IX3IXIX2X32}
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.:2 :2 :2
M031 - 30 ~011 - 6rWoX031 - 3aWo M121 - 3(1-a)WO M022 +

AM040 - PEl IX21X23X3} - ~E{ IX31X24}
• :2:2
M013 = -2rwoM013 - auo MI03 - (l-a)wo M0 04 +

3AM0:22 - 3~E{IX2IX2X33} - 31E( IX31X22X32j

• 2 2 2
M0 :22 = 0 M002 - 4r~OM022 2a~o Ml1:2 - 2(1-a)WO MOl 3 +

2AM031 -2~E{IX:21X22x=2} - 21E{ !x3Ix23X3} (4.14)

The right hand sides of Equations [4.13) and (4.14 )

contain moments which are coupled with moments higher than

the third and fourth orders. At the same time these higher

order moments cannot be expressed in terms of Mi, j , k. In

order to close the moment equations and derive the higher

order moments in terms of the lower order ones, the

mathematical definitation of moment was used. This is dene

in conjunction with Non-Gaussian density function of

Equation (4.12] and the technique proposed in Chapter 3 and

adapted in the Gaussian analysis. Since the assumed density

function has zero mean, therefore only the second, third,

and the fourth order moments need to be integrated. The

resulting 31 differential equations were solved using a

numerical integration subroutine.
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CHAPTER V

NUMERICAL STUDIES

5.1 General

As it was discussed in the preceeding cha~ters, due to

highly nonlinear nature of hysteretic systems, exact

analysis of these sys~ems under random excitations are

difficult. This has resulted in the developmen~ of

approximate solution techniques such as equivalent

linearization and Ga~ssian and Non-Gaussian closures.

Historically, since the development of equivalent

linearization techniqu~, this method has been the most

extensively used in the field, specifically with reqrad to

hysteretic systems. However, there are several

disadvantaqes associated with this technique. In

particular, the method is not capable of predictinq the

respone of highly nonlinear systems, and the response

predictions are limited to Gaussian. In order to obtain

information about Non-Gaussian behavior of general

hysteretic sy&tems, an approximate solution technique based

on Ito calculus is presented in Chapter 3. In order to

investiqate the cap~~ilities of the proposed solution

technique, a SOOF system with BBW hysteretic restoring ~or~e

was considered and formulated in Chapter 4. In this

chapter numerical studies that. have been performed on the
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SSW medel using the p~oposed technique are presented .

5.2 The Goals of N\merical studies

The numerical studies which follow were conducted

with several purposes in mind: (1) to investigate the

validity of the new Ito-based solutio!l scheme for a

nonlinear hysteretic model with a very general form of

nonlinearity~ (2) to explore any limitation inherent to this

te~hnique, and its source, if possible; (3) to compare the

results of this anlaysis wit.l equivalent linearization

studies via digital Monte Carlo simulation, and to examine

possible advantages of this approach. In the studies

reported herein, both cases of nondegrading and degrading

systems have been presented. Degrading system studies were

limited, however, to the consideration of the effects of

degrada1:ion upon the co~'ariance matrix response and the

energy dissipation. stability of the response has not been

studied in this case.

5. 3 Classi~icatio£1 ot IlUaerical Studies

Figure 2. 1 shows a schematic diagram of the system

studied in this work. The qoverning differential equations

of motion were previously given by Equations [4.3] and [4.4)

and ere repeated here:
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[5.1)

~5.2)

wh~re U is the displacement of the sytem: E is the damping

ratio of the linear viscous damping element: Wo is the

natu::al frequency of the system in the linearlv elastic

range: a is the post-yield to pre-yield stiffness rat~o: Z

is the BEW hysteretic restoring force model as proposed by

Bouc (1967) and modified by Baber and Wen (1981,1979); let)

is a zero mean Gaussian white noise forcing function per

unit mass with a power spectral density of 2~D: P, r, and n

are hysteresis shaped parameters and A, v, ~, are parameters

that control the degradation of the model.

The degradation of the system is assumed to be a

function of the dissipated hysteretic energy, that is

A - Ao - 6A E

"- "0 + 6~ l

V - vo + 61/ l

[5.3-a)

[5.3-b)

[5.3-c]

where A01 "0 and I/O are t~e initial values of the

corresponding variables: 6A1 &" and 61/ are para.m&ters
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controling the rate of degrada~ion and f is the dissipat~d

energy which is calculated from the following equation:

.
£ - (1-a) KZU dt [5.4]

The nUlDerical values of the above parameters were

chosen as:

€ • o. 0, 0.1
lola ... 1.0
Q '"" 1./21-
0 - 0.05, 0.1
Ao - va - 170 - l.0
P • ., - 0.5
n • 1

°A -0.0, 0.01, 0.02

°IJ -0.0, 0.01, 0.05
&7'/ • 0.0, 0.05, 0.1

where the cases of (SA • 6v • S" • O.O}, (oA • 0.01,

6v - 0.01, 611 • O.OS), and {oA - 0.02, 0v • 0.05, 6" • O.l}

are refered +:0 as non-deteriorating, low-deteriorating and

high-deteriorating cases respectively. Also, systems with

e • 0.0 are referred to as undamped systems.

Equation [4.8] is used to derive 31 simultaneous first

order differential equation for the second, third an4 fourth

order moments of the response. First order mo.ents are

assumed to be zero. The resulting 31 moment equations

- Equations [4.10], (4.13] and [4.14] and the energy

equation, Equation [5.4], are inteqrated simUltaneously

using an integration subroutine.
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Ito's scheme are compared with Monte Carlo simulation

results, using 100 ensembles, and Equivalent Linearization

results. In Chapter 6 it will be shown that equivalent

linearization and Gaussian analysis using Ito approach

result in identical predicted statistics.

5.4 The Response Statistics ror the SOOF BBW Systea

Numerical studies for the response analysis of a SDOF

SSW model were conducted for nine cases of deqradat1on, two

levels of damping, and two levels of excitations. The nine

cases of degradation are:

Case #1 &.. • 0.0, 6" - 0.0, 6" • 0.0
Case #2 S.. "" 0.01, 6" - 0.01, 6" -0.05
Case #3 6.. -0.02, 6" - 0.05, 6" -0.1
Case '4 6,. -0.01,

S" •
0.0, 6" -0.0

Case '5 6,. -0.02, 6" • 0.0, 6" -0.0
Case t6 6,. -0.0, 6" - 0.01, 6" -0.0
Cas. t7 6,. -0.0, bV -0.05, 617 - 0.0
Case #s 6A -0.0, &" - 0.0, &17 -0.05
Case '9 6A -0.0, 611 -0.0, 617 • 0.1

The numerical studies were performed utilizing Equivalent

Linearization (EL) and Ito approach CIA) • The results of

each technique were compared against Konte Carlo Simulation

(MCS) • Ito approach was used tor both Gauss ian (IG) and

Non-Gaussian (ING) analysis. As it was observed in chapter

6, the results obtained by EL were identical to the r ••ults

obtained by IG. This findinq verified the theoretical

arqument on the identity of two approaches as postulated by
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Wu and L~" (1984) ar.d Orabi and Ahantidi (1987a). The

contents ot t:'l.~ s section are the results of numerical

studies for the mean dissipated hysteretic energy, and the

second, third and fourth order moments of displacement,

velocity, and the restoring force. study on the third order

moment has been limited to only one case.

5.4-1 RMS Displace.ent Response, Figures 5.1-5.18

As can be se~n from displacement response figures, the

response statistics predicted by the ING method are

qenerally in qood aqreement with the simulated responses

qenerated by MCS. The followinq observations are worth to

be pointed out.

1) For hiqh-deterioration rates, i.e. any of

6'5>0.02 - ••• cases '3, '5 and '7 - When D • 0.1,

INC sliqhtly underestimates MCS. In case of undamped

systems the results of ING and EL crossover each

other at about 40 seconds.

2) In ease of low and high degradation for ~, eases f8

and '9, when 0 • 0.05 and E. 0.0 ING sliqhtly

overestimates the simulated re.pon.e. However, the

r.sponse predictions by ING are in b.tter agr....nt

with Mes than those obtain.d by EL.

In qeneral, as can b••••n from Figure. 5.1 through 5.18 in

all the studi.. for the RKS displacem.nt analysi., EL
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underestimates the response while the proposed ING results

are in very good agreement with simulation. As e increases

the agreement between ING and simulation is improved. The

best agreement between ING and MCS, for all eases of

deteroration is observed when 0 - 0.05 and e - 0.1, except

for case #8 and case #9: that is for e - 0.0 where the

results for D • 0.1 show a better agreement with MCS.

5.4-2 RMS Velocity Response, Figures 5.19-5.36

The results for RMS velocity response for all levels of

degradation and for undamped and damped systems show that while

ING and MCS are in good ~greement, EL always underestimates

the Mes. Noting the following observations:

1) As the damping ratio increases the underestimation by

the EL is slightly improved, however in general there

is still a better agreement between ING and MCS.

2) For cases'3 and 17, when e • 0.0 and 0 - 0.1, the

ING sliqhtly underestimates the KCS results.

In all cases an increase in damping, e, or a decraase in

excitation lavel, 0, results in a decrease in the response

level.

5.4-3 RIIS of t:he Relltoring Porce, l'iCJU,r8S 5.37-5.54

As can be ••en from the restoring toree figures, at all
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levels of excitation, for any degradation rate and for € z 0

or e -0.1, the ING predictions slightly overestimate the

simulated response while the linearization underestimates

the MCS largley. The following exceptions for high

degradation cases - cases tJ, '5, .7, and j9 - can De

noticed.

1) When 0 - 0.05 and e - 0.1, the ING and EL results

are very close to each other whil$ EL results seems

to De closer to MCS results.

2) For case #9, when e - 0.0 and 0 - 0.05 or D • 0.1,

the ING results agree well with the MCS while EL

underestimates the MCS.

In all cases an increase in damping, e, results in a

decrease in the response level, and also an increase in the

excitation level, 0, results in an increase in the respohse

level.

5.4-4 Pourth Order xa.ent or the Displaetm8J1t,

Pigures 5.55-5.72

The following observations were made concerning the

fourth order moment or the displacement:

1) For constant damping if D increases E{o'} increases

.everly.

2) For constant excitation level it e increases E(04)

decrea••••ev.raly.
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3) For non-deterorating systems, case #1, ING results

are in good aqreement with MCS except when e -0.1

and o - 0.05 for which ING underestimates MCS.

4) For low and high deterioration rates systems, cases

#2 through #9, ING slightly underestimates MCS

results.

5) The increase of E{u'} for high deterioration when

e - 0.0, is quite severe as compared to systems with

low levels of degradation.

5.4-5 Fourth Order Jloaent of the Velocity,

Figures 5.73-5.90

The INC method are shown to produce results

overestimating the KCS with the following exceptions:

1) For non-deteriorating and low deterorating

systems - cases #1, 12, '4, t6, and '8 - when 0 - 0.1

and e - o. 0, the ING results are in good agreement

with MCS.

2) The overestimation of ING in case #9 tor 0 - 0.05

is very small if E- 0.0 and e - 0.1.

3) For high deterioration -cases '3, '5, '7 and '9 ­

when e • 0.1 and D - O. 1, ING r.sults are in good

agreement with Hes.

Horeover an increase in damping value, or decrease in
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exc i tation level, results in a dec::"ease in the response

level.

5.4-6 Fourth Order Jloment of the Restorinq Force,

Figures 5.91-5.108

The followin; points for the fourth order moment of the

restoring torce were observed:

1) The ING results always overestimate MCS.

2) The responsQ increases if damping, e, decreases or

excitation increases.

3) Discrepancy between ING and MCS decreases by

increasing e or decreasing 0, except for highly

deteriorating systems cases '3, '5 and '7.
Noticeable exceptions are when 0 • 0.1 and e changes

from zero to 0.1, and also when e • 0.0 and 0 changes

trom 0.1 to 0.05.

5.'-7 IIean of Dissipated Bystaretic Energy,

Figures 5.109-5.126

Generaly, there is a good agrements between the mean of

energy obtained by ING, EL and MCS for all case. of

d.gra~ation, damping coetticents and excitation levels.

There are two points that can be s.en from Fiqure. 5.109 to

5.126:
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1) For e :: 0.0, ING and EL l:esul ts have almost

coincided, sliqhtly underestimating the MCS.

2) For e - 0.1, EL can predict the MCS results very

closely while INC slightly underestimstes MCS.

It can also be observed that increasing damping, e,
decreases the dissipated ene.rgy level through hysteretic

action, and incleasing the excitation level increases the

dissipated hysteretic energy.
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CHAPTER VI

SOME EXAMPLES

6.1 Genera1

The materials presented in this chapter may not seem to

be related to the chronology of the topics discussed in this

thesis. However, there are two objectives tor presenting

these materials here. First, this discussion helps the

reader in a better understanding of other approximation

techniques for nonlinear random vibration in general, and

other closure methods in particular. Second, this work

represents the initial effort and investigation process that

led to the formUlation and development of the proposed

approximation technique.

This chapter is d!vided into two parts. In t.he first

part, the Non-Gaussian closure technique, developed by

Crandall (1980) I is applied to a single degree of freedom

system with hyperbolic tangent restoring force. The

proDability density functions predicted by this technique

are then compared with dens!ty functions constructed by

exact solution via the FPK equation and statistical

linearization. This part of the work was published at. the

early stage of this research in form of a journal paper

(Noori I Saffar and Davood1 1987) and .everal conference
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papers and proceedings (Davuodi and Noori, 1988a, 1988b,

1988C) . In the second part, a comparative ~tudy is

pe=formed between the Equivalent Linearization and the

closure method of Ibrahim and Soundararajan (1985) and Wu

and Lin (1984). Gaussian response statistics are obtained

for three nolinear systems: a Dutfing oscillator; a system

with a set-up spring and a general hysteretic system. It is

shown that the moment equations obtained by the Ito-based

closure technique of Ibrahim and Soundararajan and Wu-Lin

are identical to the covariance equations derived from

equivalent linearization. This latter part of the work has

also been submitted for journal publication (Noori and

Davoodi, 1989a) and has appeared in several conterenee

proceedings and presentations (Noori and Davoodi, 1988a,

1988b, 1989b).

6. 2 App~1cation or crandall'. .on-Ga~.ian C1.0lIUre Tec:bnique

to a Systea with Tanqent Hyperbolic Rea1:or1nq Porce

The nonlinear system to be studied herein is a .ingle

degree of freedom (SooF) oscillator with a "softening

spring" restoring force characteristics. Fiqure 6.1 is a

schematic representation of this system. This type of

nonlinear system has applications in the dynamics of package

cushioning (Mindlin, 1945).

The governing differential equation of motion for the
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system shown in Figure 6.1 can be written as

.. .
MU + CU + h(U) • F(t) [6.1]

in which M is considered here as unit mass, and F(t) is an

ideal white noise random process with auto-correlation

function -

RF(1) • 2W 0(1)

where 2\1 is the power spectral density.

restoring torce, h(U) has the torm

h(U) - ~ tanh (KUlA)

[6.2]

The nonlinear

[6.3]

where R and ~ are parametere. controlling the rate ot

stiffness softening, and maximum limiting force

respectively.

6.2-1 lIon-Gauasian Approach

The Non-Gaussian closure approach, as proposed by

Cranddll (1980), is applied to the nonlinear system defined

by Equations [6.1] and [6.3]. In order to evaluate r.sponse

statistics the tol' owing procedure is considered. Both

sides ot Equation [6.1] are multiplied by a ••t of arbitary

76



continuously differentiable functions ,(u). Taking the

expected values of both sidE's of the resulting expression

yields

- .
E(¢U} + (C/M) E{~U) +

(11M) E{;h(U)} • (11M) E(;F(t}} [6.4]

Because of the stationary response characterestic and

following Crandall's physical argument, Equation [6.4] can

bl! written as

[6.5]

The expected value, E(U2 } can be evaluated by multiplyinq

both sides ot Equati.on [6.1J by 0 and takinq expected value.

ot both sides,

where zero mean velocity is ••sumed.

shown that (Crandall, 1980)

•
E{UF (t» - W/M

thus
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It can be turther

[6.7]



[6.8]

Substitution of E(U2} from Equation [6.8] into Equation

(6.5] results in

(W/C) E{a~/aU) - E{~h(U» [6.9]

By using Equat.ion [6.9] and selecting appropriate functions

for ;(U) a wide range of relations among response statistics

can be generated.

Evaluation of the expected values in Equation [6.9]

requires a knowledge of the probability density function for

the respo~se. On the other hand, the same equation can be

used in producing the relations between the moments of the

probability density function. The assumed density function

is approximated by a truncated Gram-Charlier expansion in

the form

1 (l1-V) 2

P(U) - exp[-
2(72./271 C7

II

{l + 1:: (Cn/n! ) Bn ( (U-v) la] ) [6.10]
,.3

where v and a are the mean and the stanclard deviation of the

response, respectively, and Hn <.) are Hermit. polynomials

defined as
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ZZ d" ZZ
Hn(Z) = (-l)n exp(----) exp(-

2 dZ" 2
[6.11]

The differentiation and recurrence formulas for the Hermite

polynomial are

d

dZ
[6.12J

[G.lJ]

The coefficients en in Equation [6.10] can be evaluated as

n-3, •.• ,N

where the following truncation is used

en - E{Hn[(U-V)/O]} • 0 n • N+1, N+2, •••

The first six coefficients are

Co - 1

Cl • C2 • 0

CJ • P3/0J

C4 • (P4/04 ) - 3

Cs - (1£5/05 ) - 10 (Jj3/03 )

C6 • (P6/06 ) - 15 (~4/114) + 30
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where

The density function of Equation (6.10] has N unknowns

(V, a, CJ, C4 ' •.. , CN). In order to find these unknowns, N

constraints are needed. Through the .election of

appropriate; functions, Equation [6.9] is used to generate

a set of simultaneous nonlinear equations. The calculations

are somewhat simpler if Hermite polynomials are selected as

~(U) functions.

since the nonlinear restoring force is an odd function

and since the density function, as given by Equation [6.10],

is an even function, all odd ordered moments are equal to

zero. Substituting .CU) - Hn(u/a) into Equation [6.9] will

result 1n

w

C

n

a
[6.14]

setting N - 6 in Equation [6.10 J, and combining the

outcome with that ot Equation [6.14] results

W n Cn- 1

C (J
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where

Xj J j+l ~- [A/(y21l' a )] -' AW.')+j OJ
1.1

[6.16]

KU
tanh(----) exp(­

1
) dU

2a2
[6.17-a]

where

4!

C6- 15
6!

C4- 6
4lu2

[6.l8-aJ

[6.lS-b]

- 15 [6.1S-c]

[6.18-dJ

Denoting the fact that for an even i, Ai has a value of

zero, one can construct a set of three independent

simultaneous equations by setting n - 1, 3, 5 in Equation

[6.15J. The enusinq system can then be used to 801va for

the three unknowns a, C4 and C6. In doing 80, the

complicated form of Ai requires the employment of a

numerical technique. Since a is one of the unknowns, on.

cannot evaluate Ai directly; a chanq. of variable. has to be

pertormed.
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The integrand in Equation (6.17-a] is an even function,

thus allowing one to rewrite Equation (6.17-aJ as

u2
ui tanh(KO/~) exp(-

20'2
) dU (6.17-bJ

In order to take 0' out of this integral, Variable '{ is

defined as

y = UfO' (6.19]

since the argument of the hyperbolic tangent does not have a

UfO' factor A is defined as

where 0' is the unknown standard deviation and ~1 is a

parameter which controls 0' and the maximum limiting force ~.

With this change, Equation (6.17-bJ is written as

+(1)

2an+1Jyi tanh(RY/ll) •

o

exp(-
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or

where

_ +:Jl

Bi - J yi tanh(KY/~l) exp(­

o

y 2

2
} dY

(6.21-bJ

(6.21-c]

Equation [6.21-c] is evaluated numerically using

Gauss-Laguerre quadrature (Stroud and secrest, 1966).

Evaluation of Al Which is needed for calculation of Bi

is performed through a fixed point iteration. Initially, a

small positive value is as.WIled for Al. Using Equation

[6.15], U, c 4 ' and C6 are evaluated based on this current

value o~ Al. A new value for Al is obtained by substituting

the calculated value of U into Equation (6.20). This

approach continues until the ditference between the new

value of Al and the previous one is negliqible. Calculation

of U, C4' and C6 completes the analysis by this technique

and defines the probability density function given by

Equation [6.10).
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6.2-2 Statistical Linearization

In order to make a comparison between response

statistics provided by Crandall's Non-Gaussian closure

approach and those recorded from statistical linearization,

the following analysis is performed (Lin, 1967). The

nonlinear system ot Equation (6.1] is replaced by an

equivalent linear system

..
MU + CO + ~eU - F(t) (6.22]

The coefficient, Ke , ot the linear system is found by

minimizing the error between Equations [6.1] and [6.22] in

the mean square sense. The excitatioin F(t) is assumed to

be zero mean stationary Gaussian white noise with

autocorrelation function as given by Equation [6.3}. The

standard deviation or the response is qiven as (Clouqh and

Penzien, 1975)

Detailed derivation ot Ke is qiven in Appendix C. Since the

response is Gaussian, Equation [6.23J is sutticient tor

obtaining the probabilty density function of the response.

84



6.2-3 Fokker-Plank-Kolmoqorov Equation

The response statistics by Non-Gaussian closure and

statistical linearization are both compared with the exact

solution via the FPK equation. The probability density

function, using FPK formulatioin, can be derived following

caughey's approach (Caughey, 1963a). For the nonlinear

system of Equation [6.1), the density function of the

response is given by

P(U) - p exp [-
C

w

u

Jhey) ] dy

o

(6.24]

where in this case hey) - A tanh(Ky/A), and p is a constant

parameter.

results in

Substitution of hey) into Equation [6.24]

P(U) - ~(cosh(KU/A»)-a

in which

a -
WI(

and ~ is a normalizing constant.
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6.2-4 Numerical studies

Two cases of low and high nonlinearity were considered

for these studies. For both cases the maximum restorin9

force was limited to 1.0. For the case of low nonlinearity

a spring constant parameter of K • 0.1, input power spectral

density of PSD • 0.5, and a damping coefficient of C • 0.5

were chosen. The reSUlting density functions presented in

Figure 6.2 show a very close agreement ~etween both NGC and

SL techniques and the FPK solution. The SL results show,

however, a slightly closer a9reement with the FPR at P(O).

Construction of the density function for the SL case has

been based on Gaussian distribution assumption. In order to

make a more thorough comparison between the two

approximation techniques for this case two additional

studies were performed. In the first study, the effect of

the change in the spring constant was considered. Figure

6.3 shows the results of this inv~stigation. For the value

of spring constant parametar in the range of K - 0.1-10.0,

and the damping kept at a constant value of 0.5, the two

approximate techniques show the same trend in predictinq the

RMS of system displacement response. The £L results

however, underestimate the response whereas the NGe is in

qood aqreement with the FPK. Beyond K - 10.0, Where the

nonlinearity increases sharply, the FP:K solution shows an

increase in aU. For this case both NGe and SL r.sults
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underestimate the FPK solution. Figure 6.4 demonstrates the

predicted response vs the variation of damping in the

system. Both NGC and SL are in good agreement with FPK

solution.

For the case of high nonlinearity, spring constant

parameter was K - 10.0, with input PSD ot 0.1, and damping

coefficient of 0.05. The corresponding density functions,

as shown in Figure 6.5, exhibit deviations of up to 31%,

with NGC technique providing a more precise solution than

the one obtained from SL. An interesting phenomenon

obse:ved in this investigation is the presence of

oscilla\ion in the NGC solution. This behavior is not

present i.' the FPK or SL solution. Figure 6.6 shows the

effect of variation ot the spring constant on the RMS

response predicted by the approximate techniques. In this

study a constant damping of 0.05 was considered. For the

spring constant changing from K -0.1 to 7, the two

techniques show close agreement with FPK solution. SL

results slightly underestimate the respon~e. When the

spring constant increases be~'ond K • 7, there is a sharp

disagreement between FPK and the two approximate results. A

similar stUdy was done for the RMS response VB variation of

system damping. When the damping 1s v~rz low, between 0.0

and 0 • 03 , there is no good aqreement between the results.

This may stem from the fact that since the system is

slightly damped, the stationarity is unlikely. However, for
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damping value greater than 0.03 both NGe and SL agree very

well with FPK results. These results are shown in Figure

6.7.

6.3 A Comparative study Between Equivalent Linearization and

:Ito-Gaussian Closure Technique

In this section, method of Equivalent Linearization as

extended by Atalik and utku, Spanos and others (Section

3.2-4) and the eumulant-Neglect closure scheme independently

developed by Ibrahim and soundararajan, and Wu and Lin

(Section 3.2-6) are utilized for 'ehe rando:u vibration

analysis of three nonlinear systems: A Duffing oscillator~ A

system with a set-up sp::ing, and the general hysteretic

system of BBW. It is shown that the differntial equations

for the mo~ents derived by this closure scheme are identical

to the covariance matrix equations obtained from Equivalent

Linearizatinn. This comparison is made both analytically and

through nu:nerical studies. Comparison is also made with

Monte Carlo simulation, available exact solutions, and other

available closure techniques (Noori and Oavoodi, 1989a).

6.3-1 Dur~ing Oscillator

The first caS8 for illustrating the proposed work is the
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following DUffing oscillator considered by Crandall (1980)

[6.27]

where f (t) is a Gaussain white noise with autocorrelation

function of Rff,l) - 26(t) and ~ is a damping factor. By the

coordinate transformation Yl • U and Y2 • U, Equation [6.27]

can be written as

·Yl -= Y2

Y:z - -nY2 - Y1 - fY13 + .;;; f(t)

(6.28-a]

(6.28-b]

By choosing a function t(y) • (yli Y2 j ) the moment equation,

Equation [3.26], can be derived as

Mi,j • iMi-l,j+l - ~jMi,j - jMi+l,j-l - jeMi+3,j-1

+'7j (j -1) Mi , j _2 [ 6 • 29 ]

where Mi,j - E(y l
i Y2 j }; i+j-2. Neglecting the fourth order

cumulant, Equation [6.29] results in the followinq set of

differential equations for the .econd order moments

·K20 • 2Mll

• 2Kil - -H20 - 3fM20 - ~Mll + M02
·K02 - -6EM20Mll - 2M11 -2'7M02 +2~HOl (6.30]

In order to darive the corr.sponding covarianc. IIUltrix
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equation for the linearized system, Equation (3.13-c] is

utilized where q(.) • U + tU3 • The state vector equation for

the system, Equation [3.14], can be written in the torm

[6.31]

covaraince matrix equation can be easily derived as

.
51 - 25 2

S2 - 51 + 3£51
2 -~52 + 53.

53 - - 252 - 6£5152 - 2nS3 + 2~

[6.32J

As can be seen Equations

[6.30J and [6.32] are identical and this completes the

formulation. Fiqures 6.8 and 6.9 present the results tor

the RMS displacement of this oscillator as obtained by the

numerical solution ot Equations (6.30] (Ito Gaussian), and

by Equations (6.32] (linearization) for two cases of low and

high nonlinearities. These results have also been compared

with the exact solution and Non-Gaussian results derived by

Crandall (1980). As expected, the Ito-Gaussian and

linearization results are identical.

90



6.3-2 A SYSTEM WITH A SET-UP SPRIlfG

The second example studied is a nonlinear system with a

set-up spring. This system has been studied earlier by

Crandall (1962) using a statistical linearization approach.

The equation of motion for the system is given as

[6.33J

where Wet) is a Gaussian white noise. A coordinate.
transformation Y1 • U and Y2 • U results

.
Y2 • -Ke Y1 - 2eWOY2 + Wet) [6.34J

where Ke is ehe equivalent linearized coefficient given by

Ke • (a/ay1 ) E(W02 (Y1 + £ sgn Y1)}

- W02[1+2£/(~ uYl)] [fi.35]

As obtained by applying Equation [3.13-c). The

corresponding covariance matrix can be easily derived

yielding

.
S2 - -~.Sl - 2eWOS2 + S3
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.
53 = -2Ke S 2 - 4~W053

By choosing si~ilar t(.) functions as used for the first

case, the moment differe,tial equations can be derived.

This is ~one by applyinq Equation [3.26] to the state-space

vector form of the equation of motion resultinq

.
M20 = 2M11
·22Mll = M02 - 2eweM1l - we H20 - Wo EE{Ylsqn(Yl)}

M02 = u2 - 4eWOM02 - 2Wo2Mll -2Wo2eE{sqn(Y1Y2)}

[6.37]

where Mij - Sn and u2 is the power spectral density of the

input Gaussian white noise. The two expected values in these

equations are evaluated as E{Ylsqn(Yl )} - 2H2o/( 21r)t and

E{sgn(YIY2)} - 2Mll/[( 21r)t UY1]' As can be .een the two

Equations ( 6 • 36] and ( 6 • 37] are identical in form.

Corresponding numerical results for the RHS of displacement

are presented in Figures 6.10 and 6.11 for two cases of low

and hi.qh nonlinearities and are compared with the available

exact solution and the statistical linearization (Crandall,

1962).
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6.3-3 A General Hysteretic Systea

The third example studied is a nonl inear SooF system

with BBW hysteretic restoring torce element. This is the

system that was studied in this thesis. The equation of

motion for the system is given by Equation [4.3] and is

given here again

.. .
t~· + 2~WOU + QW02U + (1 - Q) wQ 2 Z • f(t) [6.38]

where the hysteretic restoring force z is described by

Equation [4.4] and here as

[6.39]

in which 6, i, and n are shape paraDeters; A is the tangent

stiffness and v and ~ are deterioration parameters. Detailed

stUdy of this model is reported elsewhere (Baber and Wen,

1981). The equivalent linearization of this model has been

studied before (Baber and Wen, 1981). The moment equations

fer the Gaussian case are derived as given by Equation

[4.10] and are given here again

•
M200 - 2MllO

M1l0 • M020 - 2~WOMl10 - QW02M200 - (1-a)W02Ml01

M101 • MOll + AM1l0 - 1!(I Y2I Y1Y3) - 1E(IY3 IY1Y2}

M020 • q2_ 4~WOK020 - 2OWo2MIIO - 2(1-G)Wo2MOll
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MOll = -2eWOM011 - aw02M101 - (1-Q)W0 2M002 + AM020

-PE{IY2 IY2 YJ) - 1E{IY3IY22}

·M0 02 - 2AM011 - 2PE(I Y2!y3
2 } - 21E{ IYJ/YzYJ } [6.40]

where Mi,j,k - E{y1
i y 2j yJk): i+j+k-2 and 0 2 is the P5C ot

the input Gaussian white noise. The corresponding covariance

matrix fpr ~e Linearized system is

·51 - - 252

• 2 252 - ~.wo 51 + 2e. Wo5 2 + (l-~}WO 53 - 54

·53 - -CeS2 - Ke S3 - 55

S4 - 2~0252 + 4{WOS4 + 2(1-a)w025 s + q2

Ss - aw2s3 - CeS4 + (2ew - Ke }5 S + (1-a) w2S 6

·56 - -2Ce SS - 2Ke S6 (~.41]

Ke--V[PE{ lui Co/8Z) (IZln-1Z)} + lE{UCa/aZ) IZln)]/~

Ce-(A-V(~E{IZln-lZ(alul/au)} + lE{lz!n)}]/~ [6.42]

it can be shown that Equations [6.41J an~ (6.40] are

identical.

Figure 6.12 and 6.13 represent the RMS displacement and

velocity respectively. These statistics have been obtained

Dy solvinq the moment equations, Equation (6.40], and

covariance equations, Equation. (6.41]. The system studied
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is a nondeteriorating smooth hysteresis given by A-I,

P·1~O.5, a=1/21, n-I, v-I, e-O, and WO.l.O. This model has

c~en previously studied via Fokker Plank equation (Wen,

1976) and by other Gaussian closure techniques (Iyengar and

Dash, 1978). A comparison is made between the Ito Gaussian

and equivalent linearization results and the digitized Monte

Carlo simulation for a wide range of input power spectral

densities. This study verifies that the two techniques lead

to identical results.
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CHAPi,R VII

SUMMARY, CONCLUSION AND RECOMMENDATIONS

7.1 General

The main objective of this research was to develop an

approximation technique for random vibration analysis of

nonlinear systems with general hysteretic behavior. This

solution technique had to be capable of representing the

Non-Gaussian effect of the response. This goal was

accomplished by extending the Cumulant-Neqlect closure

method of Wu-Lin (1984) and Ibrahim and Soundarajan (1985)

to include this form of nonlinearities. In the proposed

approach, first a joint density function for the response of

the system is assumed, and then using Ito-differential

approach a set of first order differential equations for the

system moments are derived. Because of the nonlinearity in

the SBW hysteresis model and other qeneral hysteresis, the

resulting moment equations are coupled with higher orde.!:'

moments. In order to close the moment equations, the basic

mathematical defination of moments was used snd the higher

order moments were obtained in terms of the lower order

ones. The approach presented in this thesis can be used for

both Gaussian and Non-Gaussian response analysis of

nonlinear systems. This chapter contains a summary of

previous chapters, and also the conclusions and sugge.tions
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t~at are resulted f=om this st~dy.

1.2 SII1D1Iary

Chapter 2 contains a brief discussion on the

developement of general hysteresis models, and in specific

the history and the mathematical formulation of tne

so-called smooth transitional model. The models that are

discussed include: Bilinear model, Elasto-Plastic model,

Smooth hysteresis models I degrading hys\ ..:!resis models and

pinching models. The mathematical formulation of the smooth

hysteresis model is based on the model originally introduced

by Bouc (1967) and later vas generalized by Wen (1976) and

Baber and Wen (1979). The degradation model for the smooth

hysteresis is based on hysteretic enerqy dissipation

developed by Baber and Wen (1981).

In Chapter 3 a brief review of approximate solution

techniques and different closure methods for nonlinear

random vibration problems are presented. The solution

techniques discussed are: Fokker-Plank-Kolmoqorov

formUlation, Monte Carlo SimUlation, pertubation, Equivalent

Linearization, Wiener-Hermite Expansion, Gaus.ian and

Non-Gaussian closure, Central Difference, Stochastic

Equivalent Systems, and stochastic Averaging method.

Chapter 3 also contains the development of a Non-Gaussian
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solution me':.~od l,-Ihic~ was proposed by t.:le author for the

random vibration analysis of hysteretic systems.

In Chapter 4 the appl ication ot the proposed solution

technique to a BBW hysteresis model is demonstrated. The

moment equations for the response of a SDOF system subjected

to zero mean stationary white noise excitation are derived

by assuming a 3 dimensional joint density function for the

r'!sponse.

Chapter 5 contains the numerical studies for the random

vibration of the BBW model using this proposed technique. A

wide variaty of parameters were considered. The

Non-Gaussian results obtained by the proposed technique are

compared with Equivalent Lineraization via Monte Carlo

Simulation. Higher order moment ot response coordinate tor

this system are for the firt time evaluated by the new

approach and are presented.

In Chapter 6 a comparative stUdy was performed for

different approximate solution technique.. First, the

Non-Gaussian technique developed by Crandall (1980) is used

to analyze a system with tangent hyperbolic restoring force.

Then, through studinq three ditferent nonlinear systems, it

is shown that the Equivalent Linearization results are

identical to the results obtained by Ito-differential
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approach assuming Gaussian response.

7.3 Conclusion

This study has resulted in a number of conclusions

regrading to the Non-Gaussian Ito technique, and they are as

follows:

1) The results from this technique are in good agreement

with Mente Carlo simulation.

2) In general the Non-Gaussian Ito approach predicts the

second order moments of the response better than

Equivalent Linearization.

3) This technique can be applied to any nonlinear

system, but the major advantage is when the

nonlinearity in the system is ot non-polynomial type

or When it has discontinuty.

4) Due to the highly nonlinear nature of the smooth

hysteresis model the exact solution of systems having

this type of nonlinearity is very difficUlt, if not

impossible. Equivalent Linearization has been the

most widely used approximation technique for

analyzinq systems with hysteretic nonlinearity. The

advandaqe ot this Ito Non-Gaussa1n approach over

Equivalent Linearization is that 1t not only doe.

provide more accurate results for second order

moments of the response but it can also provide the
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info~ation on higher order moments. Therefore, the

density function obtained by Ito Non-Gaussian is mOre

accurate than the density function obtained by

Equivalent Linearization.

5) When the number of unknown moments are greater than

the number of avialable simultaneous equations, it is

easy to implement this approach with Equivalent

Linearization.

6) The computer run time for this solution technique,

assuming Non-Gaussian response, is much higher than

Equivalent Linearization method, while it is the same

if the response is assumed to be Gaussian.

7) The solution technique presented in this work is for

systems subjected to stationary zero mean o~citation,

while Equivalent Linearization can be used for both

zero and non-zero mean excitations.

B) This technique becomes very cumbersome as the number

ot independent system variables increase. This is

the case When more complicated hysteresis such as

Baber-Noori or Noori-Baber slip-lock models are

considered.

7." SU99_tions and Rec~tions

The numerical studies, as reported in Chapter 5, clearly

indicate that the proposed solution technique ot Chapter 3
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is capable of accurately estimating t~e response momen~s ot

nonlinear hysteretic systems. Although good agreements were

found for moments of up to the fourth order, there still

exist further areas to be investigated:

1) the applicability of the proposed solution technique

to multi degree of freedom systems,

2) extension of the present solution technique to the

cases of non-zero mean input excitation,

:3) studying the effect of higher order moments on the

response level of hysteretic systems,

4) using a different index for degradation of the system

instead of hysteretic energy dissipation. An

alternative is the maximum deformation in each cycle

during loading as a measure of degradation for the

next cycle (Sues, Wen and Ang, 1983.)

5) Since this technique can provide better information

on the probability density function for the response

coordinates, it is strongly adviseable that the first

passage problem for hysteretic systems to be

restudied using this approach.

6) The Non-Gaussian statistics obtained by the proposed

technique also provide a ground for reliability and

risk analysis of hysteretic .tructures.

7) In a number of cases the numerical studi•• indicate

that the dissipated energy prediction, by the

Gaussian analysis, is in a better aqre.m.n~ with

simUlation than the Non-Gaus.ian results. In the
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same studies, a cross-over behavior is also obserled

bet-Neen Gaussian a.nd Non-Gaussian response with the

Gaussian results being in better agreement with MCS

after the cr03S-0ver. One source ct this problem is

suspected to be the fact that the Non-Gausian density

function in the vicinity of the cross-over becomes

unrealizeable, i.e. becomes negative. Therefore, it

is suggested that other possible forms of expansions

to bE: considered f'Jr the assumed density function

such that the density function stays realizeable at

all times.

8) The numerical values fer the parameters that were

used for describing the hysteretic behavior were

chosen arbitarily. In order to model the response

behavior of real structures, it is necessary to

obtain the appropriate values for the hysteresis

shape parameters. There are many system

identification procedure~ avialable (Distefano and

Rath, 1974: Distefano and Pena-Pardo, 1976: Yar and

Hammond, 1987: and Roshiya and Maruyama, 1987.) This

is also another tak that can be investigated.

102



REFERENCES

103



RE'EiUNC~S

1. AhJaadi, G. (1982). Presented in the 35~h Meeting of
the American Physical Society, Division ot Fluid
Mechanics. Rutgers University. Wiener-Hermite Closure
Method in Strong Plasma Turbulence.

2. Ang~ A. H-S and Wen. Y. K. (1982). Presented at the
Winter Annual Meeting, ASME. Phoenix, Arizona. AMD
53,_ 91-107. Predication of Structural Damage Under
Random Earthquake Excitations.

3 • AOyaJIa, H. , UaeJaura, B. and Kinam.ino , H. (1977) •
Proceedings of the Sixth World Conference on
Earthquake Engineering' I New Delhi. India. 3, 3081­
3088. Tests an:! Analyses of SRC Beam-Column
SUbassemblages.

4. Arnold, L. (1974). Stochastic
Equat ions; ...T...h""e""o,..,ry....._olYon.&.:ld_-"A...PI.IIDu1"""i...c....a....,t...1...,·o...nLLslILL•

Sc,ns, New York.

Differential
John Wiley &

5. Asano, K. and Ivan, W. D. (1984). An Alternative
Approach to the Random Response of Bilinear Hysteretic
Systems. Earthquake Engineering and structural
Dynamics. 12, 229-236.

6. Assa~, She A. and Zirkle, L. D. (197&). Approximate
Analysis of Nonlinear Stochastic Systems.
International Journal of Control. 23(4), 477-492.

7. Atalay, B. and Penzien, J. (1977). Proceedings of the
sixth World Conference on Earthquake Engineering, New
Delhi. India. 3, 3062-3068. Inelastic Cyclic
Behavior of Reinforced CObcr.t. Flexural Members.

Stochastic
Nonlinear

Structural

8. AtaliJc, T. S. aDd Utku, S. (1976) •
Linearization of Multidegree of Freedom
Systems. Earthquake Engin.ering and
Dynamics. 4, 411-420.

9. Baber, T. T. (1984). Nonzero Mean Random Vibration of
Hysteretic systems. ASCE, Journal ot Engineerinq
Mechanics. 110(7), 1036-1049.

10. Baber, T. T. (1985). Nonzero Mean Randem Vibration ef
Hysteretic Frames. computers and structures. 23(2),
265-277.

11. Baber T. T. and Maori, B. M. (1985). Random Vibration

104



of Degrading, Pinching Systems. ACSE, Journal of
Engineering Mechnacis. 111(8), 1010-1027.

12. Baber T. T. and Boori, x. N. (1986). Modeling General
Hysteresis Behavicr and Random Vibration Application.
ASHE, Journal ot Vibration, Acoustics, Stress, and
Reliability in Design. 108, 411-420.

13. Baber, T. T. and Wen, Y. K. (19n·). Ph.D. Thesis.
Civil Engineering Studies, Structural Research Series
No. 471, University ot Illinois at Urbana-Champaign.
Stochastic Equivalent Linearization tor Hysteretic,
Degrading, MUltistory Structures.

14. Baber, T. T. and Wen, Y. K. (1981). Random Vibration
of Hysteretic Degrading Systems. ASCE, Journal ot the
Engineering Mechanics Division. l07(EM6), 1069-1087.

15. Baber, T. T. and wen, Y. K. (1982). Stochastic
Response of Multistory Yielding Frames. Earthquake
Engineering and Structural Dynamics. 107 (10), 403­
416.

16. Banon, H., Bi99S, J. M. and Irvine, B. II. (1981).
Seismic Damage in Reinforced Concrete Frames. ASeE,
Journal of the Structural Division. 107 (ST9), 1713­
1729.

17. Beaaan, J. J. (1978). Ph. D. Thesis. O~partment of
Mechanical Engineering, Massachusetts Institute ot
Technoloqy. Statistical Linearization for the
Analysis and Control ot Nonlinear Stochastic Systems.

IS. Beaaan, J. J. and Hedrick, J. K. (1981). Improved
Statistical Linearization for Analysis and Control of
Non-Linear Stochastic Systems: Part 1: An Extended
Statistical Linearization Technique. Transactions
ASME, Journal of Dynamic Systems, Measurement and
Control. IJ3, 14-21.

19. Be1baan, R. and Richard:ion, J. X. (1968). Closure and
Preservation of Moment Properties. Journal of
Math.matic~l Analysis and Application, 23, 639-644.

20. Bertero, V. v. and Popov, B. P. (1977). ACI, Special
Publication, No. 53. Sei.mic Behavior ot Koment­
Re.istinq RIC Frames in JVC Structur.. in Seismic.
Zone••

21. Bertero, v. v., Popov, E. P. and Wang, T. or. (1974).
Earthquake Enqineerinq Research center, Report No.
EERC-74/09, University of California, Berkely,
California. Hy~tere.i. Behavior of RIC P1exural

105



Members wi~h Special Web Reinforcement.

22. Booton, R. C. (1.954) • The Analysis of Nonlinear
Central Systems with Random Inputs. IRE Transcation,
Circuit Theory. 1, 32-34.

23. Bauc, R. (1967). Abstract, Proceedings ot 4th
Conference on Nonl.i.near oscillation, Praqt~e,

Czechoslovakia. Forced Vibration of Mechanical System
with Hysteresis.

24. Baver, D. C. C. (1978). Ph.D. Thesis. Australian
National University. A Computational Study ot Several
Problems in Stochastic Modeling.

25. Brown, R. N. (1969). Analog Simulation ot a Bilinear
Hysteretic System Undergoing Random Vibra~ion. ASME,
Journal of Engineering tor Industry. 91, ~051-1056.

26. Bruckner. A. and Lin. Y. K. (1987). General~zation of
the Equivalent Linearization Method for Non-Linear
Random Vibration Problems. International Journal of
Non-Linear Mechanics. 22(3), 227-235.

27. Bycraft, G. N. (1960). White Noise Representation ot
Earthquakes. ASCE, Journal ot Engineering Mechanics.
8(EM2). 1-16.

28. c:a.eron, R. B. and llart:in, W. T. (1947) • The
Orthogonal Development ot Nonlinear Functional. in
Series at Furier-Hermite Functionals. Journal of
Analytical Mathematics. 48, 385-392.

29. capecchi, D. and Vestroni, P. (1985). Steady State
Dynamic Analysis ot Hysteretic Systems. ASCE, Journal
of Engineering Mechanics. 111(12), 1515-1531.

30. caughey, T. J{. (1960a). Sinusoidal Excitation ot a
System with Bilinear Hysteresis. Transactions ASME,
Journal ot Applied Mechanics. 27, 640-643.

31. caughey, T. It. (1960b). Random Excitation of a System
with Silinear Hysteresis. Transactions ASKE, Journal
ot Applied Mechanics. 27. 649-652.

32. caughey, T. X. (1963a). Derivation and Application ot
the Fokker-~lanck Equation to Discrete Non-linear
Systems Subjected to White Random Excitation. Journal
ot Acoustical Society of America. 35(11), 1683-1692.

33. caughey, 'I. K. (19631»). Equivalent Linearization
Technique. Journal ot Acoustical Society of America.

106



35(11), 1706-1711.

34. caughey, T. K. (1971). in Advances in A"Qplied
Mechanics. (Edited by C. s. Yih). 11, 209-243,
Academic Press, New York. Non-linear Theory of Random
Vibration.

35. Caughey, T. K. and Dienes, J. K. (1962). The Behavior
of Linear Systems with Random Parametric Excitation.
Journal of Applied Physics. 32, 2476-2479.

36. Celebi, M. and Penzien, J. (1973). Reporet No. EERC
73-4, University of California, Berkeley.
Experimental Investigation into the Seismic Behaviour
of Critical Region of RIC Components as Influenced by
Moment and Shear.

37. ~ang, X.C. and Lee, G. C. (1987). Strain Rate Effect
on Structural Steel Under Cyclic Loading. ASCE,
Journal of Engineering Mechanics Division. 113 (9) ,
1292,1301.

38. Choi, J. D. (1986). M.S. Thesis. Worcester
Polytechnic Institute, Worcester, Massachusetts.
Random Vibration Analysis of a Hysteretic System.

39. Chopra, A. K. and Lopez, O. A. (1979). Evaluation of
simulated Ground Motions for Predicting Elastic
Response of Long Period Structures and Inelastic
Response of structures. Earthquake Engineering and
Structural Dynamics. 7, 383-402.

40. Cl.ouqh, R. W. and Penzien, J. (1975). DYnamics of
Structures. McGraw-Hill Book Co., New York, New York.

41. Constatinou, •• C. emd Tadjabakah, I. G. (1985) •
Hysteretic Dampers in Base Isolation: Random Approach.
ASeE, Journal of Structural Engineering. 111(4), 705­
721.

42. cranda11, S. B. (1963). Perturbation Techniques for
Random Vibration of Nonlinear Sy.t,ms. Journal of the
Acoustical Society of America. 35(11), 1700-1705.

43. CraDda1l., S. H. (1980). Non-Gau.sian Closure for
Random Vibration of Nonlinear Oscillator.
International Journal of Nonlinear Mechanics. 15,
303-313.

44. cranda1l., S. B. (1962). Random Vibration of a
Nonlinear SysteDs with a set-Up Spring. Transcations
ot ASHE, Journal ot Applied Mechanics. 29, 477-482.

107



45. crandall, S. B. (1985). Non-Gaussian Closure for
Stationary Random Vibration. International Journal of
Nonlinear Mechanics. 20, 1-8.

46. Crandall, S. B. and lIark, W.
Vibration in Mechanical systems.
York.

D. (1963). Random
Academic Press, New

47. crandall, S. B. and Zhu, w. Q. (1983). Random
Vibration: A Survey of Recent Developements. Journ~l

of Applied Mechaics. 50, 953-962.

48. Dash, P. X. and Iyengar, R. H. (1982). Analysis of
Randomly Time Varying Systems by Gaussian Closure
Technique. Journal of Sound and Vibration. 83 (2) ,
241-251.

(1983). The Response and Distribution of
Nonlinear Oscillator with Band-limited

Journal of Sound and Vibration. 90 (3) ,

Davis, B. G.
Maxima of a
Excitation.
333-340.

50. Davoodi, B. and Hoori, 1[. 11. (1987a) • 5th
International Conference on Application of Statistics
and probability in Soil and Structural Engineering,
ICASP5s proceedings, Vancouver, Canada. Approximate
Random Vibration Analysis of a Nonlinear SooF
Oscillator by Non-Gaussian Closure and Statistical
Linearization.

49.

51. Davoodi, B. and Boori, K. B. (1987b). 11th Canadian
Conference of Applied Mechanics, CANCAM proceedings,
Edmonton, Alberta, Canda, A134-A1Js. A Comparison
Between Non-Gaussian closure and Statistical
Linearizat ion Techniques for Random Vibration of a
Nonlinear Oscillator.

52. navoodi, B. and Hoori, K. H. (1987c). First
International Conference on Industrial and Applied
Mathematics, lClAH, Paris, France. Approximate Random
Vibration Analysis of a Nonlinear
Oscillator - Equivalent Linearization vs. Non-Gaussian
Closure Technique.

53. Davoodi, B., Hoori, K. H. aDd Saffar, A. (1988). An
Ito-Based General Approximation Method for Random
Vibration of Hysteretic Systems, Part I: Gaus.ian
Analysis. To appear in the Journal of Sound and
Vibration.

54. Diatef'aDO, II. and Pena-Pardo, B. (1976) • System
Identification of Frame. under Seismic Loads. ASCE,
Journal of Engine.ring Mechanics Division. 102(EM2),

108



313-330.

55. Distefano, N. and Rath, A. (1974). Report No. EERC­
74/~5, University of California, Berkley, California.
Modeling and Identification in Nonlinear structural
Dynamics, I- One Degree of Freedom Models.

56. nitlevsen, O. (1986). Elasto-Plastic Oscillator with
Gaussian Excitation. ASCE, Journal of Engineering
Mechanics. 112(4), 386-406.

57. Filippou, F. C., Popov, E. P. and Bertaro, V. V.
(1983). Modelling of RIC Joints Under Cyclic
Excitations. ASCE, Journal of structural Engineering.
109(11), 2666-2684.

58. Foster, E. T. (1968). Semilinear Random Vibration in
Discrete Systems. Transactions ASME, Journal of
Applied Mechanics. 35, 560-564.

59. Gosain, H. K. and Jirsa, J. O. (1977). Proceedings of
the Sixth World Conference on Earthquake Engineering,
New Delhi, India. 3, 3049-3055. Bond Deterioration
in Reinforced Concrete Members Onder Cyclic Loads.

60. Gros-.ayer, R. L. (1981). Stochastic Analysis of
Elasto-Plastic Systems. ASeE, Journal of the
Engineering Mechanics Division. 107(EH1), 97-116.

61. Biqaahi, Y., Ohkubo, lI. and Ohtsuka, lI. (1977) •
Proceedings of the Sixth World Conference on
Earthquake Engineerinq, New Delhi, India. 3, 3127­
3132. Influence of Loadinq Excursioins on Restoring
Force Characteristics and Failure Modes of Reinforced
Concrete Columns.

62. Boshiya, lI. and Maruyama, O. (1987). Proceedings of
ICASP5, The Fifth International Conference on
Application of Statistics and probability in Soil and
Structural Engineering, Oniversity of British
Columbia, Vancouver, B.C., Canada. 182-189.
Identification of Nonlinear Structural Systems.

63. Bowmer, G. W. and Jennings, P. C. (1964). Generation
of Artificial Earthquakes. ASCE, Journal of
Engineerinq Mechanics Division. 90(EM1), 113-150.

64. IbrahiJa, 1l. A. (1978) • Stationary Respon.. of a
Randomly Parametric Excited Nonlinear Systems.
Transactions ASHE, Journal of Applied Mechanics. 45,
910-916.

65. D::Jrahia, R. A. (1981). Pa.rametric Vibration, Part VI:

109



Stochastic Problems(2).
13(9),23-35.

Shock and Vibration Digest.

66. IbrahiJa, R. A. (1985). Parametric Random Vibration.
John Wiley & sons, Inc., New York.

67. IbrahiJa, R. A. and Pandya, A. (1989). To appear in
proceeding of PACAM, Pan American Congress of Applied
Mechanics, Rio de Janeiro, Brazil. Functionl nalysis
of Nonlinear Dynamic system under Random Excitation.

68. Ibrahia, R. A., and Roberts. J. W. (1978) •
Parametric Vibration, Part V: Stochastic Problems.
Shock and Vibration Digest. 10(5), 17-38.

69. IbrahiJa R. A. and Soundararajan, A. (1985) • An
Improved Approach for random Parametric Response of
Dynamic Systems with Non-linear Inertia.
International Journal of Non-linear Mechanics. 20(4),
309-323.

70. Ivan, W. D. (1966). A Distributed-Element Model for
Hysteresis and its Steady-State Dynamic Response.
ASME, Journal of Applied Mechanics. 33, 893-900.

71. Ivan, W. D. (1973). A Generalization of the Concept
of Equivalent Linearization. International Journal of
Non-Linear Mechanics. 8, 279-287.

72 • Ivan, W. D. (1977). Proc.edings of the
Conference on Earthquake Engineering,
India. 2, 1094-1099. The Re.pon.e
stiffness Degrading structures.

sixth World
New Delhi,

of Simple

73. Ivan, W. D. and cifuentes, A. O. (1986). A Model for
System Identification of Degrading Structures.
Earthquake Engineering and structural Dynamics. 14,
877-890.

74. Ivan, W. D. and Lutes, L. D. (1967). Response of the
Bilinear Hysteretic System to Stationary Random
Excitation • Journal of the Acoustical Society of
America. 43(3), 545-552.

75. Ivan, W. D. aDd Yanq, I-II. (1972). Application of
statistical Linearization Techniques to Nonlinear
Multidegree of Freedom Systems. Transactions ASHE,
Journal of Applied Mechanics. 39, S45-550.

76. Iyengar, R. N. and Dash, P. It. (1978). Study of the
~andom Vibration of Nonlinear Systems by the Gau••ian
Closure Technique. Transactions ASHE, Journal of

110



Applied Mechanics. 45(2), 393-399.

77. Jahedi, A. and Almadi, G. (1983). Application of
Wiener-Hermite Expansion to Nonstationary Random
Vibration of a CUffing Oscillator. Journal of Applied
Mechanics. 50, 436-442.

78. Jazwinski, A. B.
Filtering Theory.

(1970) • Stochastic Processes and
Academic Press, New York.

79. Kapitaniak, T. (1985). stochastic Response with
Bifurcations to Nonlinear DUffing's Oscillator.
Journal of Sound and Vibration. 102(3), 440-441.

80. Xarnopp, D. and Sharton, T. D. (1966) • Plastic
Deformation in Random Vibration. Journal of the
Acoustical Society of America. 39(6), 1154-1161.

81. Kaul, X. K. and Penzien, J. (1974). Stochastic
Seismic Analysis of Yielding Offshore Towers. ASCE,
Journal of the Engineering Mechanics Division.
11 (EM5) , 1~26-1038.

82. Kelly J. K. and T8ai, B. C. (1985). Seismic Response
of Light Internal Equipment in Base-Isolated
Structures. Earthquake Engineering and structural
Dynamics. 13(6), 711-732.

83. lteshavarzian, II. and Schnobricb, W. c. (1983) •
Analyt.ical Models for the Nonlinear Seismic Analysis
ot Reinforced Concrete Structures. Journal of
Engineering Structure.. 7, 131-142.

84. Koberi, T., JIiDai, R. and Suzuki, Y. (1974) •
Nonstationary Random Respon.e of Bilinear Hysteretic
Systems. Theoretical and Applied Mechanics. 24, 143­
152.

85. Levy, R., Kozin, F. and JIoox-n, R. B. (1971). Random
Processes for Earthquake Simulation. ASCE, Journal of
Enqineering Mechanics Division. 97(EM2), 495-517.

86. Lin, Y. X. (1967). Erobabililtic Theory of Structural
PYDamicl, Robert E. Krieqer Publishinq Company I New
York.

87. Lin, Y. K. (1988). Abstract, Proceedings of Applied
Mechanics and Enqineerinq Sciences conterence, Joint
ASHE, SES Conterence. University of California at
Barekely, New Solution Techniques for Randomly Excited
Nonlinear Systems.

88. Lin, Y. K. and cai, G. Q. (1987). Center tor Applied

111



Stochastic Research, Report
Atlantic University, Florida.
Systems.

# C~S 87-6, Florida
Equivalenc Stochastic

89. Lin, Y. K., Kozin, F., Wen, Y. K., casciati, F.,
Schueller, G. I., DerJdureghian, A., Ditlevsen, o. and
VillDIarke, E. B. (1986). structural satety, 3, 167­
194. Printed in the Netherlands, Elsevier Science
Publishers B. V., Amsterdam, Netherlands. Methods of
Stchastic Structural Dynamics.

90. Lin, Y. K. and Yang, Y. (1987).
Tajimi Earthquake Models.
Enqineering Mechanics Division.

Evolutionary Kanai­
ASCE, Journal ot

113(8), 1119-1137.

91. Liu, Q. and Davies, B. G. (1988). Application of Non­
Gaussian Closure to the Nonstationary Response of a
CUffing Oscillator. International Journal of Non­
Linear Mechanics. 23(3), 241-250.

92. Lutes, L. D. and Lilhand, K. (1979j. Frequency
Content in Earthquake Simulation. ASCE, Journal of
Engineering Mechanics Division. 105(EM1), 143-158.

93. Harp1e, s. L•. Jr., (1987). Digital spectral Analysis
with Applications. Prentice-Hall, Inc., Englewood
Cliffs, New Jersey.

94. Matsui, C. and llitani, I. (1977). Proceedings of the
sixth World Conference on Earthquake Engineering, New
Delhi, India. 3, 3169-3174. Inelastic Behavior of
High strength Steel Frames Subjected to Constant
Vertical and Alternating Horizontal loads.

95. Minai, K. and Wakabayashi, K. (1977). Proceedings of
the Sixth World Conference on Earthquake Engineering,
New Delhi, India. 3, 3101-3106. Seismic Resistance
at Reinforced Concrete Beam-and-Column Assemblages
with Emphasis on Shear Failure of Column.

96. llindil.n, R.
cushioning.
461.

D. (1945) • Dynaaics of
Bell System Technical Journal.

Package
24, 353-

97. llitani. r. • 1Iakno. K. aDd Katsui, C. (1977).
Proceedings ot the Sixth World Conference on
Earthquake Engineering, New Delhi, India. 3, 3175­
3180. Influence of Local Buckling on Cyclic Behavior
ot Steel B.~'-Columns.

98. lIob....d Yar, A. and "--and, T. (1987). Modellinq
and Response of Bilinear Hysteretic Systems. ASCE,

112



Journal of Engineering Mechanics. 113(7), 1000-1013.

99. Hohammadi, J. and Aain, M. (1988). Presented at the
Joint ASME/SES Applied Mechanics and Engineering
Sciences Conference I Berkeley I Cal it'ornia. AMD 93,
123-133. Nonlinear Stochastic Finite Element Analysis
of Pipes on Hysteretic Supports Under Seismic
Excitation.

100. lIostagel, B. and AbJIadi, G.
Communications.

(1988). Personal

101. BevJlark, II. H. and Rosenhlueth, E. (1971) •
Fundamentals of Earthquake Engineering. Prentice
Hall, Inc., Englewood Cliffs, New ~ersey.

102. Nigam, H.
Vibrations.

C. (1983). Introducation to Random
The MIT Press, Cambridge, Massachusetts.

103. Hoori, M. N. and Baber, T. T. (1984). Ph.D. Thesis.
civil Engineering Studies, structural Research Series
No. 471, University of Illinois at Urbana-Champaign.
Random Vibration of Degrading Systems with Genearl
Hysteresis Behavior.

104. Boori, M. 11., Cboi, J. D. and Davoodi, B. (1986).
Proceedings of the SECTAM XIII, Southeastern
Conference on Theoretical and Ap~lied Mechanics,
University of South Carolina, Columbia, south
Carolina. A New Hysteresis Model for Random Vibration
of Degrading Systems.

105. Moori, II. II., Cboi, J. D. and DaVoodi, B. (1986).
Zero and Nonzero Mean Random Vibration Analysis of a
New General Hysteresis Model. Journal of
Probabilistic Engineering Mechanics. 1(4), 192-201.

106. Moori, II. M. and DaVoodi, H. (1988.). 5th ASCE
Specialty Conference on PrObabilistic Mechanics,
Vir9ina polytechnic Institute and state University,
Blackburo; Virc;ina, 293-296. Compari:,.on Between
Linearization and Gaussian Closure.

107. Boori, X. H. and Davoodi, B. (19S8b). 22nCS Iarael
Con~erence on Mechunical En9ineering, Ben-Gurion
University of the Neqev, Beer-Sheva, Iarael. A
Comparative StUdy Between Equivalent Linearization and
Gaussian Closure.

lOB. .ocri, M. H. aDd Davoodi, B. (1989a). CCDlParison
Between Equivalent Linearization and Gaussian Closure
for Random Vibration Analysi. o~ Several Nonlinear
Systems. Submitted for review to the Journal of

113



Probabilistic Engineering Mechanics.

109. Hoori, II. H. and DaVoodi, B. (1989b). Pan American
Congress of Applied Mechanics, PACAM, Rio de Janeiro,
Brazil. A Comparative study Between Equivalent
Linearization and Gaussian Closure for Random
Vibration of Two Nonlinear Systems.

110. Hoori, M. H., Saffar, A. and Davoodi, H. (1987). A
Comparison Between Non-Gaussian Closure and
Statistical Linearization Techniques for Random
Vibration of a Nonlinear Oscillator. Computers'
Structures. 26(6), 925-931.

111. Hoori, II. H" Saffar, II., DaVoodi, B. and Ghantous, G.
(1988~. Work on Proqgress.

112. Orabi,1. 1. (1986). Ph.D. Thesis. Departlllent of
Mechanical and Industrial Engineering, Clarkson
University. A Functional Series Expansion Method tor
Response Analysis of Nonlinear Systems Subjected to
Random Excitations.

113. Orabi, I. I. and AhJIadi, G. (1987a). An Iterative
Method for Non-Stationary Response Analysis of Non­
Linear Random System. Journal of Sound and Vibration.
119(1), 145-157.

114. Orabi, X. X. and Aluladi, G. (1987b). Nonstationary
Response Analysis of a DUfting Oscillator by Wiener­
Hermite Expansion Method. Transaction ASME, Journal
ot Applied Mechanics. 54, 434-440.

115. OZdeair, B. (1976). Ph.D. Thesis. Division of
Structural Engineering and structural Mechanics.
Department of Civil Engineering, University of
California, Berkely, California. Nonlinear Transient
Dynamic Analysis of Yielding Structures.

5th ASCE
in civil

Moments

116. Paola, II. D. (1988) • Proceedinq of the
specialty conference, Probabilistic Method
Enqineerinq, Blacksburg, Virginia. 285-288.
of Non-Linear Systems.

117. Park, It. and Pau1ay, T. (1975). Reinforced Cgncret
Structures, John Wiley and Sons, Inc., New York.

118. Park, Y. J., Wen, Y. K. and. Mg, A. B-5. (1986).
Random Vibration of Hysteretic Syst.ms under Bi­
Directional Ground Motions, Earthquake Enqineerinq
and Strucyural Dynamics. 14, 543-557.

119. Penzien, 3. and Llu, s. C. (1969). Proc••dinqs of the

114



on Earthquake Engineering,
114-129. Nondetermiinistic

structures Subjected to

Fourth World Conference
santiago, Chile. 1 (A-I) ,
Analysis of Nonlinear
Earthquake Excitations.

120. pivovarov, L. and Vinoqradov, O. (1987). proceedings
of the CANCAM, The Eleventh Canadian Congress of
Applied Mechanics, University of Alberta, Edmonton,
Alberta, Canada. 1, A138-A139. Application ot Bouc's
Model for Nonlinear Hysteresis in vibrating Cables.

121. Hallberg, W. and Osgood, W. R. (1943). Technical Notes
902, National Advisory committee tor Aeronautics.
Description of stress-strain Curves by Three
Parameters.

122. Roberts, J. B. (1978). The Response of an Oscillator
with Bilinear Hysteresis to Stationary Random
Excitation . Transactions ASHE I Journal of Applied
Mechanics. 45, 923-928.

Nonlinear
Part 2:

Shock and

Nonlinear
Part 1:
Digest.

Roberts, J. B. (1981a). Response of
Mechanical Systems to Random Excitation.
Markov Methods. The Shock and Vibration
13(3), 17-28.

Roberts, J. B. (1981b) • Response ot
Mechanical systems to Random Excitation,
Equivalent Linearization and Other Methods.
Vibration Digest. 13(4), 15-29.

123.

124.

125. Roberta, J. B. (1984a). Comparison Between Simulation
Results and Theoretical Predications tor a Ship
Rolling in Random Beam Waves. International Journal
ot Ship Buldings Program. 31(359), 168-180.

Techniques tor Nonlinear
The Shock and Vibration

Roberts, J. B. (1984b) •
Random Vibration Problems.
Digest. 16(9), 3-14.

127. Roberta, J. B. (1986). Response of an O.cillator with
Nonlinear Damping and a Softening Spring to Non-white
Random Excitation. Journal of Probabilistic
Engineering Mechanics. 1(1), 40-48.

126.

128. RDhaOD, J.
vibration.

D. (1963). An Introduction to RAndom
Edinburgh University Pre•• , Scotland.

129. saatciOCJ1u, II., Derecho, A. ~. and Cor~ey, W. G.
(1983). Modelling Hysteretic Behavior of Coupled
Walls for Dynamic Analysis. Earthquake Engineering
and Structural Dynamics. 11, 711-726.

115



Stochastic Linearization in
Applied Mechanics Review.

130. Schueller, G. Y. and Shinozuka, K. (1988). Stochasti~

Methods in structaral Dynamics. Kluwer Academic
PUblishers, London, England.

131. Shinozuka, N. (1970). simulation of Multivariate and
MUltidimensional Random Processes. The Journal of the
Acoustical Society of America. 49, 357-)68.

132. Sozen, M. A. (1974) • in Applied Mechanics in
Earthquake Engineerinq. (Edited by W. D. !wan), ASME
Winter Annual Meeting, The Applied Mechanic Division.
8, 63-98. Hysteresis in Structural Elements.

133. Spanos, P-T. D. (1978). Stochastic Analysis of
oscillator with Non-Linear Dampinq. International
Journal of Non-Linear Mechanics. 13, 249-259.

134. Spanos, P-T. D. (1979) • Hysteretic Structural
Vibrations Under Random Load. Journal of the
Acoustical Society of America. 65, 404-410

135. Spanos, P-T. D. (1980a). Formulation of Stochastic
Linearization for Symmetric or Assymetric MooF
Nonlinear Systems. Transactions ASME, Journal of
Applied Mechanics. 47(1), 209-211.

136. Spanos, P-T. D. (1980b). Probabilistic Earthquake
Energy Equations. ASCE, Journal of Engineerinq
Mechanics Division. 106(EMl), 147-159.

137. Spanos, P-T. D. (1981).
Structural Dynamics.
34(1), 1-8.

138. spencer, B. F., Jr. and~, L. A. (1985). On the
Reliability of a Simple Hysteretic System. MCE,
Journal of Engineering Mechanics. 111(12), 1502-1514.

139. spigler, R. (1985). A Stochastic Model for Nonlinear
Oscillators of Duffinq Type. SIAM, Journal of Applied
Mathematics. 45(6), 990-1005.

140. StantoD, J. P. ancl IIcMiven, B. D. (1983). Towards an
Optimum Model for the Re.pon.e of Reinforced CODcrete
Beams to Cyclic Loads. Earthquake Enqlne.ring and
Structural Dynamics. ~~, 299-312.

141. stra'tClDcwich, R. L. (1963). Topics in the Theory ot
RAndom Noi,e, Vol. I, Gordon' Breach, New York.

142. Stroud, A. B. and Secrest, D. (1966). Gaus,ian
Quadrature Formulas. Prentice-Hall, Inc., Enqlewood

116



Cliffs, New Jersey.

143. Su, L., Ahmadi, G. and Tadjabaksh, I. G. (1987) •
Reprinted from Dynamics of Structures proceedings,
Structures Congress, 87jST Div/ASCE, Orlando, Florida.
15-26. A Comparitive Study of Different Base
Isolators.

144. Sues, R. B., Wen, Y. It., and Anq, A. B-S. (1981).
Proceedings of the Symposium on probabilist.:'c Kethods
in Structural Engineering, ASCE, st. Louis, Missouri.
358-377. satety Evaluation of Structures to
Earthquakes.

145. Sues, R. H., Wen, Y. It. and Ang, A. H-5. (1983).
Ph. D. Thesi s. Civil Engineering Studies structural
Research Series, No. 506, Department of Civil
Engineering, University of Illinois Urbana,
Champaign. Stochastic Seismic Performance Evaluation
of Buildings.

146. Sun, J-Q. and Bau, C. S. (1987). Cumulant-Neglect
Closure Method for Nonlinear systems Under Random
Excitations. Transactions of ASHE, Journal of Applied
Mechanics. 54, 649-655.

147. Takeda, T., sozen, II. A. and. lIielaen, II. II. (1970).
Reinforced Concrete Response to Simulated Earthquakes.
Journal of the Structural Division. 96(ST12), 2557­
2573.

148. TaDllirikonqltol, V. aDd Peckno1d, D. A. (1980) ..
Approximate Modal Analysis of Bilinear MDF Systeml!'.•
ASCE, Journal of the Engineering Mechanics Division.
lU6{EM2), 361-375.

149. To, C. w. S. (1986). The Stochastic Central
Difference Method in Structural Dynamics. Computers
and Structures. 23(6), 813-818.

150. To. C. W. S. (1987). Random Vibration of Nonlinear
Systems. The Shock and Vibration Digest. 19(3), 3-8.

151. ~o, C. w. S. (1988). Recursive Expressions tor Random
Response ot Nonlinear Systems. Computers and
Structures. 29(3), 451-457.

152. Vamu....""Clte, B. B. (1976) •
Earthquake Seismic Risk and
Lomnitz, and Rsenblueth, E.,
Co., Amsterdam, Netherlands.

Structural Response to
Engineering Decision. C.
eds., Elsevier Publ!shinq

153. Vumarci.:e, E. B.

117

Veneziano, D. (1.973).



Proceedings of the Fifth World Conference an
Earthquake Engineering, Rome, Italy. 2851-2863.
Probabilistic Seismis Response of Simple Systems.

154. Viel.sak, P. (1987) • Proceeding of the CANCAM, The
Eleventh Canadian Congress of Applied Mechanics,
University of Alberta ,Edmonton, Alberta, Canada, 1.
A140-A141. Vibration of Inelastic Structures:
Modeling and Experiments.

155. Wen, Y. K. (1976).
Hysteretic Systems.
Mechanics Division.

Method for Random Vibration of
ASCE, Journal of the Engineering
102(EM2), 249-263.

156. Wiener, B. (1958). Nonlinear Problem in Random
Theory. Wiley, New York.

157. wu, W. F. and Lin, Y. K. (1984). Cumulant-Neglect
Closure for Nonlinear Oscillators Under Parametric and
External Excitatio~. International Journal of Non­
linear Mechanics. 19(4), 349-362.

158. Yaaada, K. and Kawamura, B. (1980). Response Capacity
Method for Earthquake Response knalysis of Hysteretic
Structures. Earthquake Engineering and Structural
Cynamics. 8, 299-313.

159. Yang, C. Y. (1986). Random vibration of Structures.
Interscience, John Wiley & Sans, New York.

118



FIGURES

119



olCU I" u

AI

1\11

~--

...
t-.Jo

n. Sc:llC.at i c Mode1i

(:Ii

I
~(:

•II

h. LillI';'" Vi:-;':OIlS Ilflmping lIestorillg Fort,!'

COIRIIOIII'III, ;

( 1- a)KZ

If

('. U ncar SI)d ng Restol'i JIg Force Comllonent i d. IIn;tC'I'('sis Ill'st,ol'ing Fon:e (:olHpoIlPnl;

Fig. 2.1- The Nonlinear SIlOF Moclel (Uter Baber & lien; 1979).



z

8+Y>O, y-B<O

u

6+Y>0, y-a-O

8+y>y-B>O

O>8+Y>Y-S

8+y-O, Y-S<O

u

u

Fig. 2.2- Hysteretic R.estoring Force for n=l II.
different CoabinatioDs of ~ and 1
(After..,. & 1IwI: 1979).

121



-...
II

...
"...

-cs
I­'-'

122



D- 0n~- ,\Iv

o - u. C. ~mulation

c - Unearizalion &Gaussian
~ - Non-Gaussian

r
I
i

-I

" ..

I
3.20 J

0.80

1.60

"""'\1, .
*f
]

W\J

:.J

503020

0.00 +I----:-I----:----~---~--~

o '0

T1me(sec)

Fig. 5.1- RYS Displacement Response of a BOW SDOF System.e=0.0, SA : 0.0, &v =0.0, S~ =0.0.

123



D=0.1

o - M. C. Simulation

o - Linearization &GOIJs~an

6- Non-Gaussian

-----"-"----------,~ 'O-r-­•.J I
I

!

I
I
I

L.D~ J

0.50

1.50 ~
,...."

~
f

D=: 0.05f
] 1.00
Y'fV

W

503020

0.00 +I--~I~--..,.----~--...,....--__f

o 10

T1me(sec)

Fig. 5.2- lUIS Displa.cement Response of a BBW SDOF System.
e= 0.1, SA =0.0, Iv =0.0, &~ =0.0.

124



~,~o T~..
!
1
I

I

(001
I
I
I

100 ~

I
I

2.00 j

1.00

o - ~. C. SJmula!;o~

o - linearization &Gaussia~

~- Non-Gaussian

--------

u= 0.1

D=0.05

--,
I

I

50302010

0.00 +------.,...------.,---~

D

T1me(sec)

Fig. 5.3- RMS Displacement Response of a BBW SDOF System.
e=0.0, 6A =0.01, 6~ =0.01, 6~ =0.05.

125



3.0J --

2.40 ~

1.20

0.60

--·----·····--l
I

n=0.05

o - ~. C. Sinulation

[J - ~nearizafion &Gaussian
6_ Non-Gaus~an

50

0.00 ~--.,....----r---:-I ---,-----;

o 10 20 3D

TIme{ser.)

Fig. 5.4- RMS Displacement Response of a nnw SDOF System.
e= 0.1, 6A =0.01, 6~ =0.01, 6~ =0.05.

126



10.GO1 ----_..----.

8.00
o - M. C. Simulation

Cl - [jnear.zaiion &Gaussian
~- Non-Gmlssian

50

0: 0.05

~ o'u= .~

2010

D.OO 4-----r----or----r----.,r------;

o

~~n J
~.... I

1

2.00

N
f
f

J 4.00
"""w

TIme(sec)

Fig. 5.5- RMS Displacement Response of a BOY SDOF System.
e=0.0, &A =0.02, &y =O.05~ 6~ = 0.1.

127



5.00 -..r----------------,

4.00

3.00

N•4
:J lOO
"'"w

1.00

o - IL C. Simulation

o - lileanzation k!4Jssian
6 - Non-Gaussian

0=0.05

50

0.0Il ~--_r_--_,_--__:_I---r------1

o 10 20 30

TIme(sec)

Fig. 5.6- RMS Displp~cnc~t Response of a BBW SDOF System.
e=0.1, 6l =0.02, 6v =0.05, 6~ =0.1.

128



o- w. C. ~muldtion

c - uneari.rotion &Gaussian

~- Non-Gaussian

I

I

2.lQ

~,cc ~----------------~

3.LO

0.80

C'J
f
f

J un
VfV

ll.!

50302010

0.00+---~--~--~--~--~

o

TIme(sec)

Fig. 5.7· RYS Displacement Response of a BBW SDOF System.
e=0.0, o~ =0.01, 6v =0.0, &~ =0.0.

129



o - II. C. SmuIaIion
o - Iileorization &Gaussian
~- Kon-CousSan

0.50

1'0------------------,...w

•

1.50 ~

fW'I

N
I
+
J 1.00

VON

w

40

0.00 -I---""":j---r-----:-I-----,-----i

o 10 20 30

Time(sec)

Fig. 5.8- RYS Displacement lesponse of a BB~ SDOF System.
e=0.1, &A = 0.01, &~ =0.0, 6~ =0.0.

130



l';;r..",,;

3.50 J

I
?-n ~
." \I

I
fW\

N
f
I-
] 1.80
II'N
I':.LJ

0.90
I
I

o - IL C. Simulation

o - linearization &Gaussian
A II G •
L..}- ;~on- GliSSlGn

50

0.00 ~I---""J----:-----:1----;1----1

o 10 20 30 4Il

TIme(sec)

Fig. 5.9- !UIS Displacement ReSpODSp. of a BOW SDOF System.
( =0.0, 6A = 0.02, &v = 0.0, 6~ : 0.0.

131



2010

0.00~---r----~--~--~--~

o

Tme(sec)

Fig. ~.lo- RMS Displace.eDt Response of & BBV SDOF System.
e =0.1, 6A =0.02, 6v =0.0, ,~ =0.0.

132



o-u.c.~

[j - lilmction &Gaussicn

6-r~~an

iiO

0.80

i~O--------------1

.• 0=0.1 I

~ .:1',
~ .. j

,..,. n=0.05
N
f
f
J 1.60
lIN

w

2010

0.00 .......--_--~-- __--_,._--_f

o

TIme(sec)

Fig. 5.11- R»S Displace_ent Response of a BDW SDOF System.
E=0.0, &. =0.0, 6~ =0.01. &~ =0.0.

133



2.40

1.80 ~

""'"
N
l­
I

J 110.,..,
w
?

0.60 )

I

D: 0.05
o-Y.c...
o - Uneaizoiim &: Gaussian

~-NoriusSan

JO2010

0.00 +---...,...---,.----.,.----T-----;

o

T1me(sec)

Fig. 5.12- RYS Displacement Resp~nse of a SSW SDOF System.
e=0.1, 0A =0.0, 6~ =0.01, 6q =0.0.

134



5.00 ....------------------.,

4.00

N
I
I

J 200
~

W

1.00 0=0.05 o - Il C. Sinulalion
[J - motion &GGlss:OlI

1::._ Non-GaussiQII

503D2010

0.00 -I---""'I"-"'"---,------r---~--"'"'4

o

TI~e(sec)

Fig. 5.13- RlIS Displacement Response of a BB~ SDOF System.
e=0.0, SA : 0.0, Sv =0.05, 'n =0.0.

135



\00---'" I

J2.40 I

I
I

l.~O ~

IN
f
J

:J 1.20

~

0.60

0=0.05

o - IL C. itUotioo
CI -lineariL16m l Gaussian

A-Non~

10

o.oo+---~--...---r---r------1

o

TIme(sec)

Fig. 5.14- RlIS Displacement Response of a BBW SOOF System.
E=0.1, 6A =0.0, 6v =0.05, 6~ =0.0.

136



t.DO -i"""""------------.-----,

120

IW\

('J
f
f

J 1.60
"'"w

0.80

D=0.05
o-~ c. Sinulm
[J - linemzaDon &GaiJssiGl

6-lion-Gaussia:I

301D

0.00 -f----~--....._--...__--~-___f

o

TIme(sec)

Fig. 5.15- RYS Displacement Response of a BBW SDOF System.e=0.0, SA =0.0, 6v = 0.0, 6n = 0.05.

137



.iCO~i--­

i

2.40

I

1~O I
I ... 1

.....
N
f
f

J 1.20
."..

w

0.60

D=0.05

o- w. c. S'nUiion
c -lilecrizImI &~
~- tin-Gasian

50403D10

0.00 +--,-...,-----r----...,.....--..,.----f

o

Tme(sec)

Fig. 5.16- RMS Displacement Response of a BBV SDOF System.
E=0.1, SA =0.0, Sv =0.0, S~ =0.05.

138



.
"' ... ""

."0;.U

fW'I

rl
J

*J L.OO
VON

~

1.00
D=0.05 o - Y.. C. Slmlilation

tJ - Unecrizcuon &Gous~cn

6- :;on-Goussian

5030

0.00 "'I---~--~I---O:----~--~

o 10 20

Tlme{sec}

Fig. 5.17- ~IS Displacement Response of a BBW SDUF System.
( =0.0, 6A =0.0, 'v =0.0, 6~ =0.1.

139



lCO-r---­
I

I
I,

2.40 ~

I
'.

:10~

""" !
N If
J

1.20 t:J-W
0=0.05

----------

a-lC."
o - limizIiion l Casilm
A- iln-GusiII

4010

0.00~---------------,.--_r__-___i

o

TIme(sec)

Fig. 5.18- 1M3 Displacemeat Response of a BBV SDOF System.
e=0.1: SA =0.0, 6v =0.0, S~ =0.1.

140



·:,. ~----------------........v\i

('~

l­
t

0:::i

w

1.20

0.6~

0.30

o=0.05

o - Y. C. ~ulotion
Cl _. Linearization &Gmlssian

A- Non-Gaus~an

50302010

0.00 ~---r-----'-----:'----r--""';

o

Ttme(sec)

Fig. 5.19- lUIS Velocity Response of a. BBW SDOF System.
e= 0.0, 6. =0.0, 6v =0.0, &~ = 0.0.

141



N

*+.J

:.CG 1'--·---------------~1

I ' l

0.20
o - Y. C. Simulation

[J - Unearization &Gous~an

b.- Non-Gous~Qn

5040302010

0.00 +---~-___,~-____r'--__,_--_;

o

TIme(sec)

rig. 5.20- RYS Velocity lesponse of a BB~ SDOF System.
e=0.1, 6A =0.0, &v =0.0, S~ =0.0.

142



_._--------------.,;.5J1

1.20

I
0=0.1 I

'" . I
I

d

""'"
N
f
t 0: 0.05eJ 0.60......
w

o - Ii C. SmuJotion

0.30 c - Linearization &Gmls~an

6- Non-Gaussian

so40302010

0.00 -f----or-----,r-------r----r----f

o

TIme(sec)

Fig. 5.21- RYS Velocity Response of a SBW SDOF System.
e=0.0, 6A =0.01, 6~ =0.01, 'n =0.05.

143



i.50 I
I
I
I
I

1.20 _I

I
I

~.90 -{

""'"
N
f
f

.:J 0,6(1
VN

W

0.30

D=0.05

o- IL C. Sinulotion

o -lileorization &Gous~an

A- Non-Gaussian

5040302010

Q.DO-f----"""'T""----,.---.,.----.,.-----I

o

T1me{sec}

Fig. 5.22- RMS Velocity Response of a BBW SDOF System.
e =0.1, 'A =0.01, 'v =0.01, &~ =0.05.

144



0=0.1

o - IL C. Sinulotion
c - _aIion &Gaussian
~- Non-Gaussian

0=0.05

Z.](J 1-------------------
I
I
I

:.60 ~
I

0.40

1.20 ~
NJ'l

N
i-
f

•J 0.80
VN

w

50403020

0.00 ~--~l-----,.------....,---....-./

o 10

TIme(sec)

Fig. 5.23- RMS Velocity Response of a BBW SDOF System.e=0.0, SA =0.02, &~ =0.05, &~ =0.1.

145



--·-----·---·-~1

I
I
I

OJ , ;\

t I<J)

}, i \
...,.

J \jN•I

~
0,48

o - W. C. Sinuiation
c -lMrization kGmJssian

0.24
t:. - Non-GoI:ssicn

504020\0

0.00 ~--or-----r---_--,...........-~

o

Tlme{sec}

Fig. 5.24- illS Velocity R.esponse of a BBli SDOF System.
e=0.1, SA =0.02, 6v =0.05, &~ =0.1.

146



. :," _..-------------------.

J\ ;0 (\ ;vJ'\,

""'"
"

• -J

C'l
, "'\ r

. 1-- V 'J "Jf \) \f
oJ 0.60
V'N

D=0.05w

0.30 o - w. C. Sim~ation

c - Linecr~ation &Gaussian

~- ~on-Gaussicn

a.DO-+----~--~-------I ---I
o 10 20 3D 4lJ 50

TIme(sec)

Fig. 5.25- RYS Velocity Response of a ~BV SDOF System.
f =0.0, SA =0.01, &v =0.0, &~ =0.0.

147



!
I
r
I

; \'./ If""

~ .
~

\ :\ I "v\; -
I I "~II
\; V

D=0.05

..._-----lM _

;•.,Il I

I
I

Of>j1

0.20
o- W. t inuJGtion
o - Unearizalioo &m'~
b.-Non-Gaussian

2010

C.OO ~---r----r-----,----r----1

o

TIme(sec)

Fig. 5.26- ~S Velocity Response of a SBW SDOF System.
e= 0.1, 'A = 0.01, Sr =0.0, 611 = 0.0.

148



:.:0~------------------,

1.20

10M

N
t
t

.:J 0.60
VN

~

0.])
0- II C. ~uJation
o - Unearization &Gaussian

6- Non-Gaussian

50

0.00 ~--~--"'----:----;-I ---1

o 10 20 30 40

TIme{sec)

Fig. 5.27- RYS Velocity Response of a DRW SDOF System.
e = 0.0, &. =0.02, 6v =0.0, 6~ =0.0.

149



0.80

(\I..
f

.:J 0.'10
.".,

w

_._----~

I

l
j

f\ I;1\ I - , -1 I 'f
VvV"'4 V

0=0.05

0.20

o - y. ~ Sirwlafioo

c - limizafioo &Gwssian
A-~

2010

G.OO-J----r----r-----r-----r----i

o

T1rne(sec)

Fig. 5.28- ~rs Velocity Response of a B8W SDOF System.
~ =0.1, &A =0.02, &v =0.0, Oq =0.0.

150



1.50~-------------------;

1.20

N
l­
I-

.:J a.6e
VN

w D=[~

0.30
o - y. ~ $mu.loCon

c - lilelrizatioo i Gaussian
~- Non-Geian

502010

0.00 -J---.,....---r-----,.----.,.----;

o

T1me{sec)

Fig. 5.29- RYS Velocity Response of a SSW SDOF System.
e=0.0, SA =0.0, Iv =0.01, 6~ =0.0.

151



'1'10 ~-_._---_._-----------.
l.~ 1

0.20
o -IL C. inJIalm
[] - Unearimfion aGlIIssian

A - Non-GDsian

20to

0.00 -4----r----r------,.----r----1

o

TIme(sec)

Fig. 5.30- RUS Velocity Response of a BOW SDOF System.
( =0.1, 5. =0.0, 6v =0.01, &q =0.0.

152



1.:0 ------------------,

0=0.1
1.20

0.90

i.~ o.m

~
0=0.05

0.30
o- IL C. Sin.
c - lJnecrizctiOll &Gaussicn
t::. - Non-Gaussian

3D2D10

OoDO -J-----r------r--'"'-r----r--~

o

TIme(sec)

Fig. 5.31- RYS Velocity Response of a BOW SDOF System.
e=0.0, 6. =0.0, 6v =0.05, 6n =0.0.

153



1.00 i"
I
I

-_._--_.__.__._--,

N

*f
e:J--W
?

010
a - IL C. SinuIalion
o - Uneaization &~
b. - Non-Goussim

40302010

O'OO+----r---.....,...--.......,.------,--~

o

TIme(sec)

Fig. 5.32- RYS Velocity Response of a HHW SDOF System.
e=0.1, &. =0.0, &y =0.05, &~ =0.0.

154



1.20

0.90

"'W!o

N
f
f

•J 0.&:1
~

w

0.3D

0- u. C. irUaIion
c-lMmmiGusm
6- Non-GesiGn

2010

0.00+---~-- __--~--~---l
o

T1m~sec)

Fig. 5.33- RMS Velocity Response of a BOW SDOF System.
e=0.0, 6, =0.0, 6~ =0.0, 6~ =0.05.

155



l~O~--­.... I

I
J
I,

1

N
f
f
.~
..J.....
W

0.96

0.72

0,48

014

D=0.05

o - l C. SirUalDI
c -limum i GIIssiml
6-~

10

am +---...----...,....-----r---,..----f

o

fune(sec}

Fig. 5.34- RYS Velocity Response of a DBY SDOF System.
E =0.1, 5A =O.Ot 6v =0.0, 6~ =0.05.

156



'1 "'I .... ~ ----,

1.60

, "01 I
I ••

N
f
f

.~ 0.80
VN

lJ.i

0.40

0=0.05

o - Ii. C. Simulation

c - linecrization &Gcussian
6 - Non-Gaussian

504030

0.00 ~--""""---~I --~---...,....----4

o 10 20

TIme(sec)

Fig. 5.35- RUS Velocity Response of & BBW SOOF System.
e=0.0, 6. =0.0, 0v =0.0, 6~ =0.1.

157



1.25 T
I

J1.00 I

~
f
+

eJ Q.S)
"""w

D=0.05

0.25

o-ILC.~

c -liIecriz6n , Cusian
6- Hon-Gusim

2010

Q.004----__---.,..---....---.....-.--.....

o

Tme(sec)

Fig. 5.36- EUffi Velocity Response of a BBW SDOF System.
e=0.1, 6A =0.0, 6v =0.0, 6" =0.1.

158



1.00 1
I,

1

I
I

.0.801

0.50 .J

N
+
+
N 0.40

~

0=0.05

0.20
o - W. C. Sinulation

[] - linearization &Gaussian
6- Non-Gaus~an

504020

0.00 -"---"'I'""I---.---~--~--~

o 10

TIme(sec)

Fig. 5.37- RMS R~~ponse of the Restoring Force for a SDOF
BOW Syster:.
e=0.0, 6A =0.0, 6~ =0.0, 6~ =0.0.

159



~''10r-''" I

0.80

0.60

N
l­
f

N 0.40
W>I

w

u=0.1

0=0.05

0.20
o - ~ C. Simulation

c - linearization &Gaus~an

A- Non-Gaussian

50302010

0.00 +---.,..---~--,...----,,------!

o

TIme(sec)

Fig. 5.38- RMS Response of the Restoring Force for a SDOF
DBli System.
e=0.1, SA =O.C. 6v =0.0, &~ =0.0.

160



D=0.05

~ n,~ 1I,JU

I
I,
I

0.80 ~

- I
I D=0.1
1

0.60 J
I

I
N
l­
f.

N 0.40
.,.",

w

0.20

o - U. C. Simulation

lJ - lilearizotiOll &Gaussian

6- Non-Gaussian

503D2010

0.00 +---..,..----:----T----r------1

o

TIme(sec)

Fig. 5.39- aus Response of the Restoring Force for a SDOF
BBli System.
e=0.0, 6A =0.01. 6v =0.01, &~ • 0.05.

161



',DOl­
I
i
I
I
I

i
0.80 l

--------------_.._-,
I

I
I

I
i

I
i

I
0.60 I

I
I

I

N
••
N 0.40
"'"w

n=0.1

0=0.05

0.20
o - w. C. Sinulauon
o- lilearizOOon &Gcus~an

~- NOlI-Gaussian

50403D

0.00 -+----r-----,I~--~--~---;

o 10 2D

TIme(sec)

Fig. 5.40- lUIS Response of the Restoring Force for a SDOF
BBV System.
e: 0~1, 6A =0.01, 6~ =0.01, 6n =0.05.

162



:.QD j-----.---.-.----

i
I
I

0.80 ~
I- I
I

O.oD ., 0=0.1
I

.......
N....
N 0.40 D=0.05
"'"w

.'---j

i
I
j

0.20 0 - U. C. Sinulation
CJ - I1nearization &Gmian
A - Non-Gaussion

50JQ2010

0.00 ...J-----r----.,.----or-----~-____I

o

TIme{sec)

Fig. 5.41- RYS Response of the Restoring Force for a SDOF
BBW System.
( =0.0, 6A =0.02, 6v =0.05, 6~ =0.1.

163



0.60-1 -'-
f
I
I

J0.48 j

I

N
t
l-
N 0.24--w

0.12

D=0.05

._---------_._- -"1
!
I
I
I

o - IL C. Siroolction

c - _ation &Gaussian
6- Non-GaussiGn

0.00 J----l -----I---~--..,....--~I
o 10 20 30 50

TIme{sec}

Fig. 5.42- RMS Response of the Restoring Force for a SDOF
SBW System.
e=0.1, 6A =0.02, 6v =0.05, &~ =0.1.

164



~ nn ....,.....-----------------­
1'''''-1

0.80

D;: O. ~

N
•f
N
Vf\/

W

( rJ;/
0.40 r

'\/\e

D=0.05

0.20 o - Y. C. Simulation

c - Linearization &Gaussian
6 - Non-Gaussian

5040302010

0.00 4---~--.,-----r--___r--~

o

TIme(sec)

Fig. 5.43- R)IS Response of the Restoring Force for a SDOF
DnW System.
e=0.0, &A =0.01, &~ =0.0, &~ =0.0.

165



0.80 .,

N
f
f
N
vw
W

j

I

O.Ml

l
O.~ J ;

0.32

0.16

0=0.1

IVV,:, "IV';' v' -' 'v~,_,v "

I

D=0.05

o - II. C. SiooIation

o - Unetmatioo &Goossian
~-Non-GGJssian

0.00 ~--"""'---.,.----r----~-----11

o 10 20.i) 50

TIme(sec)

Fig. 5.44- RllS Response of the Restoring Force for a SDOF
BBlt' System.
e ~ 0.1, &A = 0.01, 6v =0.0, 6~ = 0.0.

166



l.C0~-----------

0.80

a.60

N
l­
f

N 0.40
wv
w

0.20
o - Y. C. Simulation

o - tmeorizet:Dn &Gmlssion

6-No~

502010

0.00 +---~--,....---.,....---,..----;

o

TIme(sec)

Fig. 5.45- RYS Response of the Restoring Force for a SDOF
DBV System.
e=0.0, 6A =0.02, &v =0.0, &~ =0.0.

167



0.64
D=0.1

0,48

N..
*N 0.32
."..

w

0.16

0= 0.D5

o - lL C. i:UoIion
D - liIelIiztItioo &GusXIn
~-~

50

0.00 .........--~--....,.----:"I---,----t

o w m ~

TIme{sec)

Fig. 5.46- ~lS Response ot the Restoring Force for a SnaF
DBW System.
! =0:1, SA =0.02, 6v =0.0, 6~ =0.0.

168



•nn r---------.---------------,!.w'\J l
I

0.80 ~

I
0.60 J

......
N D=~~
l-
f
N DAD
"tV

w

0.20
0- lL C. Sinmation
c - tmemfion t GmmI
~ Non-Goussian

503D2010

0.00 +---.,.---.,...---~--r__-___j

o

TIme(sec)

Fig. 5.4i- illS Response of the Restoring Force for a SDOF
BOlt' System.
e=0.0, &A =0.0, 6~ =0.01, 6~ =0.0.

169



0.80 ------------- l

0=0.1

\,1 =
<y,,I \,', - I \ ; _ \ <'f! 0~IO.05 'vJ V - •

I

0.48

0.32

(\J
f
I
N
W'I

W

0.16
o -IL C. SirnuIotioo

o -lileorizaiion &Gaussian

6- Non-GmsSan

2D10

0.00 +---.,........--~-___,--_,.--_1

o

TIme(sec)

Fig. 5.48- RlIS Response of the Restoring Force for a SDOF
BBV System.
e=0.1, 6A =0.0, &v =0.01, &~ =0.0.

170



0.80~-------------------.

N•I-

~

0.64

0.48

0.32

0.16
o -Il C. S'mulation
[J - lIeafzafion &Gt1Jssicn
A- Non-Gaussian

so302010

O.DO ~l----,----..,...----r---....,...--~

o

Tune{sec}

Fig. 5.49- lUIS R.esponse of the Restoring Force for a SDOF
DDW System.e=0.0, 6A =0.0, &v =0.05, &~ : 0.0.

171



02fi

j

I
I

*I,
I

D: 0.1

0,481

.- D=0.05(\J
f
l-
N 0.32
V'N

w

0.16
o-ILC.~

c-~tCraian

A- Non-GoussUI

402010

0.00 +---...---r------,----,..----I

o

TIme{sec)

Fig. 5.50- RBS Response of the Restoring Force for a SDOF
BBlf System.
e=0:1, 6A =0.0, 6v =0.05, 6~ =0.0.

172



Ir.O------------------""""'l..~ I

0.80

D=0.1

0.00

~

(\J
f..
N 0.40
..".,

w

0=0.05

0.20
0- Ii. t SinulatiOll

o- Uneaizaiiml i Coossian
6 - Non-Gcussian

503D2D10
O'OO-+--------~--~---,..---'"""f

o

TIme(sec)

Fig. 5.51- RlS Response of the Restoring Force for a SDOF
BBW System.
~ =0.0, &A =0.0, 6v =0.0, 'n =0.05.

173



0.75 _, 0 '--------

I
I

.....
C'J
I
f
N
"""W

OJ!

D=0.1

0.15

o- IL C. SimkiXxI
c -1.ft:I_ i Cusian
A- tin-GaJssdl

2010

0.00 4----..-----.,....--_----to---.......,
o

T1me(sec}

Fig. 5.52- RMS Response of the Restoring Force for a SDOF
BBW Svstem.
e=0:1, &A =0.0, 6v =0.0, 6~ =0.05.

174



D.~5 ~-----------------...,

D=0,1

0.60

D=0.05

Nv\

N
l­
f

N 0.30
VN

w

0.15
o - IL C. Simwotion
o - lileaizati?ll &Goussitlll
6.- Non-Gaussian

50302010

0.00 -t---..,..---...,....---,..---..,.....--"""f

o

Time(sec)

Fig. 5. )3· RIS Response of the Restoring Force for a SDOF
BBW System.
e=0.0, 'A =0.0, &v =0.0, 6~ =0.1.

175



D=0.1

0./0,-----~--.---- ..-- ------l
i
I
I,

j I
I

0.60

NA

N..
f
N
."...

W>

0.45

I
I

OJ)

0.15

D=0.05

o - IL C. SiruIaIDl
o -liIelIizIml i GasiJn
A-~

0.00 -4-----_I---I~--T'"1 ---.orj---I
o ro ~ J ~ ~

Tane(sec}

Fig. 5.54- RMS Response of the Restoring Force for a SDOF
BOW System.
e=0.1, &A =0.0, &v =0.0, &~ =0.1.

176



It'lr "!"1"'JJ.~lj ~-_ ..._._--_.. ------ _ .._- _._-_..-_. _ .....__.- --,

l

.

J20.001
I

no n,~ ~
'" j .\,tu ,

•

--'Ii'
+
f

J 160.00
IhV

w o - U. C. Sunuiooon

A - Non-Gaussian

80.00

5040302010

0.00 .1
1

k:.=::~ ~_--,__-,-__-I

o

TIrne(sec)

Fig. 5.55- Fourth Order Ko.ent of the Displacement Response.
e=0.0, &A =0.0, 6v =0.0, &~ =0.0.

177



D=0.05

~ ;: 0.1o - Y. C. ~lffiujalion

L - Non-Gaus~an

66.00

22.00

O.DC ....'------~---,...._--_r--____i

H,"fI,"

:IJ.~UI

\
i

I
88.00 j

I\M

't
t
t

J 44.00
tIN

W

o lu 20 30 50

Tlme(sec)

Fig. 5.56- Fourth Order Moment of the Displacement Response.
e=0.1, SA =0.0, Sv =0.0, &~ =0.0.

178



:OOO.OO-r---·--------·-··

!

0=0.1

I

I
I

1600.00l

1200,0°1

I
v
4­
f

J BOO. DO
VN

w

400.00

o - ~. C. ~ltIIulation

A - Non-Gaussian

10 20

TIme(sec)

JO

--"'--'--l
(I
1
i
;

I
I
I

I
I
I

0=0.05

so

Fig. 5.57- Fourth Order Moment of the Displacement Response.
~ =0.0, 6A =0.01, 6v =0.01, 6~ =0.05.

179



~C:'~ ~ _
I\lJ."~ 1

,
---------··---.1

!

I
120.00 J

90.00 J

"""t
f
+
J 60.00
VN

w

JO.OO

o - M. C. ~muia(ion

l::. - Non-Gaussian

to 20

TIme{sec}

30

D=0.1

0=0.05

50

Fig. 5.58- Fourth Order loment of the Displacement Response.
e=0.1, SA =0.01, S~ =0.01, 6~ =0.05.

180



.l"I"'f"I~ ..,,~_
;u~uU.wul ----,,

I

f

8000.00~ o - Y. C. Sunulation

6. - Non-Ga'Js~an

50

0=0.05

302010

0.00 .J-~~~"""'::::;;:--I!!!!!!;====:=:::;:::=~~

o

2000.00

6000.00 i
i

fW\

~

4-
f.

n=0.1J 4000.00.,.,..
w

Trme(sec)

Fig. 5.59- Fourth Or~er loment of the Displace.ent Response.e=0.0, 6. =0.02, &v =0.05, 6~ =0.1.

181



"'0" ,.,,,, U"U'"
W .W I

2411J o - Y. C. ~uiation D=0.1
~ - Non-Gaussian

I
180.ao1

"""'t
l-
t
J 120.00
."..

w

TIme(sec)

Fig. 5.60- Fourth Order lament of the Displacement Response.
e=0.1, 6. =0.02, &v =0.05, 6~ =0.1.

182



-~tl,·,r;_ -- ---,
•• ";,Jw ,

0=0.1

I
f

..J 280.00
VfY

w

140.00

10 20

o - Ii C. ~uJotio~

~ - Non-Gaussian

3D

TIme(sec)

50

Fig. 5.61- Fourth Orde~ Moment of the Displace_ent Response.
~ =0.0, 6A =0.01, Sv =0.0, 6~ =0.0.

183



120.00,----

o - 1t C. Simuj~Jon

96.00 ~- Non-Goussian

7100 I
,...,.
~
I
f
J 48.00
"'"w

24.00

10 20

TIme(sec)

30

Fig. 5.62· Fourth Order Moment of the Displacement Response.
e= 0.1, 6A =0.01, 6~ =0.0, 6~ =0.0.

184



"~'"",~ ~----------------I~"uu,u~~

2000.00 UCr: I"o - . . JlmU:Ctlon

~ - Non-Gaussian

1500.00-l

NI\

i­
t
f

:J 1000.00
wv

w

500.00

0=0.05

5lI302D10

0.00 ~c:::~======~::::=::=~=:;::::::::~

o

TIme(sec)

Fig. 5.63- Fourth Order Moment of the Displacement Response.
E = 0.0, 6. =0.02, 6v =0.0, &q =0.0.

185



4010

0- Yo C. inulatioo
~..~

0.00lL==;:::~==::=~::J
o

I00 no -J ....

JIlOO

"""V
f
f

J 60.00
VN

w

TIme(sec)

Fig. 5.64- Fourth Order loment of the Displacement Response.
e=0.1, SA = 0.02, &v =0.0, &~ =0.0.

186



500.00..,..-------------------;

v
400.00

300.00

AM

f
i
f

J 200.00-w

100.00

0- Yo C. Sinulaiion
£>. - Non-Gaussian

0=0.1

20to
0.00 4-1.IIe:.=~--~--r__-__r"--_1

o

Tme(sec)

Fig. 5.65- Fourth Order loment of the Displacement Response.
~ =0.0, 6A =0.0, &v =0.01, 6~ =0.0.

187



2010

0.00 ~:::'-'-......---.,.-----,-----r----I

o

24.00

!20.c~ 1 II
I

f\ I
I

I,
I

~OOI
o - Yo C. ~Qtion I

~ - Non-GousSon

r- I

nooJ,
I

10M 0;; 0.1or
I
f
J 48.00-w

f1me{sec)

Fig. 5.66- Fourth Order Mom~nt of the Displacement Response.e=0.1, SA =O.Ot 6~ =0.01, 6~ =0.0.

188



22DD.DD~----------------,

1760.00 0 - Yo C. S'unuJation

A-Non-Gmm

1320.00

.....
't
~...
:J 880.00
"'"w

440.00

I

10 2D

fme(sec)

30

D=0.05

Fig. 5.67- Fourth Order loment of the Displacement Response.
e=0.0, &A =0.0, &~ =0.05, &~ =0.0.

189



.rn(ln ........,

:O;;.illi I

o - u. C. Simulation

l::J. - Non-Gaussicn

~ =01
~ I • I

,..,.
't
t
t

:J 64.00
~

w

32.00

502010

0.00lL==:;:==~~==:::=~
o

TIme(sec)

Fig. 5.68- Fourth Order loment of the Displacement Response.
e: 0.1, 6A : 0.0, 'v =0.05, ,~ =0.0.

190



~~onn~----------------.,"'" ,..,U

440.00

503D2D10

o.oolL~~==~~~
o

T1me(sec)

Fig. 5.69- Fourth Order Moment of the Displacement Response.e=0.0, 6A =0.0, 6v =0.0, &q =0.05.

191



--_._-----_.---,

f !
a - Yo C. S'mulaiion
~-l~

f~O ro----.----_._._- -'- .._.
.L.~ I

I
I.
!
I

~ooj

I
72.00i

24.00

.....
'1'....
:J 48.00
.",..

w

10

0.00 ~::::...--...---r---___,.----r--~

o

Ttme(sec)

Fig. 5.7~ Fourth Order Moment of the Displacement Response.
e=0.1, &A =0.0, &v =0.0, 6~ =0.05.

192



1200.CO~-----------------

960.00 0 - M. C. ~mulation

6. - Non-Gaussian

503D2010

o.ooU~?=~~~~=::::=::J
o

720.DD

NJ\

't
l-
I-
::J 480.00
V'N

w

0=0.1

240.00

TIme(sec)

Fig. 5.71- Fourth Order Moment of the Displacement Response.
e=0.0, 0A =0.0, 6~ =0.0, 6~ =0.1.

193



i30.CO i -_..- ._-_._--

~i
:
I
I

I
I V

104.00~ o - U. ~ ~u1aiion

t::. - ttn-f4lssian

. I
U1

""" lv 0- 01
I- - .1

f
:> 52.00
."..

w

26.00 .J

10

Tune{sec}

Fig. 5.72- Fourth Order Moment of the Displacement Response.
e =0.1, SA =0.0, 6v =0.0, 6~ =0.1.

194



7.5u~----- ---------;--------:

6.00

0- w.G.Simull1tion

A - Non-Gc1Issian

(50
D=0.1

/1&;\

v
••eJ 100-w

2010

O'OO+---....,------r----..,.---r------t
o

1.50

Tme(sec)

Fig. 5.73- Fourth Order Moment of the Velocity Response.
e=0.0, 6A =0.0, 0v =0.0, 6~ =0.0.

195



;,a,r---------
I 0 - u. C. ~muJation

2.4(] 1 t.. - Non-Gaussian

o=G.l

---'---,
I

I
1.~0 I

I
"""'¢
f
f

eJ 1.20
V'N

W

0.60
D=0.05

50JO2010

0.00 ~--""'---"'----~--r-------f

o

TIme(sec)

Fig. 5.14- Fourth Order Moment of the Velocity Response.
e=0.1, SA : 0.0, 'v =0.0, S~ =0.0.

196



o - Y. C. Smulolion
~ - Non-Gaussian

2aIOu~r--­,
I
I
I

t ~ 0'" I
IU. Ul

I
1" no 1

L." 1
NoI\

t 0: 0.1
f
f

.J 8.00..,.,...
w

4.00

0=0.05

50302010

0.00 -F--T---,..----r------,-----r

o

T1me{sec}

Fig. 5.75· Fourth Order loment of the Velocity Response.e=0.0, SA =0.01, &v =0.01, &~ =0.05.

197



5.~u ~--------'-------~

4.00
o - U. C. ~unuiooon

6 - Non-Gaussian

I

3.00 -1

-.
~
f
f

oJ 2.00 D=0.1
"""w

5040302010

0.00 .,L---~-_r-----..,.----r----t

o

TIme(sec)

Fig. 5.76- Fourth Order Moment of the Velocity Response.
e=0.1, &. =0.01, &~ =0.01, 6~ =0.05.

198



~~ -n-----------------.....,
w••• " !

o - Ii. C. Simulation
~ - flon-Gaus~c.,

21.0~ ..

503IJ2010

7.00

0.00~~---r----~--~--r__-~

o

,.,.".

'If 0: 0.1f
f

.J 14.00.,.,..
w

TIme(sec)

Fig. 5.77- Fourth Order Koment of the Velocity Response.
e=0.0, SA =0.02, Sv =0.05, 6~ =0.1.

199



1 ~t1 --.------------.----
.wW I

,
-------1

I
I

3.60 0- W. C. Smulation

l:J. - Non-Gaussian
o:: 0.1

2.10 J

l'••
•J LSD

V'N

w

0.90

50JO2010

D.DD J:----r------r----or-----,.------!

o

TIme(sec)

Fig. 5.78- Fourth Order Moment of the Velocity Response.
e =0.1, SA =0.02, Iv =0.05, &q =0.1.

200



6.40

3':~--~---~1

o - M. C. ~mu:ction

~- Non-Gaussian

D=0.1

aD,," I

NA

t
t
I

eJ 120
V'N

:1J

1.60

0.00~------------~--""I--~

o 10 20 30 40

TIme(sec)

Fig. 5.79- Fourth Order Moment of the Velocity Response.
~ =0.0, &A =0.01, 6v =0.0, &~ =0.0.

201



3.~O j

I

I
I 0 - ~. C, Sirnulcnon

2.40 ~ I::.- Non-Gaussian
I

1~1
D=0.1

"""v
f
10

oJ 110
"tV

w

0.60

0.00 .l------.---,....---r----r--,
Q ro E ~ ~ ~

T1me(sec)

Fig. 5.80- Fourth Order loment of the Velocity Response.
( =0.1, 6A =0.01, 6v =0.0, 6~ =0.0.

202



':j':,'--­
•v.JU

10.40 0 - M. C. Simulation

t:::. - Non-Gaussian

7.80

D=0.1

""'"'t
I
I

oJ 5.20
lIN

w

2.60

0.00 ~--...,.....----r-----:-I ----r----1

o 10 20 ;m

TIme(sec)

Fig. 5.81- Fourth Order lo.ent of the Velocity Response.e=0.0, 6A =0.02, 6~ =0.0, 6~ =0.0.

203



3.:u -1--------·-------,
I

I
I

2.80
o - Yo C. ~ation

~-Non-Gousslan

504020

0.70

0.00 ..J---~I---,---~--__,_--___f

o 10

2.10

D=0.1
NIl

V-
I
I

e:J lAO
VIN

W

TIm~sec)

Fig. 5.82- Fourth Order Moment of the Velocity Response.
e=0.1, &A =0.02, 6~ =0.0, &~ =0.0.

204



iO.DD I

aDo
o - U. C. SimuJotion

D. - Non-Ga'Jssian

D=0.1

"""i-
f
f

oJ 4.00
wv

w

tOO

503D2010

0.00~------.....---~----r----~

o

T1me(sec)

Fig. 5.83- Fourth Order Moment of the Velocity Response.e=0.0, SA =0.0, &v =0.01, ~~ =0.0.

205



D=0.1

o- M. C. ~atiOl1

A- Non-Gaussia.,

~'O --.---- --------,--~ ..~ T-
I
t
I
I

~40 J
I

lJ

2010

0.60

0.00 ~--_r__--r__-----r--__'T--__t

o

,...,.
~..
+

e:J 110-w

T1rne{sec)

Fig. 5.84- Fourth Order lament of the Velocity Response.
e=0.1, 6A =0.0, 6v =0.01, 6~ =0.0.

206



:J.OO~-----------------

10.40 0 - IL C. SimuJalion

~ - Non-Gaussian

2010

2.60

0.00 ~--~---r----,.----,.------1

o

7.~D

"'"
D=0.1

't
f
f

oJ 5.20
.".,

w

TIme(sec)

Fig. 5.85- Fourth Order Moment of the Velocity Response.e= 0.0, 6A = 0.0, Sv =0.05, 6~ =0.0.

207



2010

0.70

0.00 -/----..,...---.,----,----r-------i

o

~.5Q 1
-_.._-_.

I

I
I

o - M. C. ~uJation
2.80

6 - Non-Goussian

2.10 ~II
NIA 0=0.1 Iv
t

*'.:::) 1.40.,....
w

TIme(sec}

Fig. 5.86- Fourth Order Moment of the Velocity Response.
e=0.1, 6A =0.0, 'v =0.05, 6~ =0.0.

208



is.CO 1

12.00 0 - IL C. Sirn~m:D~

D. - !io~-Gaussian

50402010

lOO

0.00-1'------------------~

o

9.00
}=o.~

"""t
f
f

o:J 6.00
"tV

W

TIme{sec)

Fig. 5.87- Fourth Order loment of the Velocity Response.e=0.0, 6A =0.0, Iv =0.0, &n =0.05.

209



~.GO-;---
f

o - !L C. Sinularion
120 b.- Mon--GolJsmtl

,
I

I
I

40

D=0.1

10

0.00 ~---r----....,----......----,-----f

o

,..,.
V
f
f

o:J
"'"W

Tnne(sec)

fig. 5.88- Fourth Order Moment of the Velocity Response.
e=0.1, &A =0.0, 6v =0.0, 6~ =0.05.

210



'')',1~----------------""",,,!'-_,,,,v

17.60 0:' M. C. Simulation
f:j, - Non-Gaus~an

503D2010

0.00 ~--.,..----.....---,..---,..-----I

o

4.40

13 ~n
I ..... t

"""1-
I
I

eJ 8.80
VN

W

TIme(sec)

Fig. 5.89- Fourth Order Moment of the Velocity Response.
( =0.0, &. =0.0, &~ =0.0, &~ =0.1.

211



1

I I
I,
•
1

njI

o- y. c. Wtion
A - Non-Gaussim

i

4.00 ~

I
I
I3.00,

0.00 +-----r------r---.,.----..,.I---
o 10 20 J ~

...,.
't
f
f

-J 2.00-w

TIme{sec)

Fig. 5.90- Fourth Order loment of the Velocitv Response.
e=0.1, &. =0.0, &v =0.0, &~ =a.i.

212



,J.:V,

I
I
I

0.40

0.30

v
+
f

N 0.20
VN

w

0.10
o- W. C. Sunulotion

A- Non-Gaussian '

o: 0.05

1

5040302010

0.00 ~--or------,r----~-----r------4

o

TIme(sec}

Fib' 5.91- Fourth Order Koaent of the Restoring Force.
e=0.0, &. =0.0, 6v =0.0, 6~ =0.0.

213



D=0.1

o - Yo C. Simulation

t::.- Non-Gaussian

0=0.05

0.24

O.=O~-----

0.18 -

0.06

t....
N 0.12
wv
w

503D2010

0.00~-------~---r----~---1

o

ftme(sec)

Fig. 5.92- Fourth Order lo.ent of the Restoring Force.
e=0.1, 6A =0.0, Iv =0.0, 6~ =0.0.

214



J.:O----.-------------~

0.40

O.3Q l
D=0.1

"""t
i
i
N 0.20
"""w

0.:0

D=0.05

o - Y. C. ~mulotion

t::. - ~on-Goussion

5040302010

0.00 ~--..----___,.--___,.--__r_--__t

o

f1me(sec)

Fig. 5.93- Fourth Order Moment of the Restoring Force.
e=0.0, &A =0.01, 6v =0.01, 6~ =0.05.

215



0.20

,
0. 15 1

t
f
f
N 0.10
"'"w

0.05

D=0.1

D=~.05

o - M. C. ~lmulatian

b. - Non-Gaussian

I
1
I
I

I

I
I

0.00 ...JL---_---r----.,-j--~
o 10 20 30

TIme(sec)

Fig. 5.~ Fourth Order Moment of the Restoring Force.
E=0.1, 6A =0.01, 6v =0.01, I~ =0.05.

216



a.~: 1-------,

0.28 I

0.21

.....
V
t

•
N 0.14
"""w

0.07

o - ~. C. runulauon
t:. - Non-Gaussian

50302010

0.00 ..JL---..----r-------.,.-----~

o

T1me{sec}

Fig. 5.95- Fourth Order Moment of the Restoring Force.
e=0.0, 6. =0.02, 6~ =0.05, 6~ =0.1.

217



r~ -r--"'--"-- ._----------
.~.. I

j

o - u. C. ~ulation

6. - Non-Gaussian

D=0.05

0.20

0.05

0.15

0=0.1
"'"'If
l-
f-
N 0.10
lIYV

w

5020to

0.00 ..JL---....-----r---_--r-------i

o

TIme(sec)

Fig. 5.96- Fourth Order Moment of the Restoring Force.
e=0.1, &. =0.02, &v =0.05, &n =0.1.

218



O.~J ~------------------.......,

0.40

0.30 ' U:: 0.1

"""'If
I
f
N 0.20
""'"w

0.10

II CSirn ' ':o - ia. , • U1cuon

A - Non-Gaussian

503D2010

0.00 -I'---~---r----,..----r------t

o

TIme(sec)

Fig. 5.9;- Fourth Order loment of the Restoring Force.
e=0.0, 6A =0.01, 'v =0.0, Sq =0.0.

219



n:t~---

".~W I

I
l
I

0.20

._._ .._-------_.._..•._-

0= O.i

0.15

-V
t

*'N 0.10......
w

0.05

2010

0.00 ~--...,.._--......_--_.__--~--_f

o

TIme(sec)

Fig. 5.98- Fourth Order Moment of the Restoring Force.
E=0.1, 6A =0.01, 6v =C.O, 6~ =0.0.

220



r=
\
I IEJ -.---------------------,

0.40

0.30

..-
7
J
4-
N 0.20
lIN

w

0.10

o - U. C. ~muJation

D. - ~JO!l-Gaus~an

503020

0.00 ~,~--'!"""l----,.---or----.....--......;
o 10

Time(sec)

Fig. 5.99- Fourth Order Moment of the Restoring Force.
e=0.0, 6A : 0.02, 6v =0.0, 6~ =0.0.

221



I'~~--.
u.~" I
I

0.20 ~

D=0.1

0.15

Ni\

V

**'N 0.10
-'w

D=0.05
0.05

o - Yo C. SinuIation
6- Non-GGIssian

0.00

0 10 20 3D

TIme(sec)

Fig. 5.100- Fourth Order Moment of the Restoring Force.
e=0.1, SA =0.02, 6v = 0.0, &~ =~.O.

222



U.:Q----------------

o - IJ. C. Simulation

6 - Non-Gaussian

0.40

0.10

0.30 J=0.:

..u.

V
f..
N 0.20
"'"w

D.DO ..JL---~---r----'1I----,~----I

a ro M ~

TIme(sec)

Fig. 5.101- Fourth Order Moment of the Restoring Force.
e =0.0, &A =0.0, 0v =0.01, 6~ =0.0.

223



D.:O ....,.,------- ----------
I
i
t
I

I
I

I
0.24 J

0.18 J
D=0.;

M.....
v
*..
N 0.12
wv

w

0.06 0=0.05

0- Yo C.mtiM
6-~

0.00
0 to 20 lJ

Tme(sec)

Fig. 5 10~· Fourth Order Ma.ent of the Restoring Force.
e=0.1, 6. =0.0, &~ =0.01, &~ =0.0.

224



0.50 ------------------,

2D10

0.10

0.00 -#--------.----,.----,.----f
o

I

Q~1 o - II. C. SinuJation
~ - Non-GausSl:I

OJO ~
tIMI

V
l-
f
N 010--w

Tnne(sec}

Fig. 5.103- Fourth Order Moment of the Restoring Force
e=0.0, 6. =0.0, &v =0.05, 6~ = 0.0.

225



o - IL C. Simulation

6. - Non-Gaussian

0.25 -!------------------
I

I
0.20 I

0.05

0.15 1 D=0.1

.-
t
f
f
N 0.10
VN

w

3020to
O'OO-f&----..-----,.---,..-----r---~

o

TIme(sec}

Fig. 5.104- Fourth Order Uo.ent of the Restoring Force.
e=0.1, &A ~ 0.0, &~ =0.05, &~ =0.0.

226



O.~D~-·------------~

0.40

0.30

NI\

'¢
I

*N 0.20

j.~fArflvJ\j
"'"w

0.10 I

~
o - 11. C. Simulation
~-Non-GcIJssian

0.00

0 10 20 30 .41) 50

TIme{sec)

Fig. 5.105- Fourth Order Moment of the Restoring Force.e=0.0, &. =0.0, &v =0.0, 6~ =0.05.

227



..."

f
f
f
N
wv
W

0.:0 T

I,
I,

014 I
1
!

0.D6

4010
o.oo~------~------r-------i

o

Tme{sec)

Fig. 5.106- Fourth Order loment of the lestoring Force.
E=0.1, SA =0.0, &v = 0.0, &~ = 0.05.

229



0.:0 -------.------------,

o.~ j
I

0.30 J
"....

t
f
f

N 0.20
.".,

w

0.10 D=0.05

o - U. C. SImulation

t::. - Non-Gaussian

50403020\0

0.00-fI---~----,---~--~--~

o

TIme(sec)

Fig. 5.107· Fourth Order lIoment of the Restoring Force.
e =0.0, 'A =0.0, &~ =0.0, ~~ =0.1.

229



o~o T~-'-_..-----.--.--.--.
j.
I
I
I

!
I

0.24 j
I
j- I
I

0.181
i

t I
~ 0.12 J
"""w

0.06 D=0.05

o - IL C. irlllafion
~-~

2010

O'OO-¥----r----..,...--~-----.,...--~

o

Tme{sec)

Fig. 5.108- Fourth Order Yoment of the Restoring Force.
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ApPENDIX A

The expected values in Equations [4.9] and [4.10] are

tabulated as follows

1 1 - _E { I~21 ~3 } [A1]

1 2 • E{I~3IY2) [A2]

1 3 • E{I~2IY32} [A3]

1 4 • E{IY3IY2~3} [A4]

IS • E{I~21~lY3} [AS]

1 6 - E{IY3IYl~2} [1..6]

17 -E{ IY2IY2Y3} [1..7]

Is • E{IYJly2
2 } [AS]

In order to evaluate these Ii'& in terms of the response

moments the followinq three dimensional Gaussian density

function is assumed

p[y(t)] ""

where

1 3 3
exp( - --- 1:: 1:

21 AI ,-, J-'
cof(A)1j(Yi-mi) (Yj-mj)} [A9]

Yet)
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IAI - Determinant of the covariance matrix.

cof (A) ij • cofactor of the covariance element Cij in

the determinant of covariance matrix.

Usinq the density function in [A9] the expected values

given by Equations (Al] through (A8] are evaluated to be

11 • A1 _(2:1.5;a) + A2 _(l:O.S:a)

1 2 - A 3 _(2:1.S:b) + A4 ~(l;O.5:b)

I;) • AS ~(2;O.5:a) + A 6 ;C2:1.5:a) +

A7 ;C1;O.S;a)

1 4 - As _C2:0.S:b) + Ag _C2:1.5:b)

IS • AlO ;C2;0.S:c) + All ;C2:1.5:C) +

Al2 ;Cl:0.5:c)

16 - Al3 ;C2;O.S:d) + A14 ;C2:1.5:d) +

AlS ;Cl:O.S:d)

1 7 - A16 ;(2:0.5:a) + Al7 ;(2;1.5;a)

I a • Ala ;C2;O.S;b} + Al9 ;C2:l.5:b) +

A20 ;Cl:O.S:b)

(A10]

[All]

[Al2]

[Ali]

[A14]

[Al5]

[A16]

[Al')

where Ai' a, b, c and d are functions of the response

moments and ;C.) is the Kummer function .a given by:

f(~)

fca)
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~

f(o) - Gamma function - Jt o.\ exp(-t) dt

o for ~>O

[A19]

These parameters are lengthy expressions and their detailed

derivations which are not reported in this paper have been

obtained_ using the MAC's Symbolic Manipulation (MACSYMA)

available through Massachusetts Institute of Technology.
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AFPENDIX B

The expected values ot Equations [4.9], [4.10), [4.13],

and [4.14] can be categorized into two qroups. The first

group contains the expected values ot only two variables, Y2

and Y3' and the second group contains the expected values ot

three variables Y1' Y2 and YJ • In qeneral, these expected

values are expressed as:

y.m y.n
1. J

[Bl]

+m +m +m

E{IYi l Yi1 yjm yk
ft

} - I I I IYil Yi1 yjm Ykft

-2) -2) -2)

where P{Yi, Yj) and P(Yi' Yj' Yk) are either a Gaussian

distri~uted density function as qiven by Equation [4.11] or

a Non-Gaussian density function as given ~y Equation [4.12].

The evaluation ot the expected values in Equations [81] and

[82] , after subsitutinq for the appropriate density

functions, requires the calculation of the following

integrals:
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+:n +00

I mn - J JIYil y.m y.n
1. J

+a1 +00 +a1

I1mn - J J J IY1I Y11 yjm Ykn axprslYjYi +

-:I) -Xl -:I)

S2Yj Yk + s3YiYk + S4yj2 +

SSYi2 + S6Yk 2 ] dYi dYj dYk

a, through a., and 8, through 56 are constants.

[B3]

[B4]

These

constants are in terms of the response moments. The

mathematical steps leading to these integrals are not

presented here. Closed form solution of Equations [BJ] and

[B4] are obtained as follows:

n! (-1r/a,) t ECnlZ) (-a,)Q a
2
(n

0 2O) A1

I mn • 1: (BS]
(-2a,)" 0-0 (n-2Q)! Q! A2

III1 s 1(11\12) .·20 A1 A4 A6
Ilmn -

))2) t 2-
1: E 1: [B6]

(a4 0-0 JeG reG .A5 A7
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where E ( ) is the lowest inteqer number 0 The detailed

derivations leading to these results are lenqhty and cannot

be reported here. The variables in Equations [B5] and 6(6) are

given as':

[
m + n -20 ]

AJ.- --
2

CC...n-2Q+Z)1Z1
A2 - (-61)

n+J
A3 • E(---

2

A4 ,.. a,"-ZO o
J az

J (-a,) Q •• (n+J) 1

[-by' (2bz) J".J (-bzl (bl) ] I

AS - 1! J! O! (m - 2Q - J) 1 (n + J -2I)1

[
1 + m + n -2Q -2I ]

A6- -----
2

[Cl~-20-zr·2)121

A7 - (-62)

62 • b, -

268



a 2,
b, - a5 - ---

Equation [B5] and [86] are valid if a,<O, B1<0, 5 4<0, B2<0,

and b 2<O.

r

laO

-[B5]

{

_O
Ilmn

-[B6J

if

it

if

it

m + n - cdd }

m + n - even

~ : : : : : :::n )
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ApPENDIX C

The differential equation of motion is qiven by

MU + cO + heU) - Fet)

where

heU) - A tanh(KU/A)

Equation [Cl) ~an be written in a linear form as

[Cl]

[C2]

MU + cO + KeCU) - Fet) (C3]

The coefficient, Ke was found by minimizinq the error

between Equation [Cl) and [C3]. The error of linearization

is

A - K.U - h(U)

The minimization can be accomplished by

[C4]

- 0
[e5]

Which results in

270



E{Uh(U) )

E{U2}
[C6]

The numerator of Equation [C6] can be calculated numerically

by a technique that was explained in Section 6.2.

E(U tanh(KU/~}} -

where

[C7]

CIJ

B1 - Jy tanh(

o

and

) exp(- ) dy
2
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