# A THREE-DIMENSIONAL ANALYTICAL STUDY OF SPATIAL VARIABILITY OF SEISMIC GROUND MOTIONS 

by

L-L. Hong and A.H-S. Ang<br>Department of Civil Engineering<br>University of California-Irvine<br>Irvine, California 92717

Technical Report NCEER-90-0025

October 30, 1990

This research was conducted at the University of California-Irvine and was partially supported by the National Science Foundation under Grant No. ECE 86-07591.

REPRODUCED BY
U.S. DEPARTMENT OF COMMERCE

## NOTICE

This report was prepared by the University of California-Irvine as a result of research sponsored by the National Center for Earthquake Engineering Research (NCEER). Neither NCEER, associates of NCEER, its sponsors, the University of CaliforniaIrvine, nor any person acting on their behalf:
a. makes any warranty, express or implied, with respect to the use of any information, apparatus, method, or process disclosed in this report or that such use may not infringe upon privately owned rights; or
b. assumes any liabilities of whatsoever kind with respect to the use of, or the damage resulting from the use of, any information, apparatus, method or process disclosed in this report.

$$
\ddot{i}, a
$$

A THREE-DIMENSIONAL ANALYTICAL STUDY OF SPATIAL VARIABILITY OF SEISMIC GROUND MOTIONS

by<br>L-L. Hong ${ }^{1}$ and A.H-S. Ang ${ }^{2}$

October 30, 1990

Technical Report NCEER-90-0025

NCEER Contract Number 88-3015
NSF Master Contract Number ECE 86-07591

1 Assistant Professor, Department of Civil Engineering, National Cheng-Kung University, Tainan, Taiwan
2 Professor, Department of Civil Engineering, University of California - Irvine

NATIONAL CENTER FOR EARTHQUAKE ENGINEERING RESEARCH
State University of New York at Buffalo
Red Jacket Quadrangle, Buffalo, NY 14261

## PREFACE

The National Center for Earthquake Engineering Research (NCEER) is devoted to the expansion and dissemination of knowledge about earthquakes, the improvement of earthquake-resistant design, and the implementation of seismic hazard mitigation procedures to minimize loss of lives and property. The emphasis is on structures and lifelines that are found in zones of moderate to high seismicity throughout the United States.

NCEER's research is being carried out in an integrated and coordinated manner following a structured program. The current research program comprises four main areas:

- Existing and New Structures
- Secondary and Protective Systems
- Lifeline Systems
- Disaster Research and Planning

This technical report pertains to Program 3, Lifeline Systems, and more specifically to water delivery systems.

The safe and serviceable operation of lifeline systems such as gas, electricity, oil, water, communication and transportation networks, immediately after a severe earthquake, is of crucial importance to the welfare of the general public, and to the mitigation of seismic hazards upon society at large. The long-term goals of the lifeline study are to evaluate the seismic performance of lifeline systems in general, and to recommend measures for mitigating the societal risk arising from their failures.

From this point of view, Center researchers are concentrating on the study of specific existing lifeline systems, such as water delivery and crude oil transmission systems. The water delivery system study consists of two parts. The first studies the seismic performance of water delivery systems on the west coast, while the second addresses itself to the seismic performance of the water delivery system in Memphis, Tennessee. For both systems, post-earthquake fire fighting capabilities will be considered as a measure of seismic performance.

The components of the water delivery system study are shown in the accompanying figure.

Program Elements:


## Tasks:

Wave Propagation, Fault Crossing
Liquelaction and Large Deformation
Above- and Under-ground Structure Interaction
Spatial Variability of Ground Motion
Soil-Structure interaction, Pipe Response Analysis Statistics of Repair/Damage
Post-Earthquake Data Gathering Procedure
Leakage Tests, Centrifuge Tests for Pipes

Post-Earthquake Firefighting Capability
System Reliability
Computer Code Development and Upgrading
Verification of Analytical Results

Mathematical Modelling
Socio-Economic Impact

In this study, an approach for the analytical solution of wave propagation in three-dimensional solids has been extended to a half-space subjected to finite dislocation representing fault rupture from an earthquake. With specified rupture area and dislocation speed, analytical solutions of the ground motions at the surface, or near the surface, at specified distances from the rupture are calculated. Using the results at specific ground surface stations obtained analytically for a given set of source parameters, appropriate transfer functions can be obtained through timedomain system identification techniques to represent seismic wave transmission between the fault rupture and ground station. This should then permit a definition of spatially varying ground motions useful for lifeline studies.


#### Abstract

A hybrid deterministic and stochastic method is developed to estimate the spatial variation of seismic ground motions which is necessary for the analysis and design of lifeline systems. An analytical model for wave propagating through a three-dimensional half-space is first proposed to evaluate the ground responses. The incoherent slip over a fault plane is then represented by an autocorrelation function of the dislocation velocity, from which the source motion is modeled as a raridom process specified by a power spectral denisity function. To separate the path effect from the source effect, a multi-degree-of-freedom system is chosen as the "substitute system" which is characterized by the equivalent transmission effect to the deterministic wave propagation model. The frequency transfer function of the substitute system is obtained through system identification. With the resulting transfer function of the system and the given power spectral density at the source, the power spectral density of absolute and differential ground motions can be estimated.

The resuits obtained through the model are compared with the field data from an actual earthquake recorded at a dense strong motion array. The analytical results should be applicable for the seismic response analysis and design of pipeline systems.
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## SECTION I

## INIRODU゙CHON

### 1.1 Introductory Remarks

The spacial variation of seismic ground mocions is necessary for the proper design and analysis of lifeline systems. Lifeline systems, such as oil and gas pipelines, water distribution systems, as well as communication and transportation nesworks, offer varying needs for a moden ciry. Once their periomance are intermpted during an earthquake, the infuence to the safety and health of the public could be very significant.

One obvious difference of a lifeline from buildings is that its lengt is much greater than its other dimensions. Therefore, the seismic excitations along the exis of a lifeline should nor be considered to be coherent motions. Since the incoherent excitations generate the difierential motion between any two points along the pipeline axis, it is of paricular concem to investigate the damage at the joints caused by the relative ground motions.

To sudy the out-of-phase seismic ground motions, the ooservations from a dense array of strong motion seismographs are needed. The SMART-1 (Strong Motion ARray in Taiwan) provides this opporanity. The array consisted of 37 triaxial acselerometers configured in three concentric circles of radii 0.2 km (Inner), 1 km (Middle), and 2 km (Outer). There are twelve equally spaced stations numbered 1 through 12 on each ring and one central station named C00. This specially installed array presents much information of the spatially varying seismic ground motions.

The spatial variation of the seismic ground motions recorded by the SMART-1 array has been extensively analyzed, for example, by Loh, er al. (1983). Harada (1984) and Loh (1985). The evaluation is entirely based on the field data. In particular, the focal mechanism of an earthquake from which the recordings are generated is not considered, and thus the results are applicable only for a specific earthquake.

For the purpose of presenting a model to study the general spatial variation of ground motions from an earhquake an analyical model to simulate the foca! mechanism is required. Such a model should account for the rupture process at the source and the wave propagation through the semi-infinite soil medium.

Similar attempts have been made by Zerva, et al. (1985) as well as Suzuki and Kiremidjian (1988) when both the stochastic rupore process and the wave propagation were combined together either to investigate the spatial variation of ground motions or to estimate the seismic hazard. Zerva, et al. (1985) used an anti-plane shear plus a plane-strain model to simulate the three-dimensional problem. Suzuki and Kiremidjian (1988) adopted the nomal mode method to evaluate seismic ground motions; because no radiation condition at infinity was considered when the normal modes were calculated, an empirical atmenuation factor was needed in this approach.

### 1.2 Objectives and Scope

The objective of this study is to develop a three-dimensional analytical mode! to determine the characteristics of seismic excitations perinent to lifelines. The
seismic ground motions are expressed in stochastic terms, such as power and cross spectral density functions of the differential motion. To achieve this goal, the faulting at the source is described stochastically and the transmission through the soil is substituted by an $N$-degree-of-freedom system whose output is equivalent to the wave motions obtained through a theoretical 3-D wave propagation solution in a half space subjected to a specified rupture process at the focus.

The spatially varying ground motions are then used as the seismic input to a pipeline to investigate the maximum differential displacements across the joints represented in terms of the differential response spectra.

The validity of the analytical results are examined using empirical results from field recordings, specifically the SMART-1 array.

### 1.3 Organization

In Section 2, several models for simulating ground motions incuced by earthquakes are reviewed. The Haskell kinematic dislocation model is then described and the analytical ground motions in the transform domain is obained for a general fault with an arbitrary dip angle.

Section 3 presents the analytical ground motions in the time domain. Inversion of the Laplace transform presented in Section 2 is performed with the Cagniard-de Hoop technique. To validate the resulting solutions, the displacements obtained with the model for a vertical fault are compared with those obtained by other methods.

An explicit form is proposed in Section 4 for invoducing the randomness at the source. The wave transmission effect is simulated by a substitute system, with
parameters obnained through system identification. On this basis, aumerical solutions are obtained to simulate an earthquake (Event 5) recorded by the SMARI-1 array. The results, in terms of the power spectral deasity of the absolute and differential mocions, for this earthquake are evaluated and compared with those obtained from the corresponding field data.

Discrere models of pipelines subjected to axial and lateral ground motions are introduced in Section 5. Pertinent maximum responses of the pipeline predicted with the analytical ground motion model are compared with coresponding results obeained for the ground motions recorded in Event 5.

Finally, Section 6 presents the summary and major conclusions of the curtent sady.

## 1. $\ddagger$ Summary of Notations

A.., $B \pm . \quad$ Cagniard paths in the complex $a$ - and $\beta$-planes, respecrively
$B, \dot{B}$ base displacement and velociry of substitute system, respectively
$b_{p}, b_{s}$ P. and S-wave slowness, respectively
C. circular paths in the complex plane
$c_{p}, c_{b}$ dampings of joint and soil, respectively
$D, \dot{D} \quad$ dislocation and its velocity, respectively
$D_{0} \quad$ final dislocation.
D.. receiver functions

E error function
$F_{p}, F_{s}$ Laplace tansformed elements for an oblique fault
$F_{0,1,2,3}$ ground excitations to discrete pipeline systems
$f$ source time function
$g_{g}, g_{s} \quad$ phase functions of P - and S-wave, respectively
$g^{\prime}{ }_{\rho, \text {, }}$ phase functions for local system (fault)
H Heaviside step furction
F, H: frequency transfer functions
$h, h$. impulse response functions
$J_{\beta}, J_{s} \quad$ Jacobian determinants related to P - and S -wave, respectively$k_{L}^{-1} \quad$ correlation length
$k_{T}^{1} \quad$ correlation time
$k_{p}, k_{g} \quad$ stiffnesses of joint and soil, respectively
$L$ fault length
l separation distance of pipe segments
$M_{L}$ local magnitude
$m$ lumped mass of pipe segment
$R$ Rayleigh function
$R_{0} \quad$ distance from a station to the cormer of a fault
$R^{*} \quad$ reflection coefficients
$r$ ampliude of position vector in $x y$ plane
$S_{P}, S_{V}, S_{H} \quad$ source functions of P ., SV - and SH -wave, respecively
$S^{\prime} P, V, H$ source functions of P., SV. and SH-wave, respectively
S.. power or cross spectral density functions
$s$ Laplace tansform parameter
sgn sigma function
T. rise time in linear ramp-cime source function
$T_{0} \quad$ duration of spreading rupture
$t_{i}, t_{f}$ initial and final times of a record, respectively
$t_{1 k}$ arrival time of conical head wave
$t_{1 p}, t_{1,}$ arrival time of spherical $P$ - and $S$-wave, respectively
$t_{2 h}, t_{3 h}$ artival time of plane head wave
$t_{2 p}, t_{2 s}$ arrival time of conical P. and S-wave, respectively
$t_{3 p}, t_{3 s}$ arrival time of cylindrical $P$ - and $S$-wave, respectively
$u_{x}, u_{y}, u_{z}$ displacement components
$\bar{u}_{x}, \bar{u}_{y}, \bar{u}_{z}$ Laplace transforms of displacement components
$v$ rupture velocity
$y_{p}, v_{s} \quad P$ - and $S$-wave velocities, respectively
W fault width
$x, y, z$ coordinates of global system (half-space)
$x^{\prime}, y^{\prime}, z^{\prime} \quad$ coordinates of local system (fault)
$x_{G_{1,2}}, y_{G_{1,2}}$ axial and transverse ground motions at supports, respectively
$x_{1,2}, y_{1,2}$ axial and transverse displacements of pipe segments, respectively
$z_{0}$ depth of shallowest edge of a fault
$z_{1,2}, 3$ generalized displacements in discrete pipeline system
$\Delta d, \Delta v, \Delta a \quad$ differential ground displacement, velocity, and acceleration, respectively
$\Delta x, \Delta y \quad$ differential axial and transverse displacements between pipe segments, respectively
$\delta$ dip angle
$\lambda \quad$ ratio of $k_{p}$ to $k_{g}$ (also $c_{p}$ to $c_{g}$ )
$\mu_{\Delta u_{m}}, \sigma_{\Delta u_{m}} \quad$ mean value and standard deviation of maximum differential displacement between pipe segments, respectively
$\omega_{0,1,2,3}$ natural frequencies in discrete pipeline system
$\omega ., \omega: \quad$ natural frequencies in multi-degree-of-freedom system
$\phi, \chi, \psi \quad$ 1. Lame potential functions
$\psi$ 2. spatiotemporal autocorrelation function of dislocation velocity
$\phi_{1,2}$ elements in modal shape vectors
$\phi ., \phi: \quad$ participation factors in multi-degree-of-freedom system
$\Sigma_{=} \quad$ Cagniard paths in the complex $\sigma$-plane
$\sigma_{1}, \sigma_{2}$ poles in the complex $\sigma$-plane
$\theta$ 1. argument of position vector in $x y$ plane
2. rotation of pipe segment
$\xi, \eta, \zeta_{g}, \zeta_{s}$ global Fourier transform parameters
$\xi^{\prime}, \eta^{\prime}, \zeta_{p}^{\prime}, \zeta_{s}^{\prime} \quad$ local Fourier transform parameters
$\xi_{0,1,2,3}$ damping ratios in discrete pipeline system
$\xi ., \xi: \quad$ damping ratios in multi-degree-of-freedom system
[C] damping matrix
$[D],\left[D^{\prime}\right]$ global and local receiver function matrices, respectively
$\left[D^{-}\right]$modified receiver function matrix
$[K]$ stiffness matrix

## [ $M$ ] mass matrix

[T] coordinate transformation matrix
$\{F\}$ ground excitations to pipelines
$\left\{\Phi_{1}, 2,3\right\} \quad$ modal shapes
$f^{F} \quad$ Fourier transform of a function $f$
$f^{F F}$ double Fourier transform of a function $f$
$\bar{f}$ one-sided Laplace transform of a function $f$

## SECTION 2

## ANALYIICAL GROUND MOTIONS IV TRANSFORM DOMANY

### 2.1 Review of Earthquake Soure Models

Seismologists generally agree that earchquakes (particularly shallow earhquakes) are produced by a sudden rupure in the earth's crusi caused by the release of acsumulated stain initiated at a point on a geologic fault. The ruprure spreads over the fault surface and shearing motions develop behind the rupure frone. The rupare will evenually stop either because of a suong barmier or simply due to the Luck of sufficient serain energy, and the ensuing shearing mocions throughout the source region ceases. Another rupture might start again at some other point on the fault suriaca. To theoretically represent such an earthquake source mechanism, dislocation fault models, in which an earthquake is initiated by a discontinuous displacement on a fault plane, have been introduced. Such dislocation models may be divided into kinematic and dynamic models.

For fully dymamic dislocation models, the slip within a crack has to be estimated as a function of the stress drop (the pre-exising tectonic shear stess rninus the dynamic frictional stress) and the velocity of the crack boundary is govened by a fracare criterion (stress-intensity factor, energy release rate, or maximin: stess). In other words, the stress drop is considered as the driving force of an earthquake rupture and the motion of the rupure front is then detemined by certain physical relations berween stress concentraion and material strengch.

Because of the lack of information regarding stress drop and material strength, the slip has frequently been specified empirically. In kinematic dislocation models, the final slip is often assumed to be constant over a fault and the evolution of the rupture front is modeled as a unilateral or bilateral motion of a dislocation with a constant velocity.

There have been many investigations on determining the seismic source parameters from the analysis of observed records and the prediction of ground motions excited by a simplified source mechanism through an idealized medium. The analyses of seismic ground motions using various source models and the methods of solution can be classified as follows:
(1) Dislocation model
(a) Type: strike-slip or dip-slip,
(b) Length of fault: infinite, semi-infinite or finite,
(c) Shape of rupture front: rectilinear or curvilinear,
(d) Slip function: kinematic or dynamic.
(2) Medium
(a) Dimensionality: 2-D anti-plane shear, 2-D plane strain or 3-D,
(b) Region: full-space or half-space,
(c) Property: uniform or layered.
(3) Method of solution
(a) Green's function,
(b) Equivalent body force,
(c) Generalized ray theory,
(d) Cagniard-de Hoop,
(e) Self-similar potential,
(f) Discrete wave number,
(g) Mixed boundary integral equation,
(h) Finite difference.

An extensive literature review can be found in Luco (1986).
Strictly speaking, the motions at the ground surface generated by an earhquake of fault rupture origin involve wave propagations in a threedimensional half-space. The three-dimensional problem has been approximated by two-dimensional solutions; namely an anti-plane shear plus a plane-strain solution (e.g., Seyyedian-Choobi and Robinson, 1975). The anti-plane shear model in a half-plane corresponds to a strike-slip rupture, whereas the plane-strain model leads to a dip-slip motion. In both models, the responses are independent of the coordinate in the out-of-plane eisection. In other words, such an approximation implies the assumption that the rupture surface is infinitely long.

Comparisons of two- and three-dimensional solutions in infinite media have been presented by Boore and Zoback (1974) and Geller (1974). Boore and Zoback (1974) compared the three-dimensional solution of Haskell (1969) for a vertical strike-slip fault with a solution for a two-dimensional gliding dislocation model of finite length and concluded that, for near-field stations, the wave forms may be insensitive to the rupture length, but the amplitudes of the motions are not. Geller (1974) conducted similar comparisons and found that both solutions are almost identical until the arrival of the P -wave from the edge of a three-dimensional rupture of finite length.

In earlier studies, the effects of the free surface were approximated by doubling the amplitudes resulting from the response of a full-space. Anderson (1.976) found that this approximation is valid only for the case when the angle of
incidence at the station is less than a specified value. In addition to the above restriction for amplification of waves, the other major deviations arise from the appearance of the Rayleigh and head waves in a half-space.

As for the method of solution, the synthesis of Green's functions is the most common approach to evaluate the ground motions caused by a fault dislocation, because the formulation of the response is straightiorward as long as the Green's functions are available. However, formidable numerical effors are required in evaluating the Green's functions and the resulting convolution integrals. In general, the response obtained by this approach involves a spatial integral of the point source solution over the whole fault plane either directly in the time domain (Kawasaki, 1975; Anderson, 1976; Hartzell, et al., 1978) or in the frequency domain followed by the necessary Fourier inverse transform (Levy and Mal, 1976). Luco and Anderson (1983) adopted the equivalent body force representation to calculate the ground responses in the transform domain, in which the dislocation over a fault plane was converted to a set of equivalent body forces using the representation theorem introduced by Burridge and Knopoff (1964); the responses were then obtained by solving the inhomogeneous wave equations subject to the homogeneous boundary conditions at the free surface. A detailed review of the generalized ray theory can be found in Pao and Gajewski (1977). Basically, the Laplace transform response is expressed as the sum of several terms in this analysis. Each term represents the contribution from a particular ray and contains only the product of a source function, a receiver function, and a phase term. Chen (1981) used the generalized ray theory to analyze the ground responses induced by a non-propagating dislocation fault. Furthermore, each ray can be evaluated directly and exactly by applying the Cagniard-de Hoop technique (de Hoop, 1960)
to obtain the ground essponses in the time domain. Madariaga (1978) proposed the same technique to invert the transform and found an exact solution of Haskell's model in an unbounded medium. The application of the generalized ray theory is as straightforward as that of the Green's functions; moreover, the application of the Cagniard-de Hoop technique reduces the computational efforts significantly.

There were also approaches to analyze the wave field induced by an extended fault embedded in a layered half-space. One of these is to represent the response in the frequency domain as a double integral over the two horizontal components of the wave number. Bouchon (1979) intoduced the discretization over the two wave numbers in an elastic wave field.

For dynamic dislocation models, Das (1980) presented a method of Tixed boundary integral equation to determine the displacements and suesses in the crack plane for a three-dimensional dynamic shear crack of arbirary shape propagating in an infinite medium. A finite difference technique developed by Virieux and Madariaga (1982) was adopted for dynamic shear cracks and a maximum stress criterion was used to detemine the rupture propagation. Achenbach and Harris (1987) applied dynamic fracture mechanics to analyze the strong ground motion excited by subsurface sliding cracks.

A three-dimensional kinematic dislocation model in an elastic half-space will be presented in this study to simulate an earhquake and the resulting ground motions. Similar models were proposed by Chen (1981) as well as Luco and Anderson (1983). Chen (1981) considered the rupture velocity to be infinite, whereas, in Luco and Anderson (1983), the rupure front is initiated at infinity so that the results are applicable only for near-field ground motions. To be more
realistic for determining the spanal variability of ground motions, the source mechanism of an eariqquake is modeled by a shear fault of the Haskell type (Haskell, 1964) with finite length and finite rupture velocity.

### 2.2 The Easkell Model

The Haskell model is the earthquake source model most widely used for simulating seismic observations (Haskell, 1964, 1969; Aki, 1967, 1968; Kawasaki, 1975; Anderson, 1970́; Geller, 1976; Israel and Kovach, 1977; Madariaga, 1978; Bouchon, 1979; Tanimoto, 1982; Yeh, et a!., 1988). This model assumes a rectangular fault of length. $L$ and width $W$ as shown in Fig. 2.1. A dislocation line over the width $W$ appears at one edge of the fault plane and propagates at a constant rupture velocity $v$ until it suddenly stops at the other edge. The slip may be longitudinal (along the direction of rupture propagarion) for the case of a strike-slip fault or transverse (normal to the direction of rupture propagation) for the case of a dip-slip fault. The disfocation amplitudes are assumed to be idencical across the width in both cases. At the end of the rupture process, a constant dislocation remains on the source area. The Faskell model is also adopted in the present study. First, the analytical ground motions in the Laplace tansform domain excited by a horizontal Haskell fault are obtained. Then the results are extended to the case of a general fault with an arbitary dip angle. The resulting ground motions in the time domain are discussed in Section 3.

### 2.2.1 Horizontal Fault

Assume a horizontal fault at a depth of $z=z_{0}$. For the case of a strike-slip fault, the boundary conditions on the fault plane are


Figure 2.1 Shear Dislocation in a Rectangular Fault

$$
\begin{align*}
u_{x}(x, y, z, t)= & \frac{D_{0}}{2} \operatorname{sgn}\left(z-z_{0}\right) f(t)[H(y)-H(y-W)] \\
& \cdot\left[H(x)-\left\{H\left(T_{0}-t\right) H(x-v t)+H\left(t-T_{0}\right) H(x-L)\right\}\right]  \tag{2.1}\\
u_{y}(x, y, z, t)= & 0  \tag{2.2}\\
\tau_{z z}(x, y, z, t)= & 0 \tag{2.3}
\end{align*}
$$

whereas for a dip-slip fault,

$$
\begin{align*}
u_{x}(x, y, z, t)= & 0  \tag{2.4}\\
u_{y}(x, y, z, t)= & \frac{D_{0}}{2} \operatorname{sgn}\left(z-z_{0}\right) f(t)[H(y)-H(y-W)] \\
& \cdot\left[H(x)-\left\{H\left(T_{0}-t\right) H(x-v t)+H\left(t-T_{0}\right) H(x-L)\right\}\right]  \tag{2.5}\\
\tau_{z z}(x, y, z, t)= & 0 \tag{2.6}
\end{align*}
$$

In the foregoing equations,
$D_{0}=$ the magnitude of the dislocation,
$\operatorname{sgn}=$ the sigma function,
$f=$ the source time function,
$H=$ the Heaviside step function,
$T_{0}=L / v=$ the duration of the spreading rupture.
In the following sections, the ground motions excited by a strike-slip fault are described in detail. Results for a dip-slip fault are listed, where necessary, for reference.

After expanding Eq. (2.1), i.e.,

$$
\begin{align*}
& H(x)-\left\{H\left(T_{0}-t\right) H(x-v t)+H\left(t-T_{0}\right) H(x-L)\right\} \\
& =\{H(x)-H(x-v t)\}-H\left(t-T_{0}\right)\{H(x-L)-H(x-v t)\}, \tag{2.7}
\end{align*}
$$

the total field response $\left(f^{\top}\right)$ may be writen as the superposition of the field response ( $f^{\circ}$ ) for four identical quadrantal dislocations shifted in space and time, as shown in Fig. 2.2, i.e.,

$$
\begin{align*}
f^{T}(x, y, z, t)= & f^{2}(x, y, z, t)-f^{2}(x, y-W, z, t)-H\left(t-T_{0}\right) f^{2}\left(x-L, y, z, t-T_{0}\right) \\
& +H\left(t-T_{0}\right) f^{2}\left(x-L, y-W, z, t-T_{0}\right), \tag{2.8}
\end{align*}
$$

where $f^{2}$ is the response subject to boundary conditions (2.2), (2.3), and

$$
\begin{align*}
u_{x}(x, y, z, t) & =\frac{D_{0}}{2} \operatorname{sgn}\left(z-z_{0}\right) f(t) \mathrm{H}(y)[H(x)-\mathrm{H}(x-v t)] \\
& =\frac{D_{0}}{2} \operatorname{sgn}\left(z-z_{0}\right) f(t) \mathrm{H}(x) \mathrm{H}(y) \mathrm{H}\left(t-\frac{x}{y}\right) . \tag{2.9}
\end{align*}
$$

By applying the Helmholtz decomposition, the wave equations are

$$
\begin{align*}
& \nu_{p}^{2} \nabla^{2} \phi=\ddot{\phi},  \tag{2.10}\\
& v_{s}^{2} \nabla^{2} \chi=\ddot{\chi},  \tag{2.11}\\
& v_{s}^{2} \nabla^{2} \psi=\ddot{\psi}, \tag{2.12}
\end{align*}
$$

where $\phi, \chi$ and $\psi$ are the potential functions corresponding to P -, SF- and $S V$-wave, respectively; $v_{p}$ and $v_{s}$ are the $P$ - and $S$-wave velocities, respectively.

In order to solve the wave equation, e.g., Eq. (2.10), the one-sided Laplace tansform over : and the double Fourier transform over $x$ and $y$ are employed. The corresponding transform pairs are


$$
\begin{align*}
& \bar{\phi}(x, y, z, s)=\int_{0}^{\infty} \phi(x, y, z, t) e^{-s t} d t  \tag{2.13}\\
& \phi(x, y, z, t)=\frac{1}{2 \pi i} \int_{B_{r}} \bar{\phi}(x, y, z, s) e^{s t} d s ; \tag{2.14}
\end{align*}
$$

and

$$
\begin{align*}
& \overline{\phi^{F} F}(\xi, \eta, z, s)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \bar{\phi}(x, y, z, s) e^{-s(i \xi x+i \pi y)} d x d y  \tag{2.15}\\
& \bar{\phi}(x, y, z, s)=\frac{s^{2}}{4 \pi^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \overline{\phi^{F}}(\xi, \eta, z, s) e^{f(i \xi x+i \pi y)} d \xi d \eta \tag{2.16}
\end{align*}
$$

where:
$s=$ the Laplace transform parameter,
$B_{r}=$ the infinite Bromwich line,
$\xi, \eta=$ the Fourier transform parameters.
By solving the transformed wave equations with the quiescent initial conditions, the radiation conditions at infinity and the boundary conditions on the fault plane, the transformed potential functions are

$$
\begin{equation*}
\bar{\phi}(x, y, z, s)=\frac{D_{0} \overline{( }(s)}{8 \pi^{2} b \frac{2}{s} s} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} S_{P}(\xi, \eta, s) e^{-s\left(\zeta_{p}\left|z-z_{0}\right|-i \xi_{z}-i \pi y\right)} d \xi d \eta \tag{2.17}
\end{equation*}
$$

$$
\begin{align*}
& \bar{\chi}(x, y, z, s)=\frac{D_{0} \bar{f}(s)}{8 \pi^{2} b_{s}^{2} s} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} S_{H}(\xi, \eta, s) e^{-s\left(\zeta_{s}\left|z-z_{0}\right|-i \xi x-i \pi y\right)} d \xi d \eta  \tag{2.18}\\
& \bar{\psi}(x, y, z, s)=\frac{D_{0} \bar{f} \bar{f}(s)}{8 \pi^{2} b_{s}^{2} s^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} S_{V}(\xi, \eta, s) e^{-s\left(\xi_{s}\left|z-z_{0}\right|-i \xi-i \pi y\right)} d \xi d \eta \tag{2.19}
\end{align*}
$$

where:

$$
\begin{aligned}
& \bar{f}(s)=\text { the Laplace transform of the source time function } f(t), \\
& \zeta_{j}^{2}=b_{j}^{2}+\xi^{2}+\eta^{2}, \quad j=p, s, \\
& b_{j}=1 / v_{j}, \quad j=p, s .
\end{aligned}
$$

The three source functions $S_{P}, S_{V}$ and $S_{H}$, which are related to the transformed Lame potential functions in a full-space as shown in the preceding equations, are completely determined by the specified source mechanism, i.e., the boundary conditions on the fault plane, and can be expressed as

$$
\left\{\begin{array}{c}
S_{P}(\xi, \eta, s)  \tag{2.20}\\
S_{V}(\xi, \eta, s) \\
S_{H}(\xi, \eta, s)
\end{array}\right\}=\frac{1}{i \eta(i \xi+b)}\left\{\begin{array}{c}
2 i \xi \\
\frac{-i \xi\left(\zeta_{s}^{2}+\xi^{2}+\eta^{2}\right)}{\epsilon \zeta_{s}\left(\xi^{2}+\eta^{2}\right)} \\
\frac{-i b_{3}^{2} \eta}{\xi^{2}+\eta^{2}}
\end{array}\right\}
$$

for a strike-slip fault, and

$$
\left\{\begin{array}{c}
S_{P}(\xi, \eta, s)  \tag{2.21}\\
S_{V}(\xi, \eta, s) \\
S_{H}(\xi, \eta, s)
\end{array}\right\}=\frac{1}{i \eta(i \xi+b)}\left\{\begin{array}{c}
2 i \eta \\
\frac{-i \eta\left(\zeta_{s}^{2}+\xi^{2}+\eta^{2}\right)}{\epsilon \zeta_{s}\left(\xi^{2}+\eta^{2}\right)} \\
\frac{i \Sigma_{r}^{2} \xi}{\xi^{2}+\eta^{2}}
\end{array}\right\},
$$

for a dip-slip fault, in which $b=1 / v$ and $\varepsilon=-\operatorname{sgn}\left(z-z_{0}\right)$.
The displacement components are the spatial derivatives of the potential functions, i.e.,

$$
\begin{align*}
& u_{x}=\frac{\partial \phi}{\partial x}+\frac{\partial x}{\partial y}+\frac{\partial^{2} \psi}{\partial x \partial z}  \tag{2.22}\\
& u_{y}=\frac{\partial \phi}{\partial y}-\frac{\partial x}{\partial x}+\frac{\partial^{2} \psi}{\partial y \partial z}  \tag{2.23}\\
& u_{z}=\frac{\partial \phi}{\partial z}-\frac{\partial^{2} \psi}{\partial x^{2}}-\frac{\partial^{2} \psi}{\partial y^{2}} \tag{2.24}
\end{align*}
$$

With Eqs. (2.17) through (2.19) and (2.22) through (2.24), the transformed displacement is

$$
\begin{align*}
\bar{u}_{i}(x, y, z, s)=\frac{D_{0} \bar{f}(s)}{8 \pi^{2} b_{3}^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} & {\left[S_{P} D_{u_{i} p} e^{-s g_{p}}\right.} \\
& \left.+\left(S_{V} D_{u_{i} V}+S_{H} D_{u_{i} H}\right) e^{-f \delta s}\right] d \xi d \eta \tag{2.25}
\end{align*}
$$

where:

$$
\begin{aligned}
& \text { subscript } i=x, y \text { or } z \\
& D_{u ;} J=\text { the receiver function, } J=P, V, H,
\end{aligned}
$$

$$
g_{i} \quad=\zeta_{j}\left|z-z_{0}\right|-i \xi x-i \pi y, \quad j=p, s .
$$

The receiver functions relate the Lame potentials to the desired responses at the field point in the full-space. The physical interpretation of Eq. (2.25) is that the transformed displacement at a receiver contains the three types of waves generated at the source multiplied by the corresponding receiver functions, which account for the wave propagation effects in the Fourier tansform domain. The matrix form of Eq. (2.25) is

$$
\left\{\begin{array}{l}
\bar{u}_{x}(x, y, z, s)  \tag{2.26}\\
\bar{u}_{y}(x, y, z, s) \\
\bar{u}_{z}(x, y, z, s)
\end{array}\right\}=\frac{D_{0} \bar{f}(s)}{8 \pi^{2} b_{s}^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}[D]\left\{\begin{array}{l}
S_{P}(\xi, \eta, s) e^{-s g_{p}} \\
S_{v}(\xi, \eta, s) e^{-s g_{s}} \\
S_{H}(\xi, \eta, s) e^{-s g_{s}}
\end{array}\right\} d \xi d \eta
$$

in which the source functions are given in Eq. (2.20) or (2.21), and the receiver function matrix is

$$
[D]=\left[\begin{array}{ccc}
i \xi & i \xi \epsilon \zeta_{s} & i \eta  \tag{2.27}\\
i \eta & i \eta \epsilon \zeta_{s} & -i \xi \\
\varepsilon \zeta_{\rho} & \xi^{2}+\eta^{2} & 0
\end{array}\right]
$$

### 2.2.2 Oblique Fault

In the above section, the source functions are obtained for a horizontal fault plane and the receiver functions are valid for waves propagating through an infinite medium. For waves propagating in a half-space, the free surface effect of the ground should be considered. If the ground surface is taken as horizontal, the source functions for an oblique fault is also needed.

Fig. 2.3 shows the coordinate system of the half-space, i.e., $(x, y, z$ ), and the


Figure 2.3 Coordinate Systems of Half-Space and Fault
fault, i.e., $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$. The fault strikes in the $x^{\prime}$-direction, and the dip angle $\delta$ is measured from the horizontal plane. The slips in the $x^{\prime}$ - and $y^{\prime}$-directions represent the strike-slip and dip-slip motions, respectively.

The local coordinate system $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ can be transformed to ti:2 global coordinate system ( $x, y, z$ ) through the following relation,

$$
\left\{\begin{array}{c}
x  \tag{2.28}\\
y \\
z-z_{0}
\end{array}\right\}=[T]\left\{\begin{array}{c}
x^{\prime} \\
y^{\prime} \\
z^{\prime}
\end{array}\right\}
$$

in which the coordinate transformation matrix $[T]$ is defined as

$$
[T]=\left[\begin{array}{ccc}
1 & 0 & 0  \tag{2.29}\\
0 & \cos \delta & -\sin \delta \\
0 & \sin \delta & \cos \delta
\end{array}\right]
$$

The transforms for the displacements, in the global coordinates, are shown in Eq. (2.26). In the present case, however, the source functions are unknown.

The transforms for the ground motions, in terms of the local coordinates, are similar to Eq. (2.26), and may be expressed as follows,

$$
\left\{\begin{array}{l}
\bar{u}_{x^{\prime}}\left(x^{\prime}, y^{\prime}, z^{\prime}, s\right)  \tag{2.30}\\
\bar{u}_{y} \cdot\left(x^{\prime}, y^{\prime}, z^{\prime}, s\right) \\
\bar{u}_{z^{\prime}}\left(x^{\prime}, y^{\prime}, z^{\prime}, s\right)
\end{array}\right\}=\frac{D_{0} \bar{f}(s)}{8 \sigma^{2} \dot{b}_{s}^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left[D^{\prime}\right]\left\{\begin{array}{l}
S_{p\left(\xi^{\prime}, \eta^{\prime}, s\right)} e^{-s g^{\prime} p} \\
S_{v\left(\xi^{\prime}, \eta^{\prime}, s\right)} e^{-s \xi^{\prime} s} \\
S_{H\left(\xi^{\prime}, \eta^{\prime}, s\right)}^{\prime-s s^{\prime} s}
\end{array}\right\} d \xi^{\prime} d \eta^{\prime}
$$

in which $g_{i}^{\prime}=\zeta_{j}^{\prime}\left|z^{\prime}\right|-i \xi^{\prime} x^{\prime}-i \eta^{\prime} y^{\prime}, j=p$, s. The source and receiver functions are given in Eqs. (2.20) (or (2.21)) and (2.27), respectively, but with tie glooal
coordinates $(x, y, z)$ replaced by the local coordinates ( $x^{\prime}, y^{\prime}, z^{\prime}$ ), the global transform parameters $\left(\xi, \eta, \zeta\right.$ ) replaced by the local transform parameters ( $\xi^{\prime}, \eta^{\prime}$, $\zeta^{\prime}$ ), and $\epsilon^{\prime}=-\operatorname{sgn}\left(z^{\prime}\right)$.

With the equivalent phase functions, i.e., $g_{j}{ }_{j}=g_{j}, j=p$, $s$, the transform parameters are related also by

$$
\left\{\begin{array}{c}
i \xi  \tag{2.31}\\
i \eta \\
\epsilon \zeta_{j}
\end{array}\right\}=[I]\left\{\begin{array}{c}
i \xi^{\prime} \\
i \eta^{\prime} \\
\epsilon \zeta_{j}^{\prime}
\end{array}\right\}
$$

The coordinate transfomation matrix $[T]$ also gives

$$
\left\{\begin{array}{l}
\bar{u}_{z}  \tag{2.32}\\
\bar{u}_{y} \\
\bar{u}_{y}
\end{array}\right\}=[T]\left\{\begin{array}{l}
\bar{u}_{x^{\prime}} \\
\bar{u}_{y^{\prime}} \\
\bar{u}_{y}
\end{array}\right\} .
$$

Substituting Eqs. (2.26) and (2.30) into Eq. (2.32), the source functions corresponding to a general fault with an arbitrary dip angle $\delta$ are determined by

$$
[D]\left\{\begin{array}{l}
S_{P} e^{-s g_{\rho}}  \tag{2.33}\\
S_{V} e^{-s g_{s}} \\
S_{H} e^{-s s_{s}}
\end{array}\right\}=[I]\left[D^{\prime}\right]\left\{\begin{array}{l}
S_{P}^{\prime} e^{-s g^{\prime} \rho} J_{P} \\
S_{V}^{\prime} e^{-s g^{\prime} s J_{s}} \\
S_{H}^{\prime} e^{-s g^{\prime} s_{s}}
\end{array}\right\}
$$

in which $J_{j}$ is the Jacobian

$$
I_{j}\left(\xi^{\prime}, \eta^{\prime} ; \xi, \eta\right)=\left|\begin{array}{cc}
\frac{\partial \xi^{\prime}}{\partial \xi} & \frac{\partial \xi^{\prime}}{\partial \eta}  \tag{2.34}\\
\frac{\partial \eta^{\prime}}{\partial \xi} & \frac{\partial \eta^{\prime}}{\partial \eta}
\end{array}\right|=\frac{\epsilon^{\prime} \zeta_{j}^{\prime}}{\epsilon \zeta_{i}} .
$$

After lengthy manipulation of Eq. (2.33), the source functions for an oblique Haskell fault can be given as follows:

$$
\left\{\begin{array}{c}
S_{P}  \tag{2.35}\\
S_{V} \\
S_{H}
\end{array}\right\}=\frac{1}{i \eta^{\prime}\left(i \xi^{\prime}+b\right)}\left[\left\{\begin{array}{c}
\frac{2 \xi \eta}{\epsilon \zeta_{p}} \\
\frac{-2 \xi \eta}{\xi^{2}+\eta^{2}} \\
\frac{b_{s}^{2}\left(\xi^{2}-\eta^{2}\right)}{\epsilon \zeta_{s}\left(\xi^{2}+\eta^{2}\right)}
\end{array}\right\} \sin \delta+\left\{\begin{array}{c}
2 i \xi \\
\frac{-i \xi\left(\zeta_{s}^{2}+\xi^{2}+\eta^{2}\right)}{\epsilon \zeta_{s}\left(\xi^{2}+\eta^{2}\right)} \\
\frac{-i b_{s}^{2} \eta}{\xi^{2}+\eta^{2}}
\end{array}\right\} \cos \delta\right],
$$

for a strike-slip fault; and

$$
\left\{\begin{array}{c}
S_{P}  \tag{2.36}\\
S_{V} \\
S_{H}
\end{array}\right\}=\frac{1}{i \eta^{\prime}\left(i \xi^{\prime}+b\right)}\left[\left\{\begin{array}{c}
\frac{\zeta_{\rho}^{2}+\eta^{2}}{\epsilon \zeta_{p}} \\
-\frac{\xi^{2}+2 \pi^{2}}{\xi^{2}+\eta^{2}} \\
\frac{b_{s}^{2} \xi \eta}{\epsilon \zeta_{s}\left(\xi^{2}+\eta^{2}\right)}
\end{array}\right\} \sin 2 \delta+\left\{\begin{array}{c}
2 i \eta \\
-i \eta\left(\zeta_{s}^{2}+\xi^{2}+\eta^{2}\right) \\
\epsilon \zeta_{s}\left(\xi^{2}+\eta^{2}\right) \\
\frac{b_{s}^{2} \xi}{\xi^{2}+\eta^{2}}
\end{array}\right\} \cos 2 \delta\right],
$$

for a dip-slip fault.
To determine the ground motions excited by a wave propagating through a half-space, the boundary conditions at the free surface, i.e., $\tau_{x x}=\tau_{z y}=\tau_{z z}=0$ at $z=0$, should be considered in determining the receiver functions. The resulting receiver function matrix is modified as

$$
\left[D^{\bullet}\right]=\left[\begin{array}{ccr}
i \xi+i \xi R^{P P}-i \xi \zeta_{s} R^{P V} & i \xi \zeta_{s}-i \xi \zeta_{s} R^{V V}+i \xi R^{V P} & 2 i \eta  \tag{2.37}\\
i \eta+i \eta R^{P P}-i \eta \zeta_{s} R^{P V} & i \eta \zeta_{s}-i \eta \zeta_{s} R^{V V}+i \eta R^{V P} & -2 i \xi \\
\zeta_{\rho}-\zeta_{\rho} R^{P P}+\left(\xi^{2}+\eta^{2}\right) R^{P V} & \left(\xi^{2}+\eta^{2}\right)+\left(\xi^{2}+\eta^{2}\right) R^{V V}-\zeta_{\rho} R^{V P} & 0
\end{array}\right],
$$

in which $R^{P P}, R^{P V}, R^{V P}$, and $R^{V V}$ are the reflection coefficients, which represent
the ratios of the amplitudes of the reflected waves to those of the respective incident waves.

In Eq. (2.37), each element in the receiver function matrix contains contributions from both the incident and reflected waves. For example, as shown in Fig. 2.4, when a P-wave is generated at the source, the incident P-wave, the reflected P-wave and the reflected SV-wave are all detected at the receiver, and assembled in the first element in Eq. (2.37). For the reflected waves, the degree of contribution to the displacement component at the receiver is determined by the reflection coefficients and the original receiver functions, i.e., Eq. (2.27), which are associated with the type of wave arriving at the receiver. By substituting the reflection coefficients in terms of the tansform parameters, the modified receiver function matrix is then expressed as

$$
\left[D^{\cdot}\right]=\frac{1}{R}\left[\begin{array}{ccc}
-4 i b_{s}^{2} \xi \zeta_{p} \zeta_{s} & -2 i b_{s}^{2} \xi \zeta_{s}\left(\zeta_{s}^{2}+\xi^{2}+\eta^{2}\right) & 2 i \eta R  \tag{2.38}\\
-4 i b_{s}^{2} \eta \zeta_{p} \zeta_{s} & -2 i b_{s}^{2} \eta \zeta_{s}\left(\zeta_{s}^{2}+\xi^{2}+\eta^{2}\right) & -2 i \xi R \\
-2 b_{s}^{2} \zeta_{p}\left(\zeta_{s}^{2}+\xi^{2}+\eta^{2}\right) & -4 b_{s}^{2} \zeta_{p} \zeta_{s}\left(\xi^{2}+\eta^{2}\right) & 0
\end{array}\right],
$$

where the Rayleigh function is

$$
\begin{equation*}
R=4 \zeta_{p} \zeta_{s}\left(\xi^{2}+\eta^{2}\right)-\left(\zeta_{s}^{2}+\xi^{2}+\eta^{2}\right)^{2} \tag{2.39}
\end{equation*}
$$

Finally, the transforms for the ground motions excited by an oblique dislocation fault are

$$
\left\{\begin{array}{l}
\bar{u}_{x}(x, y, 0, s)  \tag{2.40}\\
\bar{u}_{y}(x, y, 0, s) \\
\bar{u}_{x}(x, y, 0, s)
\end{array}\right\}=\frac{D_{0} \bar{f}(s)}{8 \pi^{2} b_{s}^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left[D^{\cdot}\right]\left\{\begin{array}{l}
S_{P}(\xi, \eta, s) e^{-s b p} \\
S_{V}(\xi, \eta, s) e^{-s g s} \\
S_{H}(\xi, \eta, s) e^{-s g s}
\end{array}\right\} d \xi d \eta
$$



Figure 2.4 Incident and Reflected Waves at a Receiver

Substituting Eqs. (2.35), (2.36) and (2.38) into Eq. (2.40), the transforms for the displacements become

$$
\begin{equation*}
\{\bar{u}(x, y, 0, s)\}=\frac{D_{0} \bar{f}(s)}{8 \pi^{2}} \sum_{j=p, s} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left\{F_{j}\right\} \frac{e^{-s\left(\xi_{j=0-i \xi-i m}\right)}}{(i \xi+b)\left(i \eta \cos \delta+\zeta_{j} \sin \delta\right) R} d \xi d \pi, \tag{2.41}
\end{equation*}
$$

where the vectors $\left\{F_{j}\right\}, j=p, s$, are summarized in Appendix A.

Inversion of the Laplace transform, Eq. (2.41), is necessary to obtain the ground motions in the time domain.

## SECTION 3

## AVALYMCAL GROUND MOTIONS IN TMME DOMAIN

### 3.1 Introduction

In the previous Section, Eq. (2.41) gives the Laplace tansform for the analycical ground motions. To obrain the responses in the ime domain, a special inverse transform method is needed. An effective method for this purpose is the Cagniard technique (Cagniard, 1962). The main idea of the Cagniard rechnique is to assign the phase function in Eq. (2.41) to the time variable $t$ and then invert the Laplace tansform by direct inspection. A tansformation was introduced by de Hoop (1960) to simplify the Cagniard technique when two tansform parameters, e.g., $\xi$ and $\eta$ in. Eq. (2.41), are involved. In fact, the assignment of $g_{p}$ or $g_{s}$ to $t$ represents a hyperbola, which is called the Cagniard path, in a complex plane after the de Hoop transfomation has been employed, and constitutes a contour including the original integral path in Eq. (2.41). In addition to the Cagniard path, the contrioutions from the poles within the contour and from the branch cut should be included in evaluating the integral of Eq. (2.41) by the residue theorem. The exact inversion contains a sum of single integrals and algebraic terms. Each tern contributing to the ground motion is identified as a specific wave.

Consider a general term in Eq. (2.41),

$$
\begin{equation*}
O(x, y, 0,5)=\frac{D_{0}}{8 . t^{2}} \sum_{j=F, 5} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{F_{j} e^{-s\left(\zeta_{j=0}-i \xi_{j}-i \pi j\right)}}{(i \xi+b)\left(i \eta \cos \delta+\zeta_{j} \sin \delta\right) R} d \xi d \eta \tag{3.1}
\end{equation*}
$$

where $F_{j}$ is one element in Appendix $A$ and the Rayleigh function $R$ is given in Eq. (2.39). After applying the de Hoop transformation,

$$
\left\{\begin{array}{l}
\xi=i \sigma \cos \theta-q \sin \theta  \tag{3.2}\\
\eta=i \sigma \sin \theta+q \cos \theta
\end{array}\right.
$$

in which os $\theta=x / r, \sin \theta=y / r$, and $r^{2}=x^{2}+y^{2}$, Eq. (3.1) becomes

$$
\begin{equation*}
\bar{U}(x, y, 0, s)=\frac{D_{0}}{8 \pi^{2}} \sum_{j=\rho, s} \int_{-\infty}^{\infty}\left[\int_{-i \infty}^{i \infty} \frac{(-i) F_{j} e^{-s\left(\zeta_{j}-a+\sigma r\right)}}{(i \xi+b)\left(i \eta \cos \delta+\xi_{j} \sin \delta\right) R} d \sigma\right] d q . \tag{3.3}
\end{equation*}
$$

The mapping of $\zeta_{j} z_{0}+\sigma$ to $t$ represents the Cagniard paths $\Sigma_{\neq p}$ or $\Sigma_{ \pm s}$ in the complex $\sigma$-plane, as shown in Fig. 3.1. Also shown in Fig. 3.1 are the branch cuts, the branch points, and the poles. By the residue theorem, the integration of Eq. (3.3), which is taken along the imaginary axis of the complex $\sigma$-plane, is replaced by the integration along the Cagniard path plus the contributions from any poles within the conrour. No contributions from the circular paths $C_{\neq p}$ or $C_{ \pm s}$ are included as their radii tend to infinity. Two possible poles, $\sigma_{1}$ and $\sigma_{2}$ in Fig. 3.1, are located inside the contour. They are the roots of $i \xi+1 / v=0$ and in $\cos \delta+\zeta_{j} \sin \delta=0$, respectively.

### 3.2 Inverse Laplace Transform

### 3.2.1 Cagniard Path Contribution

Let $U_{1}(x, y, 0, s)$ be the contribution from the Cagniard paths, i.e.,
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$$
\begin{equation*}
\Xi_{1}(x, y, 0, s)=\frac{D_{0}}{8 \pi^{2}} \sum_{j=p, s} \int_{-\infty}^{\infty}\left[\int_{\Sigma_{ \pm j}} \frac{(-i) F_{j} \frac{d \sigma_{j}}{d t}}{(i \xi+b)\left(i \pi \cos \delta+\zeta_{j} \sin \delta\right) R} e^{-s t} d t\right] d q . \tag{3.4}
\end{equation*}
$$

After interchanging the order of integration, the inverse Laplace transform of $O_{1}$ could be determined by directly inspecting the integrand. $U_{1}(x, y, 0, t)$ is a proper single integral with respect to $q$, and its exact formulation is listed in Eq. (B.1).

### 3.2.2 Branch Cut Contribution

If the vertex of the hyperbola, $\Sigma_{ \pm}$, is located on the right side of the branch point associated with the P -wave, the Cagniard path $\Sigma_{ \pm s}$ must be indented around the branch cut, i.e., $\Sigma_{ \pm k}$, as shown in Fig. 3.1. Tris case oceurs when $r / R_{0}>b_{p} / b_{s}$, and constitutes the other type of wave, namely head wave or SP -wave. Let $\bar{U}_{\mathrm{I} h}(x, y, 0, s)$ denote the contribution from this indented path, i.e.,

$$
\begin{equation*}
\bar{U}_{1 h}(x, y, 0, s)=\frac{D_{0}}{8 \pi^{2}} \sum_{j=p, s} \int_{-\infty}^{\infty}\left[\int_{\Sigma_{ \pm h}} \frac{(-i) F_{s} \frac{d \sigma_{k}}{d t}}{(i \xi+b)\left(i \eta \cos \delta+\zeta_{s} \sin \delta\right) R} e^{-s t} d t\right] d q . \tag{3.5}
\end{equation*}
$$

The interchange of the order of the integration is also needed to take the inverse transform. The exact form of $U_{1 h}(x, y, 0, t)$ is described in Eq. (B.2).

### 3.2.3 Pole Contribution

Let $\bar{U}_{2}^{\prime}(x, y, 0, s)$ and $\bar{U}_{3}^{\prime}(x, y, 0, s)$ be the contributions from the poies $\sigma_{1}$ and $\sigma_{2}$, respectively. For the pole $\sigma_{1}$ being inside the contour shown in Fig. 3.1, it is required that $x>0$ and $q^{2}>q_{\sigma_{j}}^{2}$ in which

$$
q_{\sigma_{j} j}=\frac{z_{0}}{r \sqrt{y^{2}+z_{0}^{2}}} \sqrt{\frac{R_{0}^{2}}{v^{2}}-x^{2} b_{j}^{2}}, \quad R_{0}^{2}=x^{2}+y^{2}+z_{0}^{2}
$$

Then, the contribution from the pole $\sigma_{1}$ is

$$
\begin{align*}
\bar{U}_{2}^{\prime}(x, y, 0, s)=\frac{D_{0}}{8 \pi^{2}} H(x) \sum_{i=p, s} & {\left[\int_{-\infty}^{-q_{0, j}}(-2 \pi i) \frac{(-i) F_{j} e^{-s\left(\zeta_{j} i_{0}+a_{1} r\right)}}{\left(\frac{-x}{r}\right)\left(i \eta \cos \delta+\zeta_{j} \sin \delta\right) R} d q\right.} \\
& \left.+\int_{q_{0, j}}^{\infty}(-2 \pi i) \frac{(-i) F_{j} e^{-s\left(\zeta_{j} \sigma_{0}+\sigma_{1} r\right)}}{\left(\frac{-x}{r}\right)\left(i \eta \cos \delta+\zeta_{j} \sin \delta\right) R} d q\right] . \tag{3.6}
\end{align*}
$$

Let $q=i a$ and apply the Cagniard method again to obtain $U_{2}^{\prime}(x, y, 0, t)$. Fig. 3.2 shows the Cagniard path $A_{=j}$ corresponding to the mapping of $\zeta_{j} z_{0}+\sigma_{1} r=t$, the associated poles, the branch points, and the branch cuts in the complex a-plane for $y>0$ and $v<c_{f}$. For $y<0$, the contours are located in the left-half of $a$-plane. In the case of the subsonic rupture, i.e., $v<c_{s}$, no contributions from the poles and the branch cuts are involved when the integration paths of Eq. (3.6) is replaced by the Cagniard paths $A=j$ because no poles are located inside the contour and no branch cuts intersect the Cagniard paths, as shown in Fig. 3.2. For the transonic and supersonic ruptures, the contributions from the branch cuts should be considered. The complete representation of $U_{2}(x, y, 0, t)$, i.e., the contributions from the Cagniard paths $A_{ \pm p}$ and $A_{ \pm s}$, and $U_{2 h}(x, y, 0, t)$, i.e., the contributions from the branch cuts, are listed in Eqs. (B.3) and (B.4), respectively.

The necessary condition for the pole $\sigma_{2}$ lying within the contour shown in Fig. 3.1 is that $y>0$ and $y^{\prime}>0$. Therefore, the contribution from the pole $\sigma_{2}$ is
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$$
\begin{equation*}
\bar{U}_{3}^{\prime}(x, y, 0, s)=\frac{D_{0}}{8 \pi^{2}} H(y) H\left(y^{\prime}\right) \sum_{j=p . s} \int_{-\infty}^{\infty}(-2 \pi i) \frac{(-1) F_{j} e^{-s\left(\xi_{j-0}+\sigma_{2} r\right)}}{(i \xi+b)\left(-G_{j}\right) R} d q, \tag{3.7}
\end{equation*}
$$

where

$$
G_{j}=\frac{\sigma_{2} \sin \delta+\zeta_{j} \sin \theta \cos \delta}{\zeta_{j}}
$$

Let $q=-i \beta$ and apply the Cagniard method once more. Fig. 3.3 shows the Cagniard paths $B_{=j}$ associated with the mapping of $\zeta_{j} z_{0}+\sigma_{2} r=t$ in the complex $\beta$-plane for $x>0$. The Cagniard path $B_{ \pm s}$, the indented path $B_{ \pm h}$, and the corresponding branch cuts are shown in Fig. 3.3(b) only for the case of $b_{p} / b_{s}>\sin \delta / \sqrt{1-\cos ^{2} \theta \cos ^{2} \delta}$. The various contributions from the indented path $E_{ \pm h}$ for other cases will be included in the final formulation. Let $U_{3}(x, y, 0, t)$ and $U_{3 n}(x, y, 0, t)$ denote the ground motions from the Cagniard path $B_{ \pm s}$ and the indented path $B_{i n}$, respectively. These formulations are listed in Eqs. (B.5) and (B.6), respectively.

### 3.3 Analytical Formulation

From the preceding sections, the ground displacement in a specific direction, i.e., the inverse Laplace transform of Eq. (3.1), can be evaluated as

$$
\begin{equation*}
U(x, y, 0, t)=U_{1}+U_{1 k}+U_{2}+U_{2 k}+U_{3}+U_{3 h} \tag{3.8}
\end{equation*}
$$

Each term in Eq. (3.8) is expressed explicitly in Appendix B.

Similar results have also been obtained by Yeh, et al. (1988) and Wang (1988). Comparing Eq. (2.41) with Eq. (3.1), the tansform for the ground
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Figure 3.3 Poles and Cagniard Paths in Complex $\beta$-Plane
displacement in the $i$-direction is given by

$$
\begin{equation*}
\bar{u}_{i}(x, y, 0, s)=\bar{f}(s) O(x, y, 0, s) \tag{3.9}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
u_{i}(x, y, 0, t)=\int_{0}^{:} f(t-\tau) U(x, y, 0, \tau) d \tau \tag{3.10}
\end{equation*}
$$

in which $f(t-\tau)$ is the source time function and $U(x, y, 0, \tau)$ is given by Eq. (3.8). Two special cases of the source time function can be identified, for which the ground motions may be obtained directly from Eq. (3.8) without the convolution integral of Eq. (3.10).
(1) Step-time source function:

$$
\begin{equation*}
f(t)=H(t) \tag{3.11}
\end{equation*}
$$

The Laplace transform of such a source time function is

$$
\begin{equation*}
\bar{f}(s)=\frac{1}{s}, \tag{3.12}
\end{equation*}
$$

Then, from Eq. (3.9),

$$
\begin{equation*}
\dot{u}_{i}(x, y, 0, t)=U(x, y, 0, t) \tag{3.13}
\end{equation*}
$$

where $\dot{u}_{i}(x, y, 0, t)$ is the ground velocity in the $i$-direction.
(2) Linear ramp-time source function:

$$
f(t)=\left\{\begin{array}{cl}
0, & t \leq 0  \tag{3.14}\\
t / T_{r}, & 0<t<T_{r} \\
1, & T_{r} \leq t
\end{array}\right.
$$

in which $T_{r}$ is the rise time. In this case,

$$
\begin{equation*}
\bar{f}(s)=\frac{1-e^{-s T_{r}}}{T_{r} s^{2}}, \tag{3.15}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{i}(x, y, 0, t)=\frac{U(x, y, 0, t)-H\left(t-T_{r}\right) U\left(x, y, 0, t-T_{r}\right)}{T_{r}}, \tag{3.16}
\end{equation*}
$$

where $\ddot{u}_{i}(x, y, 0, t)$ is the ground acceleration in the $i$-direction.
Eq. (3.10) gives the ground motion only for one quadrantal dislocation, as shown in Fig. 2.2. The total ground motion generated by an oblique rectangular fault is given by

$$
\begin{align*}
u_{i}^{T}(x, y, 0, t)= & u_{i}\left(x, y, 0, t ; z_{0}\right)-u_{i}\left(x, y-W \cos \delta, 0, t ; z_{0}+W \sin \delta\right) \\
& -H\left(t-T_{0}\right) u_{i}\left(x-L, y, 0, t-T_{0} ; z_{0}\right) \\
& +H\left(t-T_{0}\right) u_{i}\left(x-L, y-W \cos \delta, 0, t-T_{0} ; z_{0}+W \sin \delta\right), \tag{3.17}
\end{align*}
$$

where $u_{i}^{T}(x, y, 0, t)$ is the total ground displacement in the $i$-direction and $u_{i}\left(x, y, 0, t ; z_{0}\right)$ is given by Eq. (3.10).

The rupture is assumed to propagate unilaterally along the fault plane, as indicated in Eq. (3.17). However, the principle of superposition may be applied for the case of a bilaterally propagating rupture. Furthermore, the generalized ray theory can be extended systematically to analyze the ground responses excited by a
dislocation fault in a layered medium. The validity of the analytical ground motions is examined in the following case studies.

### 3.4 Case Studies

In order to investigate the difference between the ground motions obrained by the half- and full-space models, Anderson (1976) examined the ground displacements induced by a shallow vertical fault with either a strike-slip or dip-slip rupare using the method of Green's function. With this method, a four-fold integra! must be evaluated approximately by a numerical method. One integral is associated with the formulation of the Green's functions which are applicable to a point source as developed by Johnson (1974) with the Cagniard-de Hoop method. The other triple integration comes from the Knopoff-de Hoop representation theorem (Burridge and Knopoff, 1964) for evaluating the response through the convolution of the dislocation and the Green's functions with respect to one temporal variable and two spatial variables.

In Anderson's quadrature, several schemes were applied to reduce the random and systematic errors, that may be introduced from the multiple numerical integration. In contrast, only single integrals are needed in the current sudy, as shown in Eqs. (B.1) and (B.2). Therefore, the numerical evaluation in this study should greatly reduce the numerical work and increase the accuracy of the results relative to those of Anderson (1976). Moreover, $U_{2 h}=U_{3}=U_{3 h}=0$ in Eq. (3.8) for the case of a vertical rupture with subsonic rupture motion.

To appraise the correctress of the analytic formulation developed in the present study, two cases from Anderson (1976) are used for comparison. The schematic diagram of the station and the fault is shown in Fig. 3.4. In each case,
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Figure 3.4 Vertical Fault and Ground Station
two sets of ground displacements are evaluated for strike-slip and dip-slip motions, respectively. Linear ramp-time source function and unilateral rupture are assumed in both cases. The common values of the parameters are as follows:

| P-wave velocity | $v_{p}=6 \mathrm{~km} / \mathrm{sec}$, |
| :--- | :--- |
| S-wave velocity | $v_{s}=3.4 \mathrm{~km} / \mathrm{sec}$, |
| Fault length | $L=5 \mathrm{~km}$, |
| Rupture velocity | $v=3 \mathrm{~km} / \mathrm{sec}$, |
| Final dislocation | $D_{0}=1 \mathrm{~cm}$, |
| Rise time | $T_{r}=1 \mathrm{sec}$, |
| Station | $(x, y)=(7.5 \mathrm{~km}, 1.5 \mathrm{~km})$. |

Two different cases are examined with the following parameters:
Case I:
Fault width $W=3.3 \mathrm{~km}$,
Focal depth $\quad d=3.8 \mathrm{~km}$,
Case II:
Fault width $W=1.2 \mathrm{~km}$,
Focal depth $d=1.1 \mathrm{~km}$.
An epicentral distance of 7.65 km is the same in both cases, whereas Case II represents a shallow earthquake, in which the surface wave is dominant.

The comparisons are shown in Figs. 3.5 and 3.6, which demonstrate good agreement between the two studies for different response components, types of rupture, and fault locations. As mentioned in Section 2.1, the response of a full-space was doubled to approximately account for the free surface effect. This

- Anderson's Solution (doubled full-space) Anderson's Solution (half-space)


Figure 3.5 Displacements in Case I


Figure 3.6 Displacements in Case II
approximation is not valid especially for a shallow dip-slip fault, as shown in Figs. 3.5 and 3.6 .

The effect of rise time - The rise time, $T_{r}$, to reach the final slip at each point in a fault plane during an earchquake is probably the parameter most difficuit to estimate. To investigate its effect, consider a vertical square fauit with strike-slip motion. For simplicity, the fault length $L$ and width $W$ are assumed to be equal to the focal depth $d$. A station is located at a distance of $5 d$ from the epicenter, and the epicentral direction is $30^{\circ}$ from the fault orientation. Three different values of the rise time, i.e., $T_{r}=L / y, 0.5 L / v$ and $0.25 L / v$, were examined. The P-wave velocity $y_{p}$ is $\sqrt{3} y_{s}$ corresponding to Poisson's ratio of 0.25 , and a rupture velocity of $y=0.9 y_{s}$ is assumed. The results are shown in Fig. 3.7, where the non-dimensional ground accelerations, $a d^{2} / D_{0} v_{s}^{2}$, along and nomal to the strike direction versus the non-dimensional time, $v_{s} / d$, are ploted, in which $a$ is the ground acceleration and $D_{0}$ is the final slip. From Fig. 3.7, it can be seen that as the rise time decreases, the duration also decreases whereas the peak acceleration increases. For the limit case of $T_{r}=0$, i.e., the case of step-ime source function, large values of the ground acceleration occur when the dominant waves, usually the $S$-waves, arrive.


Figure 3.7 Accelerations for Different Rise Times

## SECTION 4

## ANALYSIS OF SEISMIC GROUND MOTIONS

### 4.1 Deterministic Analysis

### 4.1.1 The Event 5

On January 29, 1981 a large earthquake occurred off the norheastern coast o: Taiwan. This event, cataloged as Event 5, was felt throughout Taiwan and triggered all 27 swong motion recorders in the SiMART-1 array located 30.2 km NNW of the epicenter. The peak acceleration of 0.24 g is the largest acceleration recorded by the array during its first four years of operation. This event was selected for comparison because its focal mechanism has been well described (e.g., Abrahamson, 1985). It is probably the event, among other events in the SMART-I array, in which most information at the focus has been estimated. In fact, it is also the event whose recordings have most frequently been analyzed by other investigators.

The seismic source of Event 5, at a depth of 25.2 km , had a reverse mechanism with unilateral rupture propagating almost from east to west. The local magnitude was estimated by the Instimte of Earth Sciences to be $M_{L}=6.3$, whereas Abraharnson (1985) corrected it to $M_{b}=6.7$ by using the Taiwan atrenuation curve, instead of Richter's amenuation curve for Southem california.

Arnong the 27 stations, the recordings of 7 stations, whose alignment (N17.5 W) is closest to the epicentra! direction (N26.2\% W) to the centel station

C00, will be used for analysis. Fig. 4.1 shows these seven stations in the array. The accelerograms at these stations along and nomal to the epicentral direction are plotted in Figs. 4.2 and 4.3, respectively, and are aligned according to increasing epicentral distance and absolute time for these seven stations. By investigating the recordings in Figs. 4.2 and 4.3, no obvious attenuating phenomenon across these stations is observed and the oscillating patterns of these recordings are quite different, from which it is indicared that the local soil effect (i.e., soil amplification) plays an important role on the measured ground accelerations.

### 4.1.2 Model Parameters

The parameters for this event were estimated primarily based on the study of Abrahamson (985), supplemented by other empirical relations as necessary.

Velocity structure - The S-wave velocity is approximately $3.5 \mathrm{~km} / \mathrm{sec}$ in the source region (Abrahamson, 1985). No estimate of the P-wave velocity at the source is available. However, with the assumption of equal Lame constants, it is suggested that

$$
v_{p}=\sqrt{3} v_{s}=6.1 \mathrm{~km} / \mathrm{sec} .
$$

This value is slightly less than that determined by Roecker, et al. (1987) based on a set of 1600 events dispersed throughout the island of Taiwan.

Fault plane orientation - Eased on the first motion data of the mainshock and 18 aftershocks to form the group focal plane solutions, Abrahamson (1985) concluded that the modal plane with mean strike of $N 71.2^{\circ} \mathrm{W}$ and mean dip of
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Figure 4.2 Accelerograms along Epicentral Direction
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Figure 4.3 Accelerograms Normal to Epicentral Direction
$60.7^{\circ}$ SE may be chosen as the fault plane of the mainshock. This estimate of the fault plane orientation is consistent with the distribution of the mainshock and aftershock hypocenters.

Rupture velocity - By using the frequency-wavenumber analysis to measure the phasing of wave fronts of coherent $S$ waves across the SMARI-1 array, Abrahamson (1985) obtained the time-dependent rupture velocity, which is shown in Fig. 4.4. The inferred rupture speed shown in Fig. 4.4 covers the range of subsonic and transonic rupture velocities. Abrahamson suggested that two effects are responsible for the apparent super-shear rupture velocity; namely, the assumptions of a constant ruprure direction and the laterally homogeneous velocity structure. Since the same assumptions are chosen in the 3-D wave propagation model of the curtent study, the rupture velocity in Fig. 4.4 will also be adapted. Moreover, the model assumes incrementally constant rupture velocities over short time increments, as shown in Fig. 4.4. The total rupare length obtained by integrating the rupture velocity is 17.15 km , and the duration of rupture is 5.75 sec , giving an average rupture velocity of $2.98 \mathrm{~km} / \mathrm{sec}$. This average rupture velocity is slightly less than the mean rupture velocity of $3.05 \mathrm{~km} / \mathrm{sec}$ obtained by Abrahamson (1985).

Slip direction and amplitude - The rake of 64.3 ${ }^{\circ}$ PP was used in Abrahamson (1985) according to the focal distribution of the mainshock and aftershocks. No estimate of the fault offset of Event 5 is available. Some empirical formulas are listed as follows.


Figure 4.4 The Rupture Veiocity

Iida (1965), world-wide data:

$$
\log D_{0}=0.55 M_{L}-1.71
$$

Bonilla (1970), USA data:

$$
\log D_{0}=0.57 M_{L}-1.91
$$

Matsuda (1975), Japan data:

$$
\log D_{0}=0.6 M_{L}-2.0
$$

King and Knopoff (1968), world-wide data:

$$
\log L D_{0}^{2}=2.24 M_{L}-4.99
$$

where $D_{0}$ and $L$ are in unit of cm . With $M_{L}=6.7$ and $L=17.15 \mathrm{~km}$, the above formulas give $D_{0}=94 \mathrm{~cm}, 81 \mathrm{~cm}, 105 \mathrm{~cm}$, and 78 cm , respectively. An average value of 90 cm is taken as the slip amplitude.

Fault plane dimensions - The fault length is determined to be 17.15 km by integrating the time-dependent rupture velocity shown in Fig. 4.4. This rupture length is less than the 25 km rupture length indicated by the aftershock distribution. It is recognized, however, that aftershocks tend to overestimate the mainshock fault area (Aki, 1968). Similarly, a value of 6.0 km is taken for the fault width; the aftershock distribution would indicate a width of 7.9 km . One empirical formula in Mohammadi and Ang (1980) is

$$
M_{L}=0.932 \log D_{0} \sqrt{W}+6.456
$$

which would give $W=4.1 \mathrm{~km}$ corresponding to $M_{L}=6.7$ and $D_{0}=0.9 \mathrm{~m}$.

According to the above estimation, the focal mechanisms and the associated parameters for Event 5 are shown in Fig. 4.5. Fig. 4.6 shows typical analytic velocity time histories (at station COO ) along and normal to the epicentral directions obtained through the 3-D wave model for the above parameters and the assumption of a step-time source function. The arrival of the P - and S -waves from the comers and the edges of the fault results in several abrupt changes of the analytic velocities in Fig. 4.6, which imply relatively high accelerations.

No empirical formulations were available to evaluate the rise time. Hence, three values of the rise time, i.e., $T_{r}=0.15 \mathrm{sec}, 0.10 \mathrm{sec}$, and 0.05 sec , were examined, and the resulting analytic ground accelerations are shown in Fig. 4.7. As shown in Fig. 4.7 and discussed in Section 3, the shorter rise times will induce higher peak accelerations. Since the peak accelerations obtained at station C00 in borh directions are about $100 \mathrm{~cm} / \mathrm{sec}^{2}$, a very short rise time would be required in the analytic model. Moreover, the integration of the velocity time histories in Fig. 4.6 gives the peak displacement of about 1.5 cm , which is consistent with the peak ground displacement obtained by integrating the field accelerogram twice at the same station. Therefore, the assumption of a step-time source function is reasonable in the analyuic 3-D model for this event.

The velocity time histories shown in Fig. 4.6 do not contain as many oscillations as the field recordings. This may be attributed to the assumption of a coherent rupture at the source and of the homogeneous half-space medium. In studies concerned primarily with the spatial displacements, however, the effect of the hign-frequency content is not very significant such that the simple source


Figure 4.5 Focal Mechanisms of Event 5


Figure 4.6 Analytic Velocities at Station C00 with $T_{r}=0 \mathrm{sec}$


Figure 4.7 Accelerations for Different Rise Times at Station C00
models may be used to reproduce the displacement time histories. As a matter of fact, the response of pipelines derives primarily from the region of low frequencies. Therefore, the results should be acceptable for the analysis of pipeline systems. A stochastic approach is considered in the following section to partially account for the incoherence in the rupture process.

### 4.2 Stochastic Analysis

The spatial and temporal variation of a fault dislocation is too complex to be represented by any simple mathematical function such as Eq. (2.1). In general, strong ground motions are characterized by a high-frequency content which is stongly related to the details of faulting. These details arise from the nonuniform distribution of various physical properties on the fault plane, including the rupture velocity, the slip magnitude, the direction of rupture, etc. Therefore, strong ground motions are too complicated to be simulated by a purely deterministic model because they are affected by numerous small-scale heterogeneities of the fault plane. To avoid this difficulty, several atempts have been made to introduce hybrid deterministic and stochastic models, in which the gross feanures of the rupture propagation are defined deterministically but the details of the ruprure are represented by a stochastic process (Boore and Joyner, 1978; Andrews, 1980, 1981; Boatwright, 1982; Papageorgiou and Aki, 1983a, 1983b).

For the purpose of modeling long-period seismic waves, the kinematic dislocation model is a good approximation to explain the radiation of seismic waves. A major shortcoming with the kinematic models is that a constant slip is inadmissible from a purely continuum mechanical point of view, as well as from many practical investigations. Nonuniform fault slip over a fault plane has been
found for several earthquakes by various seismologists, and also from the analysis of teleseismic body wave data for many earthquakes (Aki, 1982). Based on the above considerations, an effective way to describe the rupture process is through a stochastic approach.

### 4.2.1 Randomness of Earthquake Source

To account for an incoherent slip, Haskell (1966) postulated the rupture mechanism as a random process with a specified spatio-temporal autocorrelation for the dislocation acceleration, whereas Aki (1967) introduced the spatiotemporal autocorrelation of the dislocation velocity at the source. In both models, the random dislocation spreads at a constant rupture velocity.

In Haskell's statistical model, the Fourier transform source factor of the far-field response decreases with $\omega^{-3}$ for large $\omega$, whereas it is inversely proportional to $\omega^{-2}$ in Aki's model. Hence, these have been referred to as the " $\omega$-cube model" and " $\omega$-square mode!", respectively. Under the assumption of similarity, it has been shown that the $\omega$-square model compares better with observations than the $\omega$-cube model. Therefore, the $\omega$-square model will be adopted in this sady to represent the randomness at the source. The physical interpretation of this model is discussed in the following.

Since an earinquake is essentially a tansient phenomenon, the spatiotemporal autocorrelation function introduced at the source should be different from those for a stationary time series. Fig. 4.8 will schematically illustrate what form may be expected for the autocorrelation function of the dislocation process at an earthquake source. Let the dislocation start at $x=0$ and propagate along the $x$
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Figure 4.8 Schematic Diagrams of Dislocation and Its Autocorrelation Function
axis at a constant rupture velocity $v$; then the dislocation at a given point $x$ will be zero for $t<x / v$ and increase up to a final value $D_{0}$ for $t>T_{r}+x / v$, in which $T_{r}$ is the rise time. The actual dislocation at the transition time, i.e., $x / v<t<T_{r}+x / v$, is unknown. In Fig. 4.8, the dashed lines are for the case of an idealized linear ramp-time source function. Fig. 4.8 (a) and (b) show the corresponding dislocation and its velocity functions, respectively. The autocorrelation function of dislocation velocity is also shown in Fig. 4.8(c). Based on Fig. 4.8(c), the suitable form for the temporal autocorrelation function of dislocation velocity will be a negative exponential function.

Assume first that the temporal autocorrelation function of dislocation velocity at the point $x$ decreases exponentially with the time $\operatorname{lag} \tau$, i.e.,

$$
\begin{equation*}
\int_{-\infty}^{\infty} \dot{D}(x, t) \dot{D}(x, t+\tau) d t=\psi_{1} e^{-k T i t t} \tag{4.1}
\end{equation*}
$$

where:
$\dot{D}(x, t)=$ the dislocation velocity at a point $x$ and time $t$,
$\tau=$ the temporal separation,
$\psi_{1}=a$ constant,
$k_{T}^{-1}=$ the correlation time.
Furthermore, since the spatial autocorrelation function between the dislocation velocity at $(x, t)$ and that at $(x+\epsilon, t+\epsilon / v)$ will indicate the degree of persistency of offsetting and this persistency decreases with the separation distance $\epsilon$ between the two points, a similar exponential form may be adopted also for the spatial autocorrelation function, i.e.,

$$
\begin{equation*}
\int_{-\infty}^{\infty} \dot{D}(x, t) \dot{D}(x+\epsilon, t+\epsilon / v) d x=\psi_{2} e^{-k} L|\epsilon| \tag{4.2}
\end{equation*}
$$

where:
$\epsilon=$ the spatial separation,
$\psi_{2}=a$ constant,
$k_{L}^{-1}=$ the correlation length,
$y=$ the ruprure velocity.
Then, the temporal and spatial autocorrelation functions can be expressed in a single form as

$$
\begin{equation*}
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \dot{D}(x, t) \dot{D}(x+\epsilon, t+\tau) d x d t=\psi_{0} e^{-k_{L}|\epsilon|} e^{-k-\tau|\tau-\epsilon / v|} \tag{4.3}
\end{equation*}
$$

Ir. Eq. (4.3), the constant $\psi_{0}$ is related to the final slip $D_{0}$, as shown in Eq. (C.12); $k_{r}$ is the comer frequency; and $\nu k_{L}=k_{T}$ is assumed for simplicity (Aki, 1967). For example, the comer frequency for Event 5 of the SMART-1 array was estimated by Abrahamson (1985) to be 0.7 Hz .

The introduction of randomness at the source, as indicated in Eq. (4.3), should partially account for the nonuniformness of the fault slip over a fault plane. Eq. (4.3) can be interpreted as follows: a rupture breaks eveniy across the fault width but coherently only for short distances along the fault, compared to the total fault length, and only over a short time relative to the total fracture time. In other words, $\left(\nu k_{L}\right)^{-1}$ is related to the time required for propagation of fracture along the length of the fault, whereas $k_{T}^{-1}$ is associated with the time required for formation of fracture across the fault width.

Although the randomness of an earthquake source has been developed as described above, the path effect representing the wave propagation berween the source and the ground stations is still needed for a stochastic analysis. This path effect has been approximately separated from the source effect for the far-field responses in a full-space, in which the fault is treated as a point source (e.g., Aki, 1967). Such a simple isolation is not permitted if the fault dimension in the half-space is accounted. The alternative way is to search a substitute system with equivalent transmission effect.

### 4.2.2 The Substitute System

The deterministic 3-D wave propagation model yields the ground response time histories at various stations excited by a fault rupture in a half-space. In order to facilitate the evaluation of the randomness of the source on the ground motions, a "substitute system" is introduced to represent the path effect. To ensure an almost identical transmission effect, the substinte system should be subjected to the "same" excitation and reproduce the "equivalent" response for each station and in each direction. The "same" excitation can be achieved simply by transforming the rupture into a support motion suitable for the substiate system, whereas the "equivalent" response is obtained by minimizing the error function defined as the differences between the responses of the analytic model and the substitute system. It is difficult to find such a substitute system that satisfies the above requirements for all stations and directions. Hence, one substitute system is required for each station and each direction in order to neglect the spatial and directional parameters in the substitute system. Furthermore,
identical form of the substinte system is used for all stations but with different parameters.

An ordinary single-degree-of-freedom system may be adequate to simulate the medium transition effect from the fault to the free surface because the behavior of the negative exponential term and the sinusoidal term in the response of such a system is consistent with observed displacement time histories from an earthquake. Hence, a linear multi-degree-of-freedom system is adopted as the substitute system. The appropriate parameters for the different stations are evaluated through system identification.

In the analytic model, the source mechanism is a series of dislocations propagating along the fault length, whereas the excitation to the multi-degree-offreedom should be a point motion. Therefore, the equivalent point base excitation of the substitute system may be assumed to be the average dislocation over the length of the fault, or

$$
\begin{equation*}
B(t)=\frac{1}{L} \int_{0}^{L} D(x, t) d x \tag{4.4}
\end{equation*}
$$

Because Eq. (4.3) defines the autocorrelation function for a transient randorn process, the power spectral density of the faulting motion can not be obtained directly from the Fourier transform of the autocorrelation function specified in Eq. (4.3), such as the case for a stationary random process. However, with the autocorrelation function defined in Eq. (4.3) and the equivalent point base motion defined in Eq. (4.4), the power spectral density of the base velocity of the substitute system can be estimated as

$$
\begin{equation*}
S_{B \dot{B}}(\omega)=\frac{2 \pi}{T_{0}} \frac{D_{0}^{2}}{\left(1+\frac{\omega^{2}}{k_{T}^{2}}\right)\left(1+\frac{\omega^{2}}{k_{L}^{2} \nu^{2}}\right)}, \tag{4.5}
\end{equation*}
$$

in which $D_{0}$ is the final dislocation and $T_{0}=L / v$ is the duration of fauling. The derivation of Eq. (4.5) is described in Appendix C. Eq. (4.5) represents the stochastic excitation of the substitute system, and is useful when the spatial variation of ground motions is evaluated.

In the multi-degree-of-freedom system, the impulse response function for each mode is

$$
\begin{equation*}
h_{j}(t)=\frac{\phi_{j}}{\omega_{j} \sqrt{1-\xi_{j}^{2}}} e^{-\xi_{j} j_{j} t} \sin \left(\omega_{j} \sqrt{1-\xi_{j}^{2}} t\right), \tag{4.6}
\end{equation*}
$$

where:
$\phi_{j}=$ the participation factors, $j=1,2, \ldots, N$,
$\omega_{j}=$ the natural frequencies, $j=1,2, \ldots, N$,
$\xi_{j}=$ the damping coefficients, $j=1,2, \ldots, N$,
$N=$ the number of modes.
With the base motion specified in Eq. (4.4) and the impulse response function shown in Eq. (4.6), the displacement response of the substitute system can be obtained by using the Duhamel integral and the modal superposition, i.e.,

$$
\begin{align*}
d(t) & =\sum_{j=1}^{N} \phi_{j} \int_{0}^{t} h_{j}(t-\tau)\left[2 \xi_{j} \omega_{j} \dot{B}(\tau)+\omega_{j}^{2} B(\tau)\right] d \tau \\
& =\left.\frac{D_{0}}{T_{0}} \sum_{j=1}^{N} \phi_{i}\left[\tau-h_{j}(\tau)\right]\right|_{\tau=t^{\prime}} ^{\tau=t} \tag{4.7}
\end{align*}
$$

in which $t^{\prime}=\max \left(0, t-T_{0}\right)$.

System Identification - An error function $E$, for determining the pararneters of the substioute system, is defined as the sum of squares of the differences between the responses of the substitute system and the 3-D analytical solutions over the whole record. Since the velocity time history is the direct solution obtained in the 3-D wave propagation model, it will be adopted to define the necessary error function. Therefore, the form of the error function will be

$$
\begin{equation*}
E\left(\phi_{j} ; \omega_{j} ; \xi_{j}\right)=\int_{i_{i}}^{t_{i}}\left[\dot{u}(t)-\dot{d}\left(t-t_{i}\right)\right]^{2} d t \tag{4.8}
\end{equation*}
$$

where:
$\phi_{j}, \omega_{j}, \xi_{j}=$ the parameters of the substinute system, $j=1,2, \ldots, N$,
$t_{i}=$ the initial time of the record,
$t_{f} \quad=$ the final time of the record,
iu $\quad=$ the ground velocity obtained in the wave propagation model,
$\dot{d} \quad=$ the velocity response of the substitute system.
Observe that the time variable in the response of the substitute system is shifted by $t_{i}$, the first arrival time of the propagating waves. This is because there is a time
lag for the response associated with the wave propagating from the source to the station. No response will occur in the substitute system for $t \leq t_{i}$; the quiescent initial conditions must be specified at $t=t_{i}$, instead of at $t=0$.
$\dot{d}(t)$ in Eq. (4.8) is the time derivative of Eq. (4.7), i.e.,

$$
\begin{align*}
& \dot{d}(t)=\frac{D_{0}}{T_{0}} \sum_{j=1}^{N} \frac{\phi_{j}}{\sqrt{1-\xi_{j}^{2}}}\left\{e ^ { - \xi _ { j } \omega _ { j } \tau } \left[\xi_{j} \sin \left(\omega_{j} \sqrt{1-\xi_{j}} \tau\right)\right.\right. \\
&\left.\left.-\sqrt{1-\xi_{j}^{2}} \cos \left(\omega_{j} \sqrt{1-\xi_{j}^{2}} \tau\right)\right]\right\}\left.\right|_{\tau=i^{\prime}} ^{==t}, \tag{4.9}
\end{align*}
$$

in which $t^{\prime}=\max \left(0, t-T_{0}\right)$.

The parameters of the substitute system are estimated by minimizing the error function of Eq. (4.8). The system identification used here is an extension of the modal minimization method for multi-degree-of-freedom linear models in Beck (1978). It includes one-dimensional minimization, single-mode minimization, modal sweeps, and addition of new modes.

Each time when a new mode is needed, initial estimates are made for its parameters. The modal sweep then starts from the first mode. During the single-mode minimization, the parameters of the first mode are sequentially optimized, whereas the parameters of the other modes are held constant. Since $\dot{d}(t)$ is a linear function of $\phi_{j}$, the optimized participation factor in each mode can be obtained, as long as the othe: parameters are given, by equating the derivative of the error function with respect to the participation factor to zero, i.e.,

$$
\begin{equation*}
\phi_{j}=\frac{\int_{t_{i}}^{t_{i}}\left[\dot{u}(t)-\sum_{\substack{k=1 \\ k=j}}^{N} \phi_{k} f_{k}(t)\right] f_{j}(t) d t}{\int_{i_{i}}^{t_{j}} f_{j}^{2}(t) d t}, \tag{4.10}
\end{equation*}
$$

where $f_{k}(t)$ is the unit impulse response (velocity) function for the $k$ th mode of the substitute sysiem, or

$$
\begin{equation*}
\dot{d}(t)=\sum_{k=1}^{N} \phi_{k} f_{k}(t) . \tag{4.11}
\end{equation*}
$$

Therefore, a series of 1-D minimizations are taken by minimizing $E$ alternately only with respect to $\omega_{j}$ and $\xi_{j}$ in the single-mode minimization. This process is continued until a consecutive pair of 1-D minimizations resuits in a fractional decrease in $E$ of less than a specified value. Then, the single-mode minimization is continued for the next mode, and so on. After convergence for the last mode is achieved, the sweep over all modes may start again if total convergence, which is compared to the last modal sweep, has not been achieved; otherwise, a new mode is added. The addition of a new mode will be stopped if its contribution is less than a specified tolerance.

The advantage of the procedure described above is to keep the number of mode in the substitute system to a minimum. The criterion for convergence in terms of the relative change in $E$ is chosen instead of the change in the estimates of the parameters because the latter can cause difficulties with the higher modes (Beck, 1978).

Since the error function $E$ is a highly non-linear function of $\omega_{j}$ and $\xi_{j}$, the final optimized parameters will strongly depend on the initial guesses, especially for the case of $\omega_{j}$, which was found in the sensitivity study with respect to the initial estimates of the parameters. To find the best initial value of $\omega_{i}$, that will give the error function an absolute minimum, a sweep over an adequate range of modal frequencies was performed each time a new mode is added.

There are two constaints to the modal natural frequencies and modal dampings. In the analytic velocity time histories, the results were obtained at every 0.05 sec , so the maximum natural frequency for each mode was set at 10 Hz corresponding to the resolution of the responses in the deterministic model. This range of frequency also covers the frequencies of engineering interest. Furthermore, the damping coefficient for an underdamped system is between 0 and 1 . The response of such a system will decay slowly as the damping ratio decreases. Since only finite record is used in the system identification, the lower limit of the damping ratio should be specified to produce the quiescent response when the time variable approach infinity. To investigate the effect of this lower limir, three different values, i.e., $0.05,0.1$, and 0.2 , were examined, and the results are shown in Figs. 4.9, 4.10, and 4.11, respectively. By comparing these figures, the lower limit of 0.1 was selected to ensure good results.

In addition to Fig. 4.10, Figs. 4.12 and 4.13 show the responses of the substitute system at the other two stations $O 06$ and $O 12$, respectively. The number of modes used in the analysis ranged from 44 to 60 corresponding to a tolerance of 0.0001 . These figures show that the results of the substimute system closely resemble those of the corresponding analytical solutions at the selected stations.


Figure 4.9 Velocities from Analytic Model and Substituta System at Station $\mathrm{C} 00\left(0.05<5_{i}<1\right)$


Figure 4.10 Velocities from Analytic Model and Substinute System at Station $\operatorname{COO}\left(0.1<\xi_{j}<1\right)$


Figure 4.11 Velocities from Analytic Model and Substitute System at Station $\operatorname{COO}\left(0.2<\xi_{i}<1\right)$


Figure 4.12 Velocities from Analytic Model and Substiate System at Station $006\left(0.1<\xi_{i}<1\right)$


Figure 4.13 Velocities from Analytic Model and Substitute System at Station $012\left(0.1<\hat{\xi}_{1}<1\right)$

### 4.2.3 Stochastic Characteristics of Ground Motions

Absolute ground motions - The power spectral density of ground motion at a given station and the cross spectral density of ground motions between two stations or directions may be evaluated as foilows.

Let $d^{P}(t)$ and $d^{Q}(t)$ denote the displacement time histories at any two stations $P$ and $Q$ or in any two directions $P$ and $Q$ for a given station. The base motion to the substioute system is the dislocation at the earthquake source, for which the power spectral density of the base velocity is given by Eq. (4.5). $d^{P}(t)$ is expressed with the Duhamel integra! as

$$
\begin{align*}
d^{P}(t) & =\sum_{m=1}^{M} \phi_{m}^{p} \int_{0}^{t} h_{m}^{P}\left(\tau_{1}\right)\left[2 \xi_{m}^{P} \omega_{m}^{p} \dot{B}\left(t-\tau_{1}\right)+\left(\omega_{m}^{P}\right)^{2} B\left(t-\tau_{1}\right)\right] d \tau_{1} \\
& =\sum_{m=1}^{M} \phi_{m}^{P} \int_{-\infty}^{\infty} h_{m}^{P}\left(\tau_{1}\right)\left[2 \xi_{m}^{P} \omega_{m}^{P} \dot{B}\left(t-\tau_{1}\right)+\left(\omega_{m}^{P}\right)^{2} B\left(t-\tau_{1}\right)\right] d \tau_{1} \tag{4.12}
\end{align*}
$$

where:
$\phi_{m}^{P}, \omega_{m}^{P}, \xi_{m}^{P}=$ the parameters for the $m$ th mode at station $P$,
$h_{m}^{P} \quad=$ the impulse response function for the $m$ th mode at station $P$,
$\dot{B}, B \quad=$ the base velocity and displacement of the substitute system, respectively,
$M \quad=$ the number of modes at station $P$.

Eq. (4.12) implies that $h_{m}^{P}\left(\tau_{1}\right)=\dot{B}\left(\tau_{1}\right)=B\left(\tau_{1}\right)=0$, for $\tau_{1}<0$. Similarly, for station $Q$,

$$
\begin{equation*}
d^{Q}(t+\tau)=\sum_{n=1}^{N} \phi_{n}^{Q} \int_{-\infty}^{\infty} h_{n}^{Q}\left(\tau_{2}\right)\left[2 \xi_{n}^{Q} \omega_{n}^{Q} \dot{B}\left(t+\tau-\tau_{2}\right)+\left(\omega_{n}^{Q}\right)^{2} B\left(t+\tau-\tau_{2}\right)\right] d \tau_{2} \tag{4.13}
\end{equation*}
$$

in which $N$ is the number of modes at station $Q$.

The cross-correlation function between stations $P$ and $Q$ is defined as

$$
\begin{equation*}
R_{d^{P} d^{Q}}(\tau)=E\left[d^{P}(t) d^{Q}(t+\tau)\right] \tag{4.14}
\end{equation*}
$$

and the associated cross spectral density is given by

$$
\begin{equation*}
S_{d} P_{d} Q(\omega)=\int_{-\infty}^{\infty} R_{d} P_{d} Q(\tau) e^{-i \omega t} d \tau \tag{4.15}
\end{equation*}
$$

Eqs. (4.12) through (4.15) are combined together to give the cross spectral density between stations $P$ and $Q$ in terms of the stochastic excitation at the base and the modal parameters of the two substitute systems, i.e.,

$$
\begin{align*}
& S_{d} P_{d} Q \\
& Q \sum_{m=1}^{M} \sum_{n=1}^{N} \frac{\phi_{m}^{P} \phi_{n}^{Q}}{\omega^{2}}\left[4 \xi_{m}^{P} \xi_{n}^{Q} \omega_{m}^{P} \omega_{n}^{Q} \omega^{2}+2 i \omega_{m}^{P} \omega_{n}^{Q}\left(\xi_{n}^{Q} \omega_{m}^{P}-\xi_{m}^{P} \omega_{n}^{Q}\right) \omega\right.  \tag{4.16}\\
&\left.+\left(\omega_{m}^{P} \omega_{n}^{Q}\right)^{2}\right] H_{m}^{P^{0}}(\omega) H_{n}^{Q}(\omega) S_{\dot{B} \dot{B}}(\omega)
\end{align*}
$$

where " denotes the complex conjugate, $H_{m}^{P}$ and $H_{n}^{Q}$ are the frequency transfer functions of the mth mode at station $P$ and of the $n$th mode at station $Q$, respectively.

For a stationary process the cross spectral densities for velocity and acceleration are

$$
\begin{equation*}
S_{v} P_{v} Q(\omega)=\omega^{2} S_{d} P_{d} Q(\omega), \tag{4.17}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{a} P_{a} Q(\omega)=\omega^{4} S_{a} P_{d} Q(\omega), \tag{4.18}
\end{equation*}
$$

respectively, where $v^{P}$ and $a^{P}$ denote the ground velocity and acceleration at station $P$, respectively.

Based on Eqs. (4.16) and (4.18), the power spectral densities of the accelerations along and normal to the epicentral direction for the seven stations from 006 to $O 12$ were calculated. The theoretical results along with the corresponding empirical results are shown in Figs. 4.14 through 4.20.

In general, the results of the model overestimate the spectral amplitudes at the lower frequencies, but underestimate the amplitudes at the higher frequencies. The same phenomena were observed in Zerva, et al. (1985). These may be attributed to the inhomogeneity of the fault and the medium. The former is obvious when the overall comparison across the seven stations, especially along the epicentral direction, is viewed, whereas the latter can be realized by investigating the empirical results at different stations.

As mentioned earlier, the high-frequency content of the seismic ground motion is related to the details of faulting, and these details arise from the nonuniform distribution of various physical properties on the fault plane. Even though the spatio-temporal incoherency of the slip on the fault was simulated in the stochastic approach, it is not sufficient to fully represent the inhomogeneous faulting process because the other parameters and assumptions, including the final


Figure 4.14 Power Spectral Densities of Acceleration at Station 006


Figure 4.15 Power Spectral Densities of Acceleration at Station M06


Figure 4.16 Power Spectral Densities of Acceleration at Station 106


Figure 4.17 Power Spectral Densities of Acceleration at Station C00


Figure 4.18 Power Spectral Densities of Acceleration at Station 112


Figure 4.19 Power Spectral Densities of Acceleration at Station M12


Figure 4.20 Power Spectral Densities of Acceleration at Station 012
siip, rupture direction, staring and stopping of rupture, etc., remain constant or are greaty simplified for mathemarical tractability.

There might be not much need to develop more complicated restel in simulating the rupture process for the analysis of pipeline response, pard: :-ause it require so many parameters that they can nor be estumeted re. -cally; furthermore and more imporandy, because the high-irequency region :-.. litue influence on the differential responses of pipelines. These are shown in the following section and in Section 5.

Several layers acmally exist Eraeath the SMART-1 array (Wen and Yeh, 1984), e.g., soil, alluvium, pleisio: he fomation. The thickness of each layer ranges from a few merers to severa! hundred meters, whereas the P-wave velocity varies from $0.43 \mathrm{~km} / \mathrm{sec}$ to more than $2 \mathrm{~km} / \mathrm{sec}$. The influence of these dipping layers can be seen by investigating the amplioudes of the empirical spectral at any two close stations. The peak values and the dominant frequencies of the empirical specta vary and disperse so randomly, as shown in Figs. 4.14 through 4.20, that no general rule regarding the trend for increasing epicentral disances can be formulated. Dravinski (1984) indicated that the existence of layers resuits in the amplifications at some band of frequenc: or the reductions at other frecuencies to the amplitudes of the waves propagating through the layers. The degree of amplifications or reducrions as well as the affecred frequencies depend on the type of wave, the number of layers, and the properties of each layer. The lower bound for the dampings in each mode of the subsciure system is 0.1 , which is too small to represent the effect of radiation damping in the soil, so the scattered nanure of the soil may be the another reason for the overestimation of the spectra at the lower frequencies. Since the soil amplification afiecrs the lower frequenc:es and
has varying effects for different stations, it should be more important than the effect of the highly irregular rupture process for the analysis of pipelines.

Differential ground motions - Two factors make the design and analysis of plpeunes aifterent from those of buldings. One is the spatial and temporal incoherent ground motions applied as the excitation to a long pipeline. Secondly, the major concern for designing a pipeline is the relative response between adjacent points. Therefore, the differential ground motion is more important than the absolute ground motion in the design and analysis of lifeline structures. Let $\Delta d(t)=d^{P}(t)-d^{Q}(t)$ be the differential ground motion between stations $P$ and $Q$ in a given direction. Its power spectral density is

$$
\begin{equation*}
S_{\Delta d \Delta d}(\omega)=S_{d} P_{d} P(\omega)+S_{d} Q_{d} Q(\omega)-2 \operatorname{Re}\left[S_{d} P_{d} Q(\omega)\right] \tag{4.19}
\end{equation*}
$$

In Eq. (4.19), the power and cross spectral densities of the absolute ground motions can be obtained directly from Eq. (4.16).

The power spectral densities for differential velocities and accelerations may then be evaluated as follows.

$$
\begin{equation*}
S_{\Delta v \Delta v}(\omega)=\omega^{2} S_{\Delta d \Delta d}(\omega) \tag{4.20}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\Delta a \Delta a}(\omega)=\omega^{4} S_{\Delta d \Delta d}(\omega) \tag{4.21}
\end{equation*}
$$

respectively, where $\Delta y$ and $\Delta a$ denote the differential ground velocity and acceleration between stations $P$ and $Q$, respectively.

Figs. 4.21, 4.22 and 4.23 show the power spectral densities of the differential accelerations, velocities and displacements normal to the epicentral direction, respectively, for all the ten separation distances among the seven stations.

For the spectra of differential accelerations, the theoretical results underestimate the spectra at the lower and higher frequencies, but are almost identical at the middle range, except for distances of 0.2 km and 0.4 km . In general, the relative amplitudes of the theoretical spectra increase with the separation distance, whereas it is not the case for the empirical spectra, especially for distances of 0.4 km and 2 km . For an actual earthquake, the inhomogeneity and anisotropy of the soil medium result in a higher loss of coherence than for an idealized model, in which an elastic, homogeneous and isotropic half-space is assumed. The differences between the theoretical and empirical results may be atributed to : 3 factor.

In the analysis of pipelines, the differential displacement response is of major concem, and it depends on the differential ground velocity and displacement. Figs. 4.22 and 4.23 show the spectra of differential ground velocities and displacements, respectively. The theoretical results show better agreement than those for differential ground accelerations. In Figs. 4.22 and 4.23 , most contributions to the spectra come from the region of low frequency; that is one of the reasons why the high-frequency content is not very important for the analysis of pipelines.


Figure 4.21 Power Spectral Densities of Differential Ground Acceleration


Figure 4.21 (continued)


Figure 4.22 Power Spectral Densities of Differential Ground Velocity


Figure 4.22 (continued)


Figure 4.23 Power Spectral Densities of Differential Ground Displacemene







Figure 4.23 (continued)
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Figure 4.23 (continued)

## SECTION 5

## APPLICATION TO PIPELINES

### 5.1. Introduction

A characteristic that distinguishes a pipeline from other structures is that it extends (essentially parallel to the ground surface) over a distance which is long compared to its other dimensions. For this reason, it is inappropriate to assume that the seismic excitations at all points of ground contact are identical. When the ground motions are incoherent, the relative displacements of the points along the pipeline produce stresses, whereas coherent excitations at continuous points may result in primarily rigid body motions, with no significant strains. Therefore, the main response of engineering interest is the relative displacement of adjacent points on the pipeline, especially the differential displacements across the joints.

Nelson and Weidlinger (1977) introduced the concept of "Interference Response Spectra" in an attempt to take the incoherent seismic ground motions into account. They assumed that the interference between any two ground stations depends only on a prase shift across the separation distance, i.e., the seismic wave travels with a certain constant velocity and the wave form remains unchanged. This is the simplest way to consider the traveling wave effect if only the earthquake recording at a single station is available. Although the assumption of input to pipelines is not consistent with the actual propagation of seismic waves, the discrete model of Nelson and Weidlinger (1977) representing two pipe segments connected by a joint will be used in the present study because it contains the major
elements of a pipeline and the surrounding soil, and is a basic model for analyoing the pipeline nework. The incoherent ground motions developed in Section 4, however, will be applied as the ground excitations to this discrete model.

### 5.2 Differential Axial Motion across Joint

Fig. 5.1 shows the discrete model of pipe sections connected by a joint (Nelson and Weidlinger, 1977). The two pipe segments are assumed to behave as rigid bodies, and interconnected by a spring of stiffness $k$, and a dashpot of damping $c_{p}$. Soil-structure interaction is represented by springs and dashpots of stiffness $k_{g}$ and damping $c_{g}$, respectively. The constants $m$ and $l$ are the lumped mass and the separation of the two centroids of the segments, respectively. The axia! displacements of the pipes are denoted by $x_{1}(t)$ and $x_{2}(t)$, whereas $x_{G}(t)$ and $x_{G_{2}}(t)$ are the ground excitations at the two supports. Since the axial response is of primary interest, no rotation is considered here.

### 5.2.1 Deterministic Analysis

The equations of motion for the discrete system in Fig. 5.1 are

$$
\begin{align*}
& m \ddot{x}_{1}+c_{p}\left(\dot{x}_{1}-\dot{x}_{2}\right)+k_{p}\left(x_{1}-x_{2}\right)+c_{g}\left(\dot{x}_{1}-\dot{x}_{G_{1}}\right)+k_{g}\left(x_{1}-x_{G_{1}}\right)=0,  \tag{5.1}\\
& m \ddot{x}_{2}-c_{p}\left(\dot{x}_{1}-\dot{x}_{2}\right)-k_{p}\left(x_{1}-x_{2}\right)+c_{g}\left(\dot{x}_{2}-\dot{x}_{G_{2}}\right)+k_{g}\left(x_{2}-x_{G_{2}}\right)=0 . \tag{5.2}
\end{align*}
$$

Addition of the two equations, Eqs. (5.1) and (5.2), gives the equation of motion for the rigid body mode, whereas the difference of the two equations would yield the equation for differential motion, i.e.,


Figure 5.1 Discrete Model for Differential Axial Motion across Joint


Figure 5.2 Discrete Model for Differential Transverse Motion across Joint

$$
\begin{equation*}
\Delta \ddot{x}+2 \xi_{0} \omega_{0} \Delta \dot{r}+\omega_{0}^{2} \Delta x=\frac{1}{1+2 \lambda} F_{0}(t), \tag{5.3}
\end{equation*}
$$

where:

$$
\begin{aligned}
\Delta x & =x_{1}(t)-x_{2}(t), \\
2 \xi_{0} \omega_{0} & =\left(c_{g}+2 c_{p}\right) / m, \\
\omega_{0}^{2} & =\left(x_{g}+2 x_{p}\right) / m, \\
\lambda & =k_{p} / k_{b}=c_{p} / c_{b}, \\
F_{0}(t) & =2 \xi_{0} \omega_{0} \Delta x_{G}(t)+\omega_{0}^{2} \Delta x_{G}(t), \\
\Delta x_{G} & =x_{G_{1}}(t)-x_{G_{2}}(t) .
\end{aligned}
$$

In Eq. (5.3), $\Delta x$ may be evaluated by the Duhamel integral, i.e.,

$$
\begin{equation*}
\Delta x(t)=\int_{0}^{t} h_{0}(t-\tau) \frac{1}{1+2 \lambda} F_{0}(\tau) d \tau \tag{5.4}
\end{equation*}
$$

where the impulse response function is

$$
\begin{equation*}
h_{0}(t)=\frac{1}{\omega_{0} \sqrt{1-\xi_{0}^{2}}} e^{-\xi_{0} \omega_{0} t} \sin \omega_{0} \sqrt{1-\xi_{0}^{2}} t . \tag{5.5}
\end{equation*}
$$

### 5.2.2 Stochastic Analysis

Using Eq. (5.3), the power spectral density of the differential axial displacement $\Delta x$ is

$$
\begin{equation*}
S_{\Delta x \Delta x}(\omega)=\frac{1}{(1+2 \lambda)^{2}}\left|H_{0}(\omega)\right|^{2} S_{F_{0} F_{0}}(\omega), \tag{5.6}
\end{equation*}
$$

where:

$$
\begin{aligned}
& \left|H_{0}(\omega)\right|^{2}=\frac{1}{\left(\omega_{0}^{2}-\omega^{2}\right)^{2}+4 \xi_{0}^{2} \omega_{0}^{2} \omega^{2}},
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{\omega^{4}}\left(4 \xi_{0}^{2} \omega_{0}^{2} \omega^{2}+\omega_{0}^{4}\right) S_{\triangle \ddot{i} \sigma \Delta \ddot{G}}(\omega) .
\end{aligned}
$$

Therefore, Eq. (5.6) becomes

$$
\begin{equation*}
S_{\Delta x \Delta x}(\omega)=\frac{1}{(1+2 i)^{2} \omega^{4}}\left(4 \xi_{0}^{2} \omega_{0}^{2} \omega^{2}+\omega_{0}^{4}\right)\left|F_{0}(\omega)\right|^{2} S_{\Delta \dot{x} \sigma \Delta \dot{G} G}(\omega), \tag{5.7}
\end{equation*}
$$

in which $S_{\Delta \ddot{i} \Delta \Delta \ddot{i}}(\omega)$ is the power spectral density of the differential ground acceleration obtained in Section 4.

### 5.3 Differential Transverse Motion across Joint

Zerva, et al. (1985) added the rotational motions to Nelson and Weidlingers' discrete model when the pipes are subjected to lateral excitations. There are two rotational motions, one for each pipe segment, in Zerva, et al. (1985). Since the equations of motion governing the two rotations are equal, the rotations of the two pipe segments must be identical, as shown in Fig. 5.2.

### 5.3.1 Deterministic Analysis

In this case, the equations of motion for the discrete system in Fig. 5.2 are

$$
\begin{align*}
& m \ddot{y}_{1}+c_{p}\left(\dot{y}_{1}-\dot{y}_{2}+l \dot{\theta}\right)+k_{p}\left(y_{1}-y_{2}+l \theta\right)+c_{3}\left(\dot{y}_{1}-\dot{y}_{G_{1}}\right)+k_{b}\left(y_{1}-y_{c_{1}}\right)=0,  \tag{5.8}\\
& m \ddot{y}_{2}-c_{p}\left(\dot{y}_{1}-\dot{y}_{2}+l \dot{\theta}\right)-x_{p}\left(y_{1}-y_{2}+l \theta\right)+c_{3}\left(\dot{y}_{2}-\dot{y}_{c_{2}}\right)+k_{g}\left(y_{2}-y_{c_{2}}\right)=0, \tag{5.9}
\end{align*}
$$

$$
\begin{equation*}
\frac{1}{12} m l^{2} \ddot{\theta}+c_{p} \frac{l}{2}\left(\dot{y}_{1}-\dot{y}_{2}+l \dot{\theta}\right)+k_{p} \frac{l}{2}\left(y_{1}-y_{2}+l \theta\right)=0 \tag{5.10}
\end{equation*}
$$

where:
$y_{1}, y_{2}=$ the transverse displacements of the pipe segments,
$\theta \quad=$ the rotation of the pipe segments,
$m \quad=$ the mass of the pipe segments,
$l \quad=$ the distance between the centers of the two pipe segments,
$k_{\rho}, c_{p}=$ the stiffness and damping between the pipe segments, respectively,
$k_{g}, c_{g}=$ the stiffness and damping of the soil, respectively,
$y_{G_{1}}, y_{G_{2}}=$ the transverse ground displacements at the two supports.

The differential transverse displacement $\begin{gathered}\text {-iteen the two pipe segments is }\end{gathered}$

$$
\begin{equation*}
\Delta y(t)=y_{1}(t)-y_{2}(t)+l \theta(t) . \tag{5.11}
\end{equation*}
$$

Hence, Eqs. (5.8) through (5.10) can be represented in marix form by

$$
\begin{equation*}
[M]\{\dot{Y}\}+[C]\{\dot{Y}\}+[K]\{Y\}=\{F(t)\} \tag{5.12}
\end{equation*}
$$

where:

$$
[M]=\left[\begin{array}{ccc}
m & 0 & 0 \\
0 & m & 0 \\
-m / 6 & m / 6 & m / 6
\end{array}\right]
$$

$$
\begin{aligned}
& {[c]=\left[\begin{array}{ccc}
c_{s} & 0 & c_{p} \\
0 & c_{s} & -c_{p} \\
0 & 0 & c_{p}
\end{array}\right] \text {, }} \\
& {[x]=\left[\begin{array}{ccc}
k_{s} & 0 & k_{p} \\
0 & k_{s} & -k_{p} \\
0 & 0 & k_{p}
\end{array}\right] \text {, }} \\
& \{y\}=\left\{\begin{array}{l}
y_{1}(t) \\
y_{2}(t) \\
\Delta y(t)
\end{array}\right\} \text {. } \\
& \{F(t)\}=\left\{\begin{array}{c}
c_{c} \dot{v} \sigma_{( }(t)+k_{y} v_{\sigma_{2}}(t) \\
c_{y} \dot{y} c_{2}(t)+k_{y} y_{c}(t) \\
0
\end{array}\right\} .
\end{aligned}
$$

The natural frequencies of the system are

$$
\begin{equation*}
\omega_{1,2}^{2}=\frac{\left(8 k_{p}+k_{g}\right) \mp \sqrt{64 k_{p}^{2}-8 k_{p} k_{g}+k_{g}^{2}}}{2 m}, \tag{5.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{3}^{2}=\frac{k_{g}}{m} . \tag{5.14}
\end{equation*}
$$

The corresponding modal shapes are
,
and

$$
\left\{\Phi_{3}\right\}=\left\{\begin{array}{l}
1  \tag{5.16}\\
1 \\
0
\end{array}\right\}
$$

in which

$$
\begin{equation*}
\phi_{1,2}=\frac{\omega_{1.2}^{2} m-k_{g}}{k_{p}}=\frac{\left(8 k_{p}-k_{g}\right) \mp \sqrt{64 k_{p}^{2}-8 k_{p} k_{g}+k_{g}^{2}}}{2 k_{p}} \tag{5.17}
\end{equation*}
$$

Observe that the third mode is the rigid body motion. For simplicity, it is assumed again that

$$
\frac{k_{p}}{k_{g}}=\frac{c_{p}}{c_{g}}=\lambda
$$

Then, the nanural frequencies of the first two modes are

$$
\begin{equation*}
\omega_{1,2}^{2}=\left[(8 \lambda+1) \mp \sqrt{64 \lambda^{2}-8 \lambda+1}\right] \frac{\omega_{3}^{2}}{2} \tag{5.18}
\end{equation*}
$$

and the associated mode shapes become

$$
\begin{equation*}
\phi_{1,2}=\frac{1}{2 \lambda}\left[(8 \lambda-1) \mp \sqrt{64 \lambda^{2}-8 \lambda+1}\right] . \tag{5.19}
\end{equation*}
$$

If modal superposition is applicable, i.e., stiffness proportional damping is assumed, then Eq. (5.12) yields the uncoupled equations,

$$
\begin{equation*}
\ddot{z}_{n}+2 \xi_{n} \omega_{n} \dot{z}_{n}+\omega_{n}^{2} z_{n}=\frac{F_{n}(t)}{M_{n}}, \quad n=1,2,3 \tag{5.20}
\end{equation*}
$$

where:

$$
\begin{aligned}
& \left\{\begin{array}{c}
y_{1}(t) \\
y_{2}(t) \\
\Delta y(t)
\end{array}\right\}=\left[\begin{array}{ccc}
1 & 1 & 1 \\
-1 & -1 & 1 \\
\phi_{1} & \phi_{2} & 0
\end{array}\right]\left\{\begin{array}{l}
z_{1}(t) \\
z_{2}(t) \\
z_{3}(t)
\end{array}\right\}, \\
& \xi_{n} \quad=\text { the modal damping, } \\
& M_{1.2}=m\left(2-\frac{1}{3} \phi_{1,2}+\frac{1}{6} \phi_{1,2}^{2}\right), \\
& M_{3} \quad=2 m, \\
& F_{1.2}=c_{3}\left(\dot{y}_{G_{1}}-\dot{y}_{G_{2}}\right)+k_{8}\left(y_{G_{1}}-y_{G_{2}}\right), \\
& F_{3} \quad=c_{8}\left(\dot{y}_{G_{1}}+\dot{y}_{G_{2}}\right)+k_{g}\left(y_{G_{1}}+y_{G_{2}}\right), \\
& c_{g} \quad=2 \xi_{3} \omega_{3} m, \\
& k_{g} \quad=\omega_{3}^{2} m .
\end{aligned}
$$

The generalized displacement for each mode, $z_{n}(t)$, may be evaluated through the Duhamel integral, i.e.,

$$
\begin{equation*}
z_{n}(t)=\frac{1}{M_{n}} \int_{0}^{t} h_{n}(t-\tau) F_{n}(\tau) d \tau, \quad n=1,2,3 \tag{5.21}
\end{equation*}
$$

in which

$$
\begin{equation*}
h_{n}(t)=\frac{1}{\omega_{n} \sqrt{1-\xi_{n}^{2}}} e^{-\xi_{n} \omega_{n} t} \sin \omega_{n} \sqrt{1-\xi_{n}^{2}} t, \quad \pi=1,2,3 \tag{5.22}
\end{equation*}
$$

Moreover, the differential transverse displacement between the two pipe segments is expressed in terms of the generalized displacements as

$$
\begin{equation*}
\Delta y(t)=\phi_{1} z_{1}(t)+\phi_{2} z_{2}(t) \tag{5.23}
\end{equation*}
$$

### 5.3.2 Stochastic Analysis

Using Eq. (5.23), the power spectral density of the differential transverse displacement $\Delta y$ can be obtained as

$$
\begin{equation*}
S_{\Delta y \Delta y}(\omega)=\phi_{1}^{2} S_{z_{1} z_{1}}(\omega)+\phi_{1} \phi_{2}\left[S_{z_{1} z_{2}}(\omega)+S_{z_{2} z_{1}}(\omega)\right]+\phi_{2}^{2} S_{z_{2} z_{2}}(\omega) \tag{5.24}
\end{equation*}
$$

In Eq. (5.24), the power and cross spectral densities of the generalized displacements are obtained from Eq. (5.21), i.e.,

$$
\begin{equation*}
S_{z_{m} z_{n}}(\omega)=\frac{1}{M_{m} M_{n}} H_{m}(\omega) H_{n}(\omega) . S_{F_{m} F_{n}}(\omega), \quad m, n=1,2 \tag{5.25}
\end{equation*}
$$

in which * denotes the complex conjugate, and $H$ is the frequency transfer function given by

$$
\begin{equation*}
H_{n}(\omega)=\frac{1}{\omega_{n}^{2}-\omega^{2}+2 i \xi_{n} \omega_{n} \omega}, \quad n=1,2 \tag{5.26}
\end{equation*}
$$

The corresponding cross spectral density of the generalized force is

$$
\begin{align*}
S_{F_{m} F_{n}}(\omega) & =c_{z}^{2} S_{\Delta \dot{y}_{G} \Delta y_{G}}(\omega)+c_{\delta} k_{g}\left[S_{\Delta \dot{y}_{G} \Delta y_{G}}(\omega)+S_{\Delta y_{G} \Delta \dot{y}_{G}}(\omega)\right]+k_{马}^{2} S_{\Delta y_{G} \Delta y_{G}}(\omega) \\
& =\left(\frac{c_{g}^{2}}{\omega^{2}}+\frac{k_{g}^{2}}{\omega^{4}}\right) S_{\Delta \dot{y} G \Delta \dot{y}_{G}}(\omega), \quad m, n=1,2 \tag{5.27}
\end{align*}
$$

Finally, substituting Eqs. (5.25) and (5.27) into Eq. (5.24), the power spectral density of the differential transverse displacement for the pipes excited by the incoherent ground motions is

$$
\begin{align*}
S_{\Delta y \Delta y}(\omega)= & {\left[\frac{\phi_{1}^{2}}{M_{1}^{2}}\left|H_{1}(\omega)\right|^{2}+2 \frac{\phi_{1} \phi_{2}}{M_{1} M_{2}} \operatorname{Re}\left\{H_{1}(\omega) H_{2}(\omega)\right\}+\frac{\phi_{2}^{2}}{M_{2}^{2}}\left|H_{2}(\omega)\right|^{2}\right] } \\
& \cdot\left(\frac{C_{g}^{2}}{\omega^{2}}+\frac{k_{g}^{2}}{\omega^{4}}\right) S_{\Delta \ddot{y} G \Delta \ddot{g}}(\omega) . \tag{5.28}
\end{align*}
$$

### 5.4 Comparison of Results

In order to compare the results derived from the present model with the field recordings from the SMART-1 amay, the orientation and location of the pipeline studied in this section will be assumed to coincide with the epicentral direction of Event 5 (i.e., N26.2 ${ }^{\circ}$ ) and close to station C00, respectively. Therefore, the ground excitations applied to the pipeline in the axial direction are the seismic ground motions along the epicentral direction, whereas the input in the transverse direction are the ground motions normal to the epicentral direction.

Loh, et al. (1983) used the interference response spectra to esturnate the differential axial motion between two pipe segments for the earthquake of Event 5. Zerva, et al. (1985) then compared the results of a 2-D model with those from the interference response spectra. Since the method of interference response spectra oversimplified the propagation of waves between the two supports of the pipeline and the field data from a dense array are now available, the comparison in the study will be performed primarily berween the results of the current 3-D model and the responses excited by the recordings of the SMART-1 array. The corresponding interference response spectra are also shown.

First of all, two parameters in the discrete model of a pipeline should be evaluated to represent an actual pipeline. $\lambda$ stands for the ratio of $c_{p}$, the damping of the connection between the pipe segments, to $c_{8}$, the damping of the soil. The former is much less than the latter, so a value of $1 / 5$ will be assumed for $\lambda$. Furthermore, since the damping of pipelines may be higher than that in buildings, two values of damping ratio, namely $5 \%$ and $10 \%$ of critical, will be adopted here, i.e.,

$$
\xi_{0}=\xi_{1}=\xi_{2}=\xi_{3}=5 \% \text { or } 10 \%,
$$

where $\xi_{0}$ is the damping ratio in Eq. (5.3) for the analysis of the differential axial displacement in pipelines, and $\xi_{n}, n=1,2,3$, are the model damping in Eq. (5.20) for the analysis of the differential transverse motion. These two selected values ( $5 \%$ and $10 \%$ ) could conceivably be the lower and upper bound damping values for a practical pipeline.

The differential displacements of the pipes subjected to the earthquake of

Event 5 were obtained through the deteministic analyses in the previous sections by using the array recordings as input. For the interference method, the recordings at the station with the shortest epicentral distance were used; the ground motion at the other station was determined by assuming the above excitation traveling with a constant velocity which was obtained by the separation distance and the difference in the arrival times of the two stations. On the other hand, the power specral densities of differential displacements are evaluated through the stochastic analyses using the power spectral densities of the differential ground motions obtained for the substitute system. Because of its imporance in the analysis and design of pipelines, the maximum differential displacement across a joint is emphasized. For the stochastic analysis, the mean maximum differential displacement and the associated standard deviation over the duration of an earthquake are evaluated using an asymptotic expression (Davenport, 1964), as follows:

$$
\begin{align*}
\mu_{\Delta u_{m}} & =\left[\sqrt{2 \ln (\nu T)}+\frac{0.5772}{\sqrt{2 \ln (\nu I)}}\right] \sigma_{\Delta u}  \tag{5.29}\\
\sigma_{\Delta u_{m}} & =\frac{\pi}{\sqrt{6}} \frac{1}{\sqrt{2 \ln (v D)}} \sigma_{\Delta u}, \tag{5.30}
\end{align*}
$$

where:

$$
\Delta u_{m}=\max _{0 \leq i \leq T}|\Delta u(t)|,
$$

$\Delta u=$ the differential displacement, i.e., $\Delta x$ for axial motion, $\Delta y$ for transverse motion,
$T=$ the duration of the record,
$v=\frac{1}{\pi} \frac{\sigma_{\Delta i}}{\sigma_{\Delta u}}$,

$$
\begin{aligned}
& \sigma_{\Delta u}^{2}=\int_{-\infty}^{\infty} S_{\Delta u \Delta u}(\omega) d \omega \\
& \sigma_{\Delta \dot{u}}^{2}=\int_{-\infty}^{\infty} \omega^{2} S_{\Delta u \Delta u}(\omega) d \omega .
\end{aligned}
$$

The results shown in Figs. 5.3 through 5.6 include the maximum differential displacements from the ceterministic analysis, the mean maximum differential displacements and the mean plus one standard deviation obtained by the stochastic analysis. Each figure, which was called the "interference response specturn" in Nelson and Weidlinger (1977) or "differential response specturn" in Zerva, at al. (1985), shows the maximun differential response ploted as a function of the natural frequency of a system. The natural frequency in Figs. 5.3 an.. 5.4 for the axial discrete model of pipelines is that in the equation of the differential axial motion, i.e., $\omega_{0}$ in Eq. (5.3), whereas the namaral frequency in Figs. 5.5 and 5.6 for the transverse motion stands for the natural frequency of the rigid body mode, i.e., $\omega_{3}$ in Eq. (5.20). Seven separation distances, namely $l=20 \mathrm{~m}, 50 \mathrm{~m}, 200 \mathrm{~m}$, $0.4 \mathrm{~km}, 0.8 \mathrm{~km}, 1 \mathrm{~km}$, and 1.2 km , as well as two representative dampings, i.e., $5 \%$ and $10 \%$, are considered in these figures. Observe that there are no field recordings separation distances of $l=20 \mathrm{~m}$ and 50 m .

In general, the mean maximum differential displacements of pipelines predicted with the proposed model are on the safe side for all frequencies. The existence of local layers in the SMARI-1 array site produced the seismic ground motions so incoherently, even for shor distances, that the spatial variation of ground motions can not be simulated well by a homogeneous theoretical model
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Figure 5.3 Differential Axial Displacement Response Sọectra ( $\xi_{0}=5 \%$ )


Figure 5.3 (continued)


Figure 5.4 Differential Axial Displacement Response Spectra ( $\xi_{0}=10 \%$ )
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Figure 5.5 Differential Transverse Displacement Response Spectra ( $\xi_{1,2}=5 \%$ )


Figure 5.5 (continued)
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Figure 5.6 Differential Transverse Displacement Response Spectra ( $\xi_{1,2,3}=10 \%$ )


Figure 5.6 (continued)
(i.e., without layers). However, as shown in Figs. 5.3 through 5.6, the relative displacement response spectra obtained with the proposed model give results that are even on the safe side over the entire range of frequencies. Observe also that, on the other hand, the method of interference response spectrun consistently underestimates the maximum differential displacement of the pipelines particularly for natural frequencies less than 2 Hz .

## SECTION 6

## SUMMARY AND CONCLUSIONS

### 6.1 Summary

A shearing fault rupture of the Haskell type was presented for modeling the earthquake source mechanism. In such a model, the rupture motion is described as a line dislocation sweeping over the entire fault plane at a constant rupture velocity, and the slip may be a strike-slip or dip-slip motion. A two-step method of solution is used to determine the ground responses in a three-dimensional homogeneous half-space. The ground motion in the Laplace transform domain was obtained by solving the transformed wave equations subject to the boundary conditions specified in the above fault plane. The generalized ray theorem was used for this purpose and might be extended systematically to solve the wave propagation problem in a layered medium. The analytic solution in the time domain was formulated through the Cagniard-de Hoop technique in which the inverse Laplace transform was taken by direct investigation. The correctness of the formulation was validated by comparing the results with those obtained by the method of Green's function.

In order to take the incoherent slip into account, the rupture motion was treated as a randorn process by introducing a spatio-temporal autocorrelation function of dislocation velocity, from which the power spectral density of the averaged dislocation velocity over the fault length was estimated. A multi-degree-of-freedom substitute system is introduced to represent the path effect, separately
from the source effect. The parameters of the substitute system were determined though system identification using the results of the 3-D analytical solutions. With the power spectral density available at the source and the transfer function obtained from the substitute system, the power spectral density of differential ground motions can be obtained.

An acual eartiquake, Event 5 recorded at the SMART-1 array, was selected for validating the results of the model. The parameters in the model, such as the fault orientation, the fault dimension, the final dislocation, and the characteristics of the mediurn, etc., were carefully investigated. Some of the parameters were evaluated based on the earthquake magnitude. Emphasis was directed to the stochastic properties of the differential ground motions, which are signifisant for the response analysis and design of lifeline systems.

The theoretical results are applicable to analyze lifeline systems. Two discrete models of pipelines were examined. The maximum differential displacements across the joint connecting two pipe segments subjected to either axial or lateral ground excitations were presented in terms of the differential response spectra.

### 6.2 Conclusions

In this study, a hybrid deterministic and stochastic model, which depends on the parameters at the earthquake source and the characteristics of the soil, was developed to investigate the spatial variation of ground motions necessary for the analysis of pipelines. Based on the results of the study, including the validation with the SMART-1 data, the following conclusions may be drawn:

1. In the deteministic approach, the method of solution for calculating the ground responses is effective and efficient when compared with other methods, such as the Green's function solution. For layered media, the generalized ray theory offers a systematical procedure to obtain the ground responses in the transform domain. In addition to the source functions and receiver functions for a homogeneous medium, only the reflection or refraction coefficients are needed. The Cagniardde Hoop method has been shown to be an efficient way to take the inverse transform for obtaining solutions in the time domain for each ray.
2. The high-frequency content of the seismic waves is not important for the analysis of pipelines, because the differential ground velocity and displacement are the base excitations to a pipeline in which the differential displacement response is of major concen. The frequency transfer function of a pipeline system will tend to filter out the high-frequency excitations.
3. The effect of soil amplification is different at various stations so that the differential ground motions at some pair of stations with a short separation distance are more incoherent than those with distant separation. Any discrepancy between the analyric and empirical results for a single earthquake can be attributed to the assumptions made in the study, such as the fixed rupture direction, the continuous offsetting, the homogeneity and isotropy of the medium.
4. The proposed differential response spectrum predicts the mean maximum differential displacement between the pipe segments as a function of the
system frequency, and is generally on the safe side as compared with empirical results.
5. The interference response spectum consistently underestimates the maximurn differential displacement between the pipe segments, particularly when the natural frequency of the pipe system is less than 2 Hz .

### 6.3 Suggestions for Further Study

On the basis of this study, suggestions for further work would include the following:

1. The multi-degree-of-freedom system may be a good theoretical mose! for structures, but it is probably not suitable for soils. A modified subsitite system, e.g., including the epicentral distance or containing two subsystems (one for rock, one for soil), may be more effective to simulate the transmission effect.
2. A 3-D analytic model for layered media can be readily extended from the current model; however, this would involve much more calculations because mittiple rays will be necessary. Simplification is necessary for developins : suitable model to account for the inhomogeneity of the soil.
3. Basically, are ground motions are determined by solving the wave equations subject to the boundary conditions specified at the source. A standard procedure is to take the Fourier transform over the time variable and the two horizontal space variables, and then obtain the responses in the transform domain through algebraic manipulation. In the Fourier
transform solution (i.e., a function of the frequency and the two wavenumbers), the source factor, the effects of wave propagation, reflection and refraction, along with the characteristics of the response at the receiver (i.e., displacement or stress) are all collected together through multiplication. Therefore, another possible approach is to represent the spatial variation of ground motions in a random field of frequency and wave numbers when the randomness is introduced at the source and/or to the medium.
4. Since the layer beneath the SMART-1 array is oblique (dipping toward north with an angle of about 6 degrees), a semi-analytic method may be applicable to study the local soil effect. In June 1983, an extension station E02 was installed at the outcrop which is located 4.8 km south of station C00. Most events triggered the SMART-1 array with epicenters located south of station E02. Therefore, the ground motions at station E02 can be obtained analytically in a 3-D model with waves propagating through the homogeneous medium for these events, and the soil amplification can be characterized by the transfer function with the recordings at station E02 as the input and the recordings at other stations as the output, if, in each station, the transfer functions are similar for different events. Obviously, it is an approximate approach because the waves transmitred through the interface are all forced to pass through station E02. However, this may be a practical method for examining soil amplification.
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## APPENDIX A

## LAPLACE TRANSFORM ELEMENTS FOR OBLIQUE FAULT

(1) Strike-slip Fault:

$$
\left\{F_{\rho}\right\}=\left\{\begin{array}{c}
-8 i \xi^{2} \eta \zeta_{s} \\
-8 i \xi \eta^{2} \zeta_{s} \\
-4 \xi \eta\left(\zeta_{s}^{2}+\xi^{2}+\eta^{2}\right)
\end{array}\right\} \sin \delta+\left\{\begin{array}{c}
8 \xi^{2} \zeta_{p} \zeta_{s} \\
8 \xi \eta \zeta_{p} \zeta_{s} \\
-4 i \xi \zeta_{p}\left(\zeta_{s}^{2}+\xi^{2}+\eta^{2}\right)
\end{array}\right\} \cos \delta,(\mathrm{A} .1)
$$

and

$$
\left\{F_{s}\right\}=\left\{\begin{array}{c}
2 i \eta\left[\frac{\left(\zeta_{s}^{2}-\xi^{2}+\eta^{2}\right)\left(\zeta_{s}^{2}+\xi^{2}+\eta^{2}\right)}{\zeta_{s}}+4 \zeta_{p}\left(\xi^{2}-\eta^{2}\right)\right] \\
2 i \xi\left[\frac{\left(\zeta_{s}^{2}+\xi^{2}-\eta^{2}\right)\left(\zeta_{s}^{2}+\xi^{2}+\eta^{2}\right)}{\zeta_{s}}-4 \zeta_{\rho}\left(\xi^{2}-\eta^{2}\right)\right] \\
8 \xi \eta \zeta_{\rho} \zeta_{s}
\end{array}\right\} \sin \delta
$$

$$
+\left\{\begin{array}{c}
8 \eta^{2} \zeta_{p} \zeta_{s}-2\left(\zeta_{s}^{2}+\xi^{2}+\eta^{2}\right)^{2}  \tag{A.2}\\
-8 \xi \eta \zeta_{p} \zeta_{s} \\
4 i \xi \zeta_{p}\left(\zeta_{s}^{2}+\xi^{2}+\eta^{2}\right)
\end{array}\right\} \cos \delta
$$

(2) Dip-slip Fault:
and

$$
\begin{align*}
\left\{F_{s}\right\}= & \left\{\begin{array}{c}
2 i \xi\left[\frac{\left(\zeta_{s}^{2}-\eta^{2}\right)\left(\zeta_{s}^{2}+\xi^{2}+\eta^{2}\right)}{\zeta_{s}}+4 \eta^{2} \zeta_{p}\right] \\
2 i \eta\left[\frac{\left(2 \zeta_{s}^{2}+\xi^{2}\right)\left(\zeta_{\zeta}^{2}+\xi^{2}+\eta^{2}\right)}{\zeta_{s}}-4 \xi^{2} \zeta_{f}\right] \\
4 \zeta_{\rho} \zeta_{s}\left(\xi^{2}+2 \pi^{2}\right)
\end{array}\right\} \sin 2 \delta \\
& +\left\{\begin{array}{c}
-8 \xi \eta \zeta_{\rho} \zeta_{s} \\
8 \xi^{2} \zeta_{\rho} \zeta_{s}-2\left(\zeta_{s}^{2}+\xi^{2}+\eta^{2}\right)^{2} \\
4 i \pi \zeta_{\rho}\left(\zeta_{s}^{2}+\xi^{2}+\eta^{2}\right)
\end{array}\right\} \cos 2 \delta . \tag{A.4}
\end{align*}
$$

## APPENDLX B

## ANALYIICAL SOLUIION OF HASKELL MODEL

(1) $U_{1}(x, y, 0, t)=\frac{D_{0}}{4 \pi^{2}} \sum_{j=q, 5} \mathrm{H}\left(t-t_{1 j}\right) \int_{-q_{j}}^{q_{j}} \operatorname{Re}\left\{\frac{(-i) F_{j} \frac{d \sigma_{j}}{d t}}{(i \xi+b)\left(i \eta \cos \delta+\zeta_{j} \sin \delta\right) R}\right\} d q, \quad$ (B.1)
where:

$$
\begin{aligned}
& t_{1 j}=R_{0} b_{j}, \quad R_{0}=\sqrt{x^{2}+y^{2}+t_{0}^{2}}, \\
& q_{j}=\sqrt{t^{2}-t_{1 j}^{2}} / R_{0}, \\
& \left\{\begin{array}{l}
\xi=\dot{i} \sigma_{j} \cos \theta-q \sin \theta, \\
\eta=i \sigma_{j} \sin \theta+q \cos \theta,
\end{array}\right. \\
& \zeta_{j}=\sqrt{b_{j}^{2}+\xi^{2}+\eta^{2}}, \\
& \frac{d \sigma_{j}}{d t}=\frac{r}{R_{0}^{2}}+i \frac{z_{0} t}{R_{0}^{2} \sqrt{t^{2}-t_{q j}^{2}}}, \\
& \sigma_{0}^{2} \\
& \sigma_{0} \frac{z_{0} \sqrt{t^{2}-t_{q j}^{2}}}{R_{0}^{2}}, \\
& t_{q j}=R_{0} \sqrt{b_{j}^{2}+q^{2}} .
\end{aligned}
$$

(2) $U_{1 h}(x, y, 0, t)=\frac{D_{0}}{4 \pi^{2}} H\left(\frac{r}{R_{0}}-\frac{b_{g}}{b_{s}}\right)\left[H\left(t-t_{1 h}\right) H\left(t_{1 s}-t\right) \int_{-q_{h}}^{q_{h}} \operatorname{Re}\left\{\frac{H_{A}}{H_{B}}\right\} d q\right.$

$$
\begin{equation*}
\left.+\mathrm{H}\left(t-t_{1 s}\right) \mathrm{H}\left(t_{h m}-t\right)\left(\int_{-q_{h}}^{-q_{s}} \operatorname{Re}\left\{\frac{H_{A}}{H_{B}}\right\} d q+\int_{q_{s}}^{q_{h}} \operatorname{Re}\left\{\frac{H_{A}}{H_{B}}\right\} d q\right)\right] \tag{B.2}
\end{equation*}
$$

where:

$$
\begin{aligned}
& t_{1 h}=z_{0} \sqrt{b_{s}^{2}-b_{p}^{2}}+r b_{p}, \\
& t_{h m}=\frac{R_{0}^{2}}{z_{0}} \sqrt{b_{s}^{2}-b_{p}^{2}}, \\
& q_{h}=\sqrt{\left(\frac{t-z_{0} \sqrt{b_{s}^{2}-b_{p}^{2}}}{r}\right)^{2}-b_{p}^{2},} \\
& \left\{\frac{H_{A}}{H_{B}}\right\}=\left\{\frac{(-i) F_{s} \frac{d \sigma_{h}}{d t}}{(i \xi+b)\left(i \eta \cos \delta+\zeta_{s} \sin \delta\right) R}\right\}, \\
& \left\{\begin{array}{l}
\xi=i \sigma_{h} \cos \theta-q \sin \theta, \\
\eta=i \sigma_{h} \sin \theta+q \cos \theta, \\
\frac{\sigma_{h}}{}=\frac{\pi}{R_{0}^{2}}-\frac{z_{0} \sqrt{t_{q s}^{2}-t^{2}}}{R_{0}^{2}}, \\
\frac{d \sigma_{h}}{d t}=\frac{r}{R_{0}^{2}}+\frac{z_{0} t}{R_{0}^{2} \sqrt{t_{q s}^{2}-t^{2}}} .
\end{array}\right.
\end{aligned}
$$

(3) $U_{2}(x, y, 0, t)=\frac{D_{0}}{2 \pi} \frac{1}{\cos \theta} \mathrm{H}(x) \sum_{j=p, s}\left[H\left(\frac{x}{R_{0}}-\frac{b}{b_{j}}\right) \mathrm{H}\left(t-t_{2 j}\right)\right.$

$$
\begin{equation*}
\left.+H\left(\frac{b}{b_{j}}-\frac{x}{R_{0}}\right) H\left(t-t_{2}^{*}\right)\right] \operatorname{Re}\left\{\frac{(-i) F_{j} \frac{d a_{j}}{d t}}{\left(i \eta \cos \delta+\zeta_{j} \sin \delta\right) R}\right\} \tag{B.3}
\end{equation*}
$$

where:

$$
\begin{aligned}
& t_{2 j}=x \dot{b}+\sqrt{y^{2}+z_{0}^{2}} \sqrt{b_{j}^{2}-b^{2}}, \\
& \dot{t_{2}}=\frac{R_{0}^{2}}{x} b, \\
& \left\{\begin{array}{l}
\xi=i b, \\
\eta=i \frac{\left(a_{j}+b \sin \theta\right)}{\cos \theta}, \\
\frac{a_{j}}{}=-b \sin \theta+\frac{\cos \theta}{y^{2}+z_{0}^{2}}\left[y t^{\prime}+i z_{0} \sqrt{t^{\prime 2}+\left(y^{2}+z_{0}^{2}\right)\left(b^{2}-b_{j}^{2}\right)}\right] \\
\frac{d a_{j}}{d t}=\frac{\cos \theta}{y^{2}+z_{0}^{2}}\left[y+i \frac{z_{0} t^{\prime}}{\sqrt{t^{\prime 2}+\left(y^{2}+z_{0}^{2}\right)\left(b^{2}-b_{j}^{2}\right)}}\right] \\
t^{\prime}=t-x \dot{b} .
\end{array}\right.
\end{aligned}
$$

(4) $U_{2 h}(x, y, 0, t)=\frac{D_{0}}{2 \pi} \frac{1}{\cos \theta} \mathrm{H}(x) \mathrm{H}\left(\frac{x}{R_{0}}-\frac{b}{b_{s}}\right)\left\{\mathrm{H}\left(\frac{x}{r}-\frac{b}{b_{p}}\right) \mathrm{H}\left(H_{c}\right) \mathrm{H}\left(t-t_{2 n}\right)\right.$
$\left.+\left[H\left(\frac{b}{b_{p}}-1\right)+\mathrm{H}\left(1-\frac{b}{b_{p}}\right) \mathrm{H}\left(\frac{b}{b_{p}}-\cos \theta\right) \mathrm{H}\left(H_{C}\right)\right] \mathrm{H}\left(t-t_{2 n}^{*}\right)\right\}$

$$
\begin{equation*}
\cdot \mathrm{H}\left(t_{2 s}-t\right) \operatorname{Re}\left\{\frac{(-i) F_{s} \frac{d a_{k}}{d t}}{\left(i \eta \cos \delta+\zeta_{s} \sin \delta\right) R}\right\}, \tag{B.4}
\end{equation*}
$$

where:

$$
\begin{aligned}
& H_{C}=\frac{|y|}{\sqrt{y^{2}+z_{0}^{2}}}-\frac{\sqrt{b_{p}^{2}-b^{2}}}{\sqrt{b_{s}^{2}-b^{2}}}, \\
& t_{2 h}=x b+z_{0} \sqrt{b_{s}^{2}-b_{p}^{2}}+|y| \sqrt{b_{p}^{2}-b^{2}}, \\
& t_{2 h}^{*}=\frac{1}{\cos \theta}\left(r b+z_{0} \sqrt{b_{j}^{2} \cos ^{2} \theta-b^{2}}\right), \\
& \left\{\begin{array}{l}
\boldsymbol{\xi}=i b, \\
\eta=i \frac{\left(a_{h}+b \sin \theta\right)}{\cos \theta},
\end{array}\right. \\
& \beta_{h}= \begin{cases}-b \sin \theta+\frac{\cos \theta}{y^{2}+z_{0}^{2}}\left[y t^{\prime}-z_{0} \sqrt{\left(y^{2}+z_{0}^{2}\right)\left(b_{s}^{2}-b^{2}\right)-t^{\prime 2}}\right], & \text { for } y>0, \\
-b \sin \theta+\frac{\cos \theta}{y^{2}+z_{0}^{2}}\left[y t^{\prime}+z_{0} \sqrt{\left(y^{2}+z_{0}^{2}\right)\left(b_{s}^{2}-b^{2}\right)-t^{\prime 2}}\right], & \text { for } y<0,\end{cases} \\
& \frac{d \beta_{h}}{d t}=\left\{\begin{array}{l}
\frac{\cos \theta}{y^{2}+z_{0}^{2}}\left[y+\frac{z_{0}^{\prime}}{\sqrt{\left(y^{2}+z_{0}^{2}\right)\left(b_{s}^{2}-b^{2}\right)-t^{\prime 2}}}\right], \text { for } y>0, \\
\frac{\cos \theta}{y^{2}+z_{0}^{2}}\left[y-\frac{z_{0} t^{\prime}}{\sqrt{\left(y^{2}+z_{0}^{2}\right)\left(b_{s}^{2}-b^{2}\right)-t^{\prime 2}}}\right], \text { for } y<0 .
\end{array}\right.
\end{aligned}
$$

(5) $U_{3}(x, y, 0, t)=\frac{D_{0}}{2 \pi} H(y) H\left(y^{\prime}\right) \sum_{j=p, s} H\left(t-t_{3 j}\right) \operatorname{Re}\left\{\frac{(-1) F_{j} \frac{d \beta_{j}}{d t}}{(i \xi+b) G_{j} R}\right\}$,
where:

$$
\begin{aligned}
& t_{3 j}=\sqrt{x^{2}+z^{\prime 2}} b_{j}, \\
& \left\{\begin{array}{l}
\xi=i \sigma_{2} \cos \theta+i \beta_{j} \sin \theta, \\
\eta=i \sigma_{2} \sin \theta-i \beta_{j} \cos \theta,
\end{array}\right. \\
& \sigma_{2}=\frac{\beta_{j} \sin \theta \cos \theta \cos ^{2} \delta+\sin \delta \sqrt{b_{j}^{2}\left(1-\cos ^{2} \theta \cos ^{2} \delta\right)-\beta_{j}^{2}}}{1-\cos ^{2} \theta \cos ^{2} \delta}, \\
& \frac{d \beta_{j}}{d t}=\frac{1}{x^{2}+z^{\prime 2}}\left[y^{\prime} \cos \theta \cos \delta+i \frac{\left(r \sin \delta+z_{0} \sin \theta \cos \delta\right) t}{\sqrt{t^{2}-t_{3 j}^{2}}}\right] \\
& \beta_{j}=\frac{1}{x^{2}+z^{\prime 2}}\left[y^{\prime} t \cos \theta \cos \delta+i\left(r \sin \delta+z_{0} \sin \theta \cos \delta\right) \sqrt{t^{2}-t_{3 j}^{2}}\right] \\
& \left\{\begin{array}{l}
y^{\prime}=y \cos \delta-z_{0} \sin \delta, \\
z^{\prime}=-y \sin \delta-z_{0} \cos \delta,
\end{array}\right. \\
& G_{j}=\frac{\sigma_{2} \sin \delta+\zeta_{j} \sin \theta \cos \delta}{\zeta_{j}}
\end{aligned}
$$

(6) $U_{3 n}(x, y, 0, t)=\frac{D_{0}}{2 \pi} H(y) H\left(y^{\prime}\right)\left[H\left(\frac{b_{p}}{b_{s}}-\frac{\sin \delta}{\sqrt{1-\cos ^{2} \theta \cos ^{2} \delta}}\right) H\left(H_{D}\right) H\left(t-t_{3 n}\right)\right.$

$$
\begin{equation*}
\left.+\mathrm{H}\left(\frac{\sin \delta}{\sqrt{1-\cos ^{2} \theta \cos ^{2} \delta}}-\frac{b_{p}}{b_{s}}\right) \mathrm{H}\left(t-t_{3 k}\right)\right] \mathrm{H}\left(t_{3 s}-t\right) \operatorname{Re}\left\{\frac{(-i) F_{s} \frac{d \beta_{k}}{d t}}{(i \xi+b) G_{s} R}\right\}, \tag{B.6}
\end{equation*}
$$

where:

$$
\begin{aligned}
& H_{D}=\left(\frac{b_{b} y^{\prime} \cos \theta \cos ^{2} \delta}{\sqrt{x^{2}+z^{\prime 2}}}+\cos \theta \sin \delta \sqrt{b_{s}^{2}-b_{p}^{2}}\right)^{2}-\sin ^{2} \theta\left(b_{p}^{2}-b_{s}^{2} \sin ^{2} \delta\right), \\
& t_{3 h}=\frac{1}{\cos \delta}\left[|x| \sqrt{b_{j}^{2}-b_{s}^{2} \sin ^{2} \delta}-z^{\prime} \sqrt{b_{s}^{2}-b_{p}^{2}}\right], \\
& t_{3 h}=\frac{b_{s}}{\sqrt{1-\cos ^{2} \theta \cos ^{2} \delta}}\left(r \sin \delta+z_{0} \sin \theta \cos \delta\right), \\
& \left\{\begin{array}{l}
\xi=i \sigma_{2} \cos \theta+i \beta_{h} \sin \theta, \\
\eta=i \sigma_{2} \sin \theta-i \beta_{h} \cos \theta,
\end{array}\right. \\
& \sigma_{2}=\frac{\beta_{h} \sin \theta \cos \theta \cos ^{2} \delta+\sin \delta \sqrt{b_{s}^{2}\left(1-\cos ^{2} \theta \cos ^{2} \delta\right)-\beta_{h}^{2}},}{1-\cos s^{2} \theta \cos ^{2} \delta}, \\
& \beta_{h}=\left\{\begin{array}{l}
\frac{1}{x^{2}+z^{\prime 2}}\left[y^{\prime} t \cos \theta \cos \delta-\left(r \sin \delta+z_{0} \sin \theta \cos \delta\right) \sqrt{t_{35}^{2}-t^{2}}\right], \text { for } x>0, \\
\frac{1}{x^{2}+z^{\prime 2}}\left[y^{\prime} t \cos \theta \cos \delta+\left(r \sin \delta+z_{0} \sin \theta \cos \delta\right) \sqrt{r_{35}^{2}-t^{2}}\right], \text { for } x<0, \\
\frac{d \beta_{h}}{d t}=\left\{\begin{array}{l}
\frac{1}{x^{2}+z^{\prime 2}}\left[y^{\prime} \cos \theta \cos \delta+\frac{\left(r \sin \delta+z_{0} \sin \theta \cos \delta\right) t}{\sqrt{t_{35}^{2}-t^{2}}}\right], \text { for } x>0, \\
\frac{1}{x^{2}+z^{\prime 2}}\left[y^{\prime} \cos \theta \cos \delta-\frac{\left(r \sin \delta+z_{0} \sin \theta \cos \delta\right) t}{\sqrt{t_{35}^{2}-t^{2}}}\right], \text { for } x<0 .
\end{array}\right.
\end{array},\right.
\end{aligned}
$$

## APPENDIX C

## POWER SPECTRAL DENSITY OF BASE VELOCITY

The spatio-temporal autocorrelation funcrion for the dislocation velocity in the fault plane is defined as

$$
\begin{equation*}
\psi(\epsilon, \tau)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \dot{D}(x, t) \dot{D}(x+\epsilon, t+\tau) d x d t \tag{C.1}
\end{equation*}
$$

where:
$\dot{D}(x, t)=$ the dislocation velocity at a point $x$ and ime $t$,
$\epsilon \quad=$ the spatial separation,
$\tau \quad=$ the temporal separation.

The double Fourier transform over the spatial and temporal coordinates is performed for $\dot{D}(x, t)$ and $\psi(\epsilon, \tau)$, i.e., the transform pair of $\dot{\Gamma}(x, t)$ is

$$
\begin{align*}
\dot{D} F(k, \omega) & =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \dot{D}(x, t) e^{-i(\omega t-k x)} d x d t  \tag{C.2}\\
\dot{D}(x, t) & =\frac{1}{4 \pi^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \dot{D}^{F}(k, \omega) e^{i(\omega t-k x)} d k d \omega . \tag{C.3}
\end{align*}
$$

anc that of $\psi(\epsilon, \tau)$ is

$$
\begin{align*}
\psi^{F}(k, \omega) & =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \psi(\epsilon, \tau) e^{-i(\omega \tau-k \varepsilon)} d \epsilon d \tau  \tag{C.4}\\
\psi(\epsilon, \tau) & =\frac{1}{4 \tau^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \psi^{F F}(k, \omega) e^{i(\omega \tau-k \varepsilon)} d k d \omega \tag{C.5}
\end{align*}
$$

where $k$ and $\omega$ are the wave number and the frequency, respectively.

Substituting Eq. (C.3) into Eq. (C.1), i.e.,

$$
\begin{aligned}
\psi(\epsilon, \tau) & =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \dot{D}(x, t)\left[\frac{1}{4 \pi^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \dot{D}^{F F}(k, \omega) e^{i \omega(t+\tau)-i k(x+\epsilon)} d k d \omega\right] d x d t \\
& =\frac{1}{4 \pi^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left[\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \dot{D}(x, t) e^{i(\omega t-k x)} d x d t\right] \dot{D}^{F F}(k, \omega) e^{i(\omega \tau-k \varepsilon)} d k d \omega
\end{aligned}
$$

and then using Eq. (C.2), i.e.,

$$
\psi(\epsilon, \tau)=\frac{1}{4 \pi^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \dot{D}^{F F}(-k,-\omega) \dot{D}^{F F}(k, \omega) e^{i(\omega \tau-k \varepsilon)} d k d \omega
$$

the spatio-temporal autocorrelation function of the disiocation velocity is expressed by the double Fourier transform of the dislocation velocity as

$$
\begin{equation*}
\psi(\epsilon, \tau)=\frac{1}{4 \pi^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left|\dot{D}^{F F}(k, \omega)\right|^{2} e^{i(\omega \tau-k \varepsilon)} d k d \omega \tag{C.6}
\end{equation*}
$$

Comparing Eq. (C.5) with Eq. (C.6), a useful relation is obrained.

$$
\begin{equation*}
\psi^{F F}(k, \omega)=\left|\dot{D}^{F F}(k, \omega)\right|^{2} . \tag{C.7}
\end{equation*}
$$

The Fourier transform of the base velocity of the substitute system is

$$
\begin{equation*}
B^{F}(\omega)=\int_{-\infty}^{\infty} \dot{B}(t) e^{-i \omega t} d t=\int_{-\infty}^{\infty} \frac{1}{L}\left[\int_{0}^{L} \dot{D}(x, t) d x\right] e^{-i \omega t} d t=\frac{1}{L} \dot{D}^{F F}(0, \omega) . \tag{C.8}
\end{equation*}
$$

Comparing Eq. (C.7) with Eq. (C.8), the equivalent point base velocity is, in frequency domain, related to the spatio-temporal autocorrelation function of the dis:ecation velocity by

$$
\begin{equation*}
\left|\dot{B}^{F}(\omega)\right|^{2}=\frac{1}{L^{2}} \psi^{F F}(0, \omega) . \tag{0.9}
\end{equation*}
$$

Following Aki (1967), the spatio-temporal autocorrelation function of the dislocation velocity was defined in Eq. (4.3), and the corresponding double Fourier transform is

$$
\begin{equation*}
\psi^{F F}(k, \omega)=\frac{4 \psi_{0} k+k_{L}}{\left(k_{T}^{2}+\omega^{2}\right)\left[k_{\dot{L}}+\left(k-\frac{\omega}{v}\right)^{2}\right]} . \tag{C.10}
\end{equation*}
$$

where:

$$
\begin{aligned}
& \psi_{0}=\text { a constant, } \\
& k_{T}^{-1}=\text { the correlation time, } \\
& k_{L}^{-1}=\text { the correlation length. }
\end{aligned}
$$

Therefore, from Eq. (C.9),

$$
\begin{equation*}
\left|\dot{B}^{\bar{r}}(\omega)\right|^{2}=\frac{1}{L^{2}} \frac{4 \psi_{0} k_{1} k_{L}}{\left(k_{T}^{2}+\omega^{2}\right)\left(k_{L}^{2}+\frac{\omega^{2}}{v^{2}}\right)} . \tag{C.11}
\end{equation*}
$$

Notice that

$$
\begin{equation*}
\left|\dot{B}^{F}(0)\right|^{2}=\frac{4 \psi_{0}}{L^{2} k_{T} k_{L}}=D_{0}^{2} \tag{C.12}
\end{equation*}
$$

in which $D_{0}$ is the final dislocation, so the square of the Fourier amplitude of the base velocity is in terms of the final dislocation, the correlation time, and the correlation length as

$$
\begin{equation*}
\left|\dot{B}^{\bar{C}}(\omega)\right|^{2}=\frac{D_{0}^{2}}{\left(1+\frac{\omega^{2}}{k_{T}^{2}}\right)\left(1+\frac{\omega^{2}}{k_{L}^{2} \nu^{2}}\right)} \tag{C.13}
\end{equation*}
$$

For a transient random process $X(6)$ with nonzero values only in the range of $0 \leq t \leq T$, Bendat and Piersol (1971) suggested that

$$
\begin{equation*}
S_{X X}(\omega)=\frac{2 \pi}{T}\left|X^{F}(\omega)\right|^{2} \tag{C.14}
\end{equation*}
$$

Therefore, the power spectral density of the base velocity of the substitute system is estimated by

$$
\begin{equation*}
S_{B B}(\omega)=\frac{2 \pi}{T_{0}}\left|\dot{B}^{F}(\omega)\right|^{2}=\frac{2 \pi}{T_{0}} \frac{D_{0}^{2}}{\left(1+\frac{\omega^{2}}{k_{T}^{2}}\right)\left(1+\frac{\omega^{2}}{k_{L}^{2} \nu^{2}}\right)}, \tag{C.15}
\end{equation*}
$$

in which $T_{0}=L / v$ is the duration of rupture.

## APPENDIX D

## LISTING OF COMPUTER PROGRAM

```
    PROGRAM MAIN
c
O THIS FROGRAM EVALUATES SEISMIC GROUND MOTIONS
C EXCITED BY A HASKELL FAULT
C EMBEDDED IN A THREE-DIMENSIONAL HALF-SPACE
C
    PARAMETER ( N = 4096)
    IMPLICIT COMPLEX (C)
    CHARACTER DIR(3)*1, TITLE(8)*10
    DIMENSION DX(4), DY(4), DZ(4), TR(4), SGN(4), TIM(N), RSP(N)
C
    COMMON T
    COMMON /LUNT/ LIN, LOU
    COMMON /IDEX/ IWAVE, IDISP, ISLIP
    COMMON /SLOW/ BP, BS, BR, BP2, BS2, BSP, B2
    COMMON /RAYL/ BRL, RPB
    COMMON /GEMF/ YP, ZP, FS, FC, FS2, FC2
    COMMON /GEMG/ X, Y, Z, QS, QC, RO, R, R2
    COMMON /TIME/ T1P, T1S, T1H, THM, T2, T3P, T3S, T3H
    COMMON /FACT/ SGR, SGI, AFR, AFI, AFP, AFS, BTR, BTI,
+ S2R, S2I, S2P, S2S
    COMMON /SUMS/ NJ, PT(1000), WT
    COMMON /SUMO/ NHO, PHO(1000), WHO(1000)
    COMMON /SUM1/ NH1, PH1(1000), WH1(1000)
C
    DATA DIR / 'X', 'Y', 'Z' /
    DATA SGN / 1., -1., -1., 1. /
    DATA CI / (0., 1.) /
C
C --- LOGICAL UNITS AND DATA FILES
C
    LIN = 1
    LOU = 2
    OPEN ( LJN, FILE='INPUT',)
    OPEN ( LOU, FILE='OUTPUT' )
C
C --- DATA INPUT IN 6 LINES
C
C 1 [8A10]
    READ ( LIN, 1001) ( TITLEiI), I = 1, 8 )
C
C 2 [5F10.0]
    READ (LIN, 1002) NC, YC, ZC, XL, NW
C
```

```
C XC
C YC = COORDINATES OF SHALLONEST CORNER OF FAULT
C ZC
C XL = LENGTH OF FAULT
C YW = WIDTH OF FAULT
C
C 3 [I10, 3F10.0]
    READ ( LIN, 1003 ) ISLIP, VR, D, PHI
C
C ISLIP = 1 FOR STRIKE-SLIP FAULT
C = 2 FOR DIP-SLIP FAULT
C VR = RUPTURE VELOCITY
C D = DISLOCATION AMPLITUDE
C PHI = DIPPING ANGLE IN DEGREE
C
C 4 [2F10.0]
    READ ( LIN, 1002 ) VP, VS
C
C lP = P-WAVE VELOVITY
C VS = S-WAVE VELOCITY
C
C 5 [3F10.0]
    READ ( LIN, 1002 ) XS, YS, ZS
C
C XS
C YS = COORDINATES OF STATION
C ZS
C
C 6 [I10, 2F10.0, I10]
    READ ( LIN, 1004) IDISP, TO, DT, NT
C
C 1 X-
C IDISP = 2 FOR RESPONSES IN Y-DIRECTION
C TO = INITIAL TIME OF RESPONSE
C DT = TIME INCREMENT
C NT = TOTAL NUMBER OF RESPONSES
C
    CLOSE ( LIN )
C
C --- GAUSSIAN POINTS AND WEIGHTS
    NJ = 100
    NHO = 100
    NH1 = 100
    CALL GAUSCHB (NJ, ET, FT )
    CALL GAUSJCB (NHO, O., O., PHO, WHO )
    CALL GAUSJCB ( NH1, 0., -0.\overline{, PH1, WH1 )}
C
    PI = 4. * ATAN(1.)
    DI = D / (4.* PI * PI )
    D3 = D / (2.* PI )
```

C
$\mathrm{BP}=1 . / \mathrm{VP}$
$B S=1 . / V S$
$\mathrm{BR}=1 . / \mathrm{VR}$
$\mathrm{BP} 2=\mathrm{BP}$ * BP
BS2 $=\mathrm{BS}$ * BS
$\mathrm{BSP}=\mathrm{SQRT}(\mathrm{BS} 2-\mathrm{BF} 2)$
CALL RAYLEIGH (BP2, BS2, BRL, RPB )
C
$\mathrm{PHI}=\mathrm{PHI} * \mathrm{PI} / 180$.
$\mathrm{FS}=\mathrm{SIN}(\mathrm{PHI})$
$\mathrm{FC}=\operatorname{COS}(\mathrm{PHI})$
FS2 $=2$. * FS * FC
FC2 $=1$. - 2. * FS * FS
C
$\mathrm{X0}=\mathrm{XS}-\mathrm{XC}$
YO $=\mathrm{YS}-\mathrm{YC}$
$Z 0=Z S-Z C$
C
$D X(1)=0$.
$D X(2)=0$.
$\operatorname{DX}(3)=X L$
$D X(4)=X L$
$D Y(1)=0$.
$D Y(2)=Y W * F C$
DY(3) $=0$.
$D Y(4)=Y W * F C$
$D Z(1)=0$.
$D Z(2)=Y W * F S$
$D Z(3)=0$.
$D Z(4)=Y W * F S$
$\operatorname{TR}(1)=0$.
$T R(2)=0$.
$T R(3)=X L / V R$
$\mathrm{TR}(4)=\mathrm{XL} / \mathrm{VR}$
C
DO $100 \quad \mathrm{I}=1, \mathrm{NT}$
$\operatorname{TIM}(I)=T 0+(I-1) * D T$
$\operatorname{RSP}(I)=0$.
100 CONTINUE
C
DO $300 \quad J=1,4$
$X=X 0-D N(J)$
$\mathrm{Y}=\mathrm{YO}-\mathrm{DY}(\mathrm{J})$
$Z=A B S(Z 0-D Z(J))$
CALL GEMTIM
$\mathrm{D} 2=\mathrm{D} 3 / \mathrm{QC}$
C
DO $200 \quad \mathrm{I}=1$, NT
$\mathrm{T}=\operatorname{TIM}(\mathrm{I})-\mathrm{TR}(\mathrm{J})$
IF ( T . LE. O.) GO TO 200
C

```
            U1T = D1 * ( U1 (T) + U1H (T) )
            U2T = D2 * ( U2 (T) + U2H (T) )
            U3T = D3 * ( U3 (T) + U3H (T) )
            U = U1T + U2T + U3T
                    RSP(I) = RSF(I) + SGN(J) * U
                    CONTINUE
    200
    300 CONTINUE
C
        WRITE ( LOU, 1001) ( TITLE(I), I = 1, 8 )
        WRITE ( LOU, 2001) DIR (IDISP)
        WRITE (LOU, 2002 ) ( TIM(I), RSP(I), I = 1, NT )
        CLOSE ( LOU )
C
        1001 FORMAT ( 8A10)
        1002 FORMAT ( 5F10.0)
        1003 FORMAT ( I10, 3F10.0 )
        1004 FORMAT (I10, 2F10.0, I10)
C
        2001 FORMAT ( // , TOTAL RESPONSE',
            + // 6X, 'TIME', 6X, A1, '-DIR RESPONSE' / )
    2002 FORMAT ( F10.2, 5X, E15.5)
C
    STOP
    END
C
C
C
C
C
    SUBROUTINE GAUSCHB ( N, FT, WT )
C
C POINTS AND WEIGHT IN GAUSS-CHEBYSHEV QUADRATURE
C
C
C
    DIMENSION PT(N)
C
    PI = 4. * ATAN (1.)
C
    WT}=\textrm{PI}/\textrm{N
C
    FT = WT / 2.
    DO 100 I = 1, N
        PT(I)=\operatorname{Cos ( ( 2 * I - 1) * FT )}
    100 CONTINUE
C
    RETURN
    END
C
```

REAL LNGAMA
DIMENSION $\mathrm{X}(1000), \mathrm{A}(1000), \mathrm{B}(1000), \mathrm{C}(1000)$
$\mathrm{FN}=\mathrm{NN}$
$\operatorname{csX}=0$.
$\operatorname{CSA}=0$.
$E P S=1 . E-13$
BETA $=\operatorname{EXP}(\operatorname{LNGAMA}(A L F+1)+.\operatorname{LNGAMA}(B T A+1)$.
$+\quad$ - LNGAMA (ALF+BTA+2.) )
$\mathrm{CC}=2 . * *(\mathrm{ALF}+\mathrm{BT} A+1)$.$* BETA$
TSK $=\mathrm{FN} *(\mathrm{BTA}-\mathrm{ALF}) /(\mathrm{ALF}+\mathrm{BTA}+2 \cdot * \mathrm{FN})$
TSA $=\mathrm{CC}$
$\mathrm{B}(2)=(\mathrm{ALF}+\mathrm{BTA}) *(\mathrm{BTA}-\mathrm{ALF}) /((\mathrm{ALF}+\mathrm{BTA}+4) *.(\mathrm{ALF}+\mathrm{BTA}+2)$.
$C(2)=4 . *(A L F+1) *.(B T A+1$.
$+\quad /((A L F+B T A+3) *.(A L F+B T A+2) * * 2$.
$\mathrm{CC}=\mathrm{CC} * \mathrm{C}(2)$
DO $100 \mathrm{~J}=3$, NN
$B(J)=(A L F+B T A) *(B T A-A L F)$
$+\quad /((\mathrm{ALF}+\mathrm{BTA}+2 . * J) *(\mathrm{ALF}+\mathrm{BTA}+2 . * J-2)$.
$C(J)=4 . *(J-1) *.(A L F+J-1) *.(E T A+J-1$.

* (ALF + BTA $+J-1.) /($ (ALF + BTA $+2 . * J-1$.

1

* (ALF+BTA $2 . * J-2) * * 2 *.(A L F+B T A+2, * J-3)$.
$\mathrm{CC}=\mathrm{CC} * \mathrm{C}(\mathrm{J})$
100 CONTINUE
C
DO $200 \quad I=1$, NN IF ( I .EQ. 1 ) THEN $A N=A L F / F N$ $\mathrm{BN}=\mathrm{BTA} / \mathrm{FN}$
$\mathrm{R} 1=(1 .+\mathrm{ALF}) *(2.78 /(4 .+\mathrm{FN} * \mathrm{FN})+0.768 * A N / \mathrm{FN})$
$\mathrm{R} 2=1 .+1.48 * \mathrm{AN}+0.96 * \mathrm{BN}+0.452 * \mathrm{AN}$ *AN
$+0.83 * \mathrm{AN} * \mathrm{BN}$
$\mathrm{XT}=1 .-\mathrm{R} 1 / \mathrm{R} 2$
ELSE IF ( I .EQ. 2) THEN
$\mathrm{R} 1=(4.1+\mathrm{ALF}) /((1 .+\mathrm{ALF}) *(1 .+0.156 * \mathrm{ALF}))$
$R 2=1 .+0.05 *(\mathrm{FN}-8) *.(1 .+0.12 * A L F) / \mathrm{FN}$
$\mathrm{R} 3=1 .+0.012$ * BTA * (1.+0.25*AES(ALF)) / FN
RATIO = R1 * R2 * R3
$\mathrm{XT}=\mathrm{XT}-\mathrm{RATIO} *(1 .-\mathrm{XT})$ ELSE IF (I EQ. 3 ) THEN

```
            R1 = (1.67 + 0.28*ALF) / (1. + 0.37*ALF)
            R2 = 1. + 0.22 * (FN-8.) / FN
            R3 = 1. + 8. * BTA / ( (6.28+BTA)*FN*FN)
            RATIO = R1 * R2 * R3
            XT = XT - RATIO * ( X (1) - XT)
        ELSE IF (I .LE. NN-2) THEN
            XT = 3.* X(I-1) - 3.* X(I-2) + X(I-3)
        ELSE IF (I .EQ. NN-1 ) THEN
            R1 = ( 1. + 0.235*BTA ) / (0.766 + 0.119*BTA )
            R2 = 1. / (1.+0.639*(FN-4.)/(1.+0.7]*(FN-4.)))
            R3=1. ( (1. + 20. * ALF / ( (7.5+ALF)*FN*FN ) )
            RATIO = R1 * R2 * R3
            XT = XT + RATTO * (XT - X (I-2) )
        ELSE
            R1 = (1. + 0.37*BTA )/ (1.67 + 0. 28*BTA)
            R2 = 1. / (1. + 0.22*(FN-8.)/FN)
            R3 = 1./ ( 1. + 8. * ALF / ( (6.28+ALF)*FN*FN ) )
            RATIO = R1 * R2 * R3
            XT = XT + RATIO * (XT - X(I-2))
                END IF
            CALL ROOT (NN, ALF, BTA, B, C, EPS, XT, DPN, PN1)
            X(I) = XT
                A(I) = CC / (DPN * PN1 )
                CSX = CSX + XT
                CSA = CSA + A(I)
    200 CONTINUE
C
IF ( ABS (CSX-TSX) .GE. 1.E-9 .OR. ABS(CSA-TSA) .GE. 1.E-9 ) THEN WRITE (*,999) TSX, CSX, TSA, CSA
999 FORMAT(' TSX, CSX \(=, 2 \mathrm{E} 20.10 /\), TSA, CSA \(=,, 2 \mathrm{E} 20.10\) )
ENDTF
C
RETURN
END
C
C
C
C
C
C
C
REAL FUNCTION LNGAMA (X)
\(\mathrm{PI}=4 . * \mathrm{ATAN}(1\).
IF ( \(\mathrm{X} . \mathrm{LT} .0 .5)\) THEN \(P=P I / \operatorname{SIN}(\bar{\lambda} * P I)\) IF ( \(P\).LE. 0.) THEN
WRITE (*,99) X
99
FORMAT (' GAMMA(', E12.5,') IS NOT POSITIVE.') STOP 1
END IF
\(Y=1 .-X\)
```

```
    ELSE
        Y = X
    END IF
C
    IF ( Y .LE. 6. ) THEN
        IK = 7-Y
        FK}=1.
        DO 100 I = 0, IK-1
        FK = FK * ( Y + I )
        CONTINUE
        Z = Y + IK
    ELSE
        Z = Y
    END IF
    ZZ = Z * Z
    LNGAMA = 0.5 * LOG(2.*PI) + (Z-0.5) * LOG(Z) - Z
    1+((()(-4146./ZZ + 1820.)/ZZ - 1287.)/ZZ + 1716.)
    2 /2Z - 6006.)/2Z + 180180.) / (2*2162160.)
C
    IF ( Y . LE. 6. ) THEN
        LNGAMA = LNGAMA - LOG(FK)
    END IF
C
    IF ( X .LT. 0.5) THEN
        LNGAMA = LOG(P) - LNGAMA
    END IF
C
    RETURN
    END
C
C
C
C
    SUBROUTINE ROOT ( NN, ALF, BTA, B, C, EPS, X, DPN, PN1 )
C
    DIMENSION B(NN), C(NN)
C
    DO 100 ITER = 1, 10
        D = P / DPN
        X = X - D
        IF ( ABS(D) .LE. EPS ) RETURN
    100 CONTINUE
C
    RETURN
    END
C
C
C
C
```

```
    SUBROUTINE RECUR ( NN, ALF, BTA, B, C, X, P, DP, PO ;
RETURN
END
            RPRIME (B)=4.* B**3*(SQRT ( (B*B-BS2)/(B*B-BF2))
    + + SQRT ( (B*B-BP2)/(B*B-BS2)))
    + -8.*B*(2.*B*B - BS2 - SQRT ( (E*B-BP2)*(B*B-BS2)) )
C
    100 BRL = B - R (B) / RPRIME (B)
    ERR = ABS ( ( BRL - B ) / B )
    IF ( ERR .GT. EPS ) THEN
            B = BRL
            GO TO 100
        ELSE
            RPE = RPRIME (BRL) / BRL
            RETURN
    END IF
C
    EPS = 1.0E-13
    XNU =0.5 * ( BS2 - 2. * BP2 ) / ( BS2 - BP2 )
    INITIAL TRY VALUE
    B = SQRT (BS2) * ( 1. + XNU ) / ( 0.87 + 1.12 * XNU )
```

```
END
```

SUBROUTINE GEMTIM

C

```
    COMMON /SLOW/ BP, BS, BR, BP2, BS2, BSP
    COMMON /GEMF/ YP, ZP, FS, FC
    COMMON /GEMG/ X, Y, Z, QS, QC, RO, R, R2
    COMMON /TIME/ TIP, TIS, T1H, THM, T2, T3F, TSS, T3H
    COMMON /FACT/ SGR, SGI, AFR, AFI, AFP, AES, BTF, BTI,
    + S2R, S2I, S2P, S2S
```

C GEOMETRICAL FROPERTIES
$Y P=Y * F C-2 * F S$
$Z P=-Y * F S-Z * F C$
$\mathrm{RO}=\mathrm{SQRT}(\mathrm{X} * \mathrm{X}+\mathrm{Y} * \mathrm{Y})$
$\mathrm{R} 2=\mathrm{X} * \mathrm{X}+\mathrm{Y} * \mathrm{Y}+\mathrm{Z} * \mathrm{Z}$
$R=S Q R T$ (R2)
$\mathrm{QS}=\mathrm{Y} / \mathrm{RO}$
$Q C=X / R 0$
C CONSTANTS USED IN THiS SUBROUTINE
$\mathrm{QEC}=1 .-\mathrm{QC} * \mathrm{QC} * \mathrm{FC} * \mathrm{FC}$
$Y Z=Y * Y+Z * Z$
$\mathrm{XZP}=\mathrm{X} * \mathrm{X}+\mathrm{ZP} * \mathrm{ZP}$
$\mathrm{EFS}=\mathrm{BF} 2-\mathrm{BS} 2$ * FS * FS
FOZ $=\mathrm{FO} 0 * \mathrm{FS}+Z * \mathrm{ZS} * \mathrm{FC}$
CONDITIONS TO ENSUFE HEAD WAVE CONTRIBUTIONS
$\mathrm{H} 1=\mathrm{RD} / \mathrm{R}-\mathrm{BP} / \mathrm{BS}$
H3A $=\mathrm{BP} / \mathrm{BS}-\mathrm{FS} / \mathrm{SQRT}$ (QFC)
$\mathrm{H} 3 \mathrm{~B}=(\mathrm{BS} * \mathrm{YP} * \mathrm{QC} * \mathrm{FC} * \mathrm{FC} / \mathrm{SQRT}(\mathrm{XZF})+\mathrm{QC} * \mathrm{FS} * \mathrm{BSP}) * * 2-$ QS*QS*BFS
$\mathrm{TP}=\mathrm{F}$ WAVE ARRIVAL TIME
TS $=S$ WAVE ARRIVAL TIME
TH = HEAD WAVE ARRIVAL TIME
THM = CONICAL HEAD WAVE COMPLETION TIME
$\mathrm{T} P \mathrm{P}=\mathrm{R} * \mathrm{BP}$
T1S = R * BS
IF (H1 .GT. O.) THEN
$T H H=Z * B S P+R O * B P$
ELSE
$\mathrm{T} 1 \mathrm{H}=1.0 \mathrm{E} 10$

```
    END IF
    THM = R2 * BSP / Z
C
C
    T3P = SQRT (XZP) * BP
    T3S = SQRT (XZP) * BS
    IF ( H3A .GT. 0.) THEN
    IF ( H3B .GT. 0.) THEN
        T3H = (ABS (X) * SQRT (BFS) - ZP * BSP) / FC
    ELSE
        T3H = 1.0E10
    END IF
    ELSE
    T3H = ES * ROZ / SQRT (QFC)
    END IF
C
C LSEFUL FACTORS IN OTHER SUBROUTINES
C
    SGR = R0 / R2
    SGI = Z / R2
    AFR = Y * QC / YZ
    AFI = Z * QC / YZ
    AFP = YZ * ( BR * BR - BP2 )
    AFS = YZ * ( BR * BR - BS2 )
    BTR = YP * QC * FC / XZP
    BTI = ROZ / XZP
    S2R = QS * QC * FC * FC / QFC
    S2I = FS / QFC
    S2P = BP2 * QFC
    S2S = BS2 * QFC
C
    RETURN
    END
FUNCTION U1 (T)
C
IMPLICIT COMPLEX (C)
COMMON /IDEX/ IWAVE
COMMON /SLOW/ BP, BS, ER, BP2, BS2, BSP, B2
COMMON /GEMG/ X, Y, Z, QS, QC, RO, R
COMMON /TIME/ T1P, T1S
C
\(\mathrm{U} 1=0\).
IF ( T .LE. T1P) RETURN
C
C SPHERICAL P WAVE CONTRIBUTION
```

    IWAVE = 1
    B2 = BP2
    QJ = SQRT (T * T - T1P * T1P ) / R
    U1 = SUMPS (QJ)
    IF ( T .LE. T1S ) RETURN
    C
C SPHERICAL S WAVE CONTRIBUTION
C
IWAVE = 2
B2 = BS2
QJ = SQRT ( T * T - T1S * T1S ) / R
U1 = U1 + SUMPS (QJ)
RETURN
C
END
C
C
C
C
C
IMPLICIT COMPLEX (C)
COMMON /TDEX/ IWAVE
COMMON /SLOW/ BP, BS, BR, BP2, BS2, BSP
COMMON /GEMG/ X, Y, Z, QS, QC, RO, R
COMMON /TIME/ T1P, T1S, T1H, THM
C
U1H = 0.
IF ( ( T .LE. T1H ) .OR. ( T .GE. THM ) ) RETURN
IF (T .LE. TIS ) THEN
U1H = SUMH0 (QH)
ELSE
QJ = SQRT ( T * T - T1S * T1S ) / R
U1H = SUMH1 (QJ, QH )
END IF
RETURN
C
END
C
C
C
C
C
FUNCTION U2 (T)

```

C
IMPLICIT COMPLEX (C)
COMMON /IDEX/ IWAVE
COMMON /SLOW/ BP, BS, BR, BP2, ES2
COMMON /GEMF/ YP, ZP, FS, FC
COMMON /GEMG/ X, Y, Z, QS, QC
COMMON /TIME/ TDUM(4), T2
COMMON /FACT/ EDUM(2), AFR, AFI, AFP, AFS
C

C

IWAVE \(=1\)
\(\mathrm{TP}=\mathrm{T}-\mathrm{X} * \mathrm{BR}\)
\(\mathrm{TEM}=\operatorname{SQRT}\) (TP * TP + AFP)
\(\mathrm{CAF}=\mathrm{AFR} * \mathrm{TP}+\mathrm{CI} * \mathrm{AFI} * \mathrm{TEM}\)
\(\mathrm{CAFT}=\mathrm{AFR}+\mathrm{CI} * \mathrm{AFI} * \mathrm{TP} / \mathrm{TEM}\)
\(C X \quad=C I * B R\)
\(\mathrm{CY}=\mathrm{CI} * \mathrm{CAF} / \mathrm{QC}\)
\(\mathrm{CXY}=\mathrm{CX} * \mathrm{CX}+\mathrm{CY} * \mathrm{CY}\)
\(\mathrm{CZP}=\mathrm{SQRT}(\mathrm{BP} 2+\mathrm{CXY})\)
\(\mathrm{CZS}=\mathrm{SQRT}(\mathrm{BS} 2+\mathrm{CXY})\)
CALL SOURCV ( CX, CY, CXY, CZP, CZS, CR, CF )
\(\mathrm{CG}=(\mathrm{CI} * \mathrm{CY} * \mathrm{FC}+\mathrm{CZP} * \mathrm{FS}) * \mathrm{CR}\)
\(\mathrm{U} 2=\operatorname{REAL}(-\mathrm{CI} * \mathrm{CF} * \mathrm{CAFT} / \mathrm{CG})\)
C
C
CONICAL S WAVE CONTRIBUTION
IWAVE \(=2\)
TEM \(=\operatorname{SQRT}(\mathrm{TP} * \mathrm{TP}+\mathrm{AFS})\)
\(\mathrm{CAF}=\mathrm{AFR} * \mathrm{TP}+\mathrm{CI}\) * \(\mathrm{AFI} * \mathrm{TEM}\)
CAFT \(=\mathrm{AFR}+\mathrm{CI} * \mathrm{AFI} * \mathrm{TP} / \mathrm{TEM}\)
\(\mathrm{CX}=\mathrm{CI}\) * BR
\(\mathrm{CY}=\mathrm{CI} * \mathrm{CAF} / \mathrm{QC}\)
\(\mathrm{CXY}=\mathrm{CX} * \mathrm{CX}+\mathrm{CY} * \mathrm{CY}\)
\(\mathrm{CZP}=\mathrm{SQRT}(\mathrm{BP} 2+\mathrm{CXY})\)
CZS \(=\) SQRT ( BS2 + CXY )
CALL SOURCV ( CX, CY, CXY, CZP, CZS, CR, CF )
\(\mathrm{CF}=\mathrm{CF} / \mathrm{CZS}\)
\(\mathrm{CG}=(\mathrm{CI} * \mathrm{CY} * \mathrm{FC}+\mathrm{CZS} * \mathrm{FS}) * \mathrm{CR}\)
\(\mathrm{U} 2=\mathrm{U} 2+\operatorname{REAL}(-C I * C F * C A F T / C G)\)
RETURN
C
END
C
C
C
C
FUNCTION ..... U2H (T)
    IMPLICIT COMPLEX (C)
    COMMON /IDEX/ IWAVE
    COMMON /SLOW/ BP, BS, BR, BP2, BS2
    COMMON /GEMF/ YP, ZP, FS, FC
    COMMON /GEMG/ X, Y, Z, QS, QC
    COMMON /TIME/ TDUM(5), T2S, T2H
    COMMON /FACT/ FDUM(2), AFR, AFI, AFP, AFS
C
C
    Data CI / (0., 1.) /
    \(\mathrm{U} 2 \mathrm{H}=0\).
    IF ( ( T.LE. T2H) .OR. (T.GE. T2S ) ) RETURN
C
C PLANE hEAD WAVE CONTRIbUTion
C
    IWAVE \(=2\)
    \(T P=T-X * B R\)
    TEM = SQRT ( AFS - TP * TP )
C
    IF ( Y .GE. 0.) THEN
        \(\mathrm{AFH}=\mathrm{AFR} * \mathrm{TP}\) - AFI * TEM
        \(\mathrm{AFHT}=\mathrm{AFR}+\mathrm{AFI} * \mathrm{TP} / \mathrm{TEM}\)
        SGNP \(=-1\).
    ELSE
        \(\mathrm{AFH}=\mathrm{AFR} * \mathrm{TP}+\mathrm{AFI} * \mathrm{TEM}\)
        \(\mathrm{AFHT}=\mathrm{AFR}-\mathrm{AFI} * \mathrm{TP} / \mathrm{TEM}\)
        \(\operatorname{SGNP}=1\).
    END IF
C
    \(\mathrm{CX}=\mathrm{CI} * \mathrm{BR}\)
    \(\mathrm{CY}=\mathrm{CI} * \mathrm{AFH} / \mathrm{QC}\)
    \(\mathrm{CXY}=\mathrm{CX} * \mathrm{CX}+\mathrm{CY} * \mathrm{CY}\)
    CZP \(=\) SGNP * CI * SQRT (ABS ( REAL (BP2 + CXY ) ) )
    \(\mathrm{CZS}=\mathrm{SQRT}(\mathrm{ABS}(\mathrm{REAL}(\mathrm{BS} 2+\mathrm{CXY})\) ) )
    CALL SOURCV (CX, CY, CXY, CZP, CZS, CR, CF )
    \(\mathrm{CF}=\mathrm{CF} / \mathrm{CZS}\)
    \(\mathrm{CG}=(\mathrm{CI} * \mathrm{CY} * \mathrm{FC}+\mathrm{CZS} * \mathrm{FS}) * \mathrm{CR}\)
    \(\mathrm{U} 2 \mathrm{H}=\mathrm{REAL}(-\mathrm{CI} * \mathrm{CF} * \mathrm{AFHT} / \mathrm{CG})\)
    RETURN
C
    END
C
```

COMMON /IDEX/ IWAVE
COMMON /SLOW/ BP, BS, BR, BP2, BS2
COMMON /GEMF/ YP, ZP, FS, FC
COMMON /GEMG/ X, Y, Z, QS, QC
COMMON /TIME/ TDUM(5), T3P, T3S
COMMON /FACT/ FDUM(6), BTR, BTI, S2R, S2I, S2P, S2S

```
\(\mathrm{U} 3=0\).
    IF ( (Y.LE. O.) .OR. (YP.LE. 0.) .OR. (T.LE. T3P ) )
+ RETURN

IWAVE \(=2\)
TEM \(=\) SQRT ( T * T - T3S * T3S )
CBT \(=\mathrm{BTR} * \mathrm{~T}+\mathrm{CI} * \mathrm{BTI} * \mathrm{TEM}\)
\(\mathrm{CBTT}=\mathrm{BTR}+\mathrm{CI} * \mathrm{BTI} * \mathrm{~T} / \mathrm{TEM}\)
CSG = S2R * CBT + S2I * SQRT (S2S - CBT * CBT )
\(\mathrm{CX}=\mathrm{CI} * \mathrm{CSG} * \mathrm{QC}+\mathrm{CI} * \mathrm{CBT} * \mathrm{QS}\)
\(\mathrm{CY}=\mathrm{CI} * \mathrm{CSG} * \mathrm{QS}-\mathrm{CI} * \mathrm{CBT} * \mathrm{QC}\)
\(\mathrm{CXY}=\mathrm{CX} * \mathrm{CX}+\mathrm{CY} * \mathrm{CY}\)
\(\mathrm{CZP}=\mathrm{SQRT}(\mathrm{BP} 2+\mathrm{CXY})\)
CZS \(=\) SQRT ( BS2 + CXY )
CALL SOURCV ( CX, CY, CXY, CZP, CZS, CR, CF )
\(\mathrm{CF}=\mathrm{CF} / \mathrm{CZS}\)
\(\mathrm{CG}=(\mathrm{CI} * \mathrm{CX}+\mathrm{BR}) *(\mathrm{CSG} * \mathrm{FS} / \mathrm{CZS}+\mathrm{QS} * \mathrm{FC}) * \mathrm{CR}\)
\(\mathrm{U} 3=\mathrm{U} 3+\mathrm{REAL}(-\mathrm{CI} * \mathrm{CF} * \mathrm{CBTT} / \mathrm{CG})\)
RETURN
C
END
C
CYLINDRICAL P WAVE CONTRIBUTION
```

IWAVE = 1
TEM = SQRT ( T * T - T3P * T3P )
CBT = BTR * T + CI * BTI * TEM
CBTT = BTR + CI * BTI * T / TEM
CSG = S2R * CBT + S2I * SQRT ( S2P - CBT * CBT )
CX = CI * CSG * QC + CI * CBT * QS
CY = CI * CSG * QS - CI * CBT * QC
CXY = CX * CX + CY * CY
CZP = SQRT ( BF2 + CXY )
CZS = SQRT ( BS2 + CXY )
CALL SOURCV ( CX, CY, CXY, CZP, CZS, CR, CF )
CG = (CI * CX + BR ) * ( CSG * FS / CZP + QS * FC ) * CR
U3 = REAL ( -CI * CF * CBTT / CG )

```
IF ( T . LE. T3S ) RETURN
CYLINDRICAL S WAVE CONTRIBUTION

\section*{FUNCTION U3H (T)}

C
IMPLICIT COMPLEX (C)
COMMON /IDEX/ IWAVE
COMMON /SLOW/ BP, BS, BR, BP2, BS2
COMMON /GEMF/ YP, ZP, FS, FC
COMMON /GEMG/ \(\mathrm{X}, \mathrm{Y}, \mathrm{Z}, \mathrm{QS}, \mathrm{QC}\)
COMMON /TTME/ TDUM(6), T3S, T3H
COMMON /FACT/FDUM(6), BTR, BTI, S2R, S2I, S2P, S2S

IWAVE \(=2\)
TEM \(=\) SQRT (T3S *T3S - T * T )
DATA CI / (0., 1.) /
\(\mathrm{U} 3 \mathrm{H}=0\).
IF ( (Y.LE. 0.) .OR. (YP.LE. O. ) ) RETURN
IF ( ( T . LE. T3H ) .OR. ( T .GE. T3S ) ) RETURN
PLANE HEAD WAVE CONTRIBUTION

IF ( \(X . G E .0\).\() THEN\)
\(\mathrm{BTH}=\mathrm{BTR} * \mathrm{~T}-\mathrm{BTI} * \mathrm{TEM}\)
\(\mathrm{BTHT}=\mathrm{BTR}+\mathrm{BTI} * \mathrm{~T} / \mathrm{TEM}\) SGNP \(=-1\).
ELSE
BTH \(=\mathrm{BTR} * \mathrm{~T}+\mathrm{BTI} * \mathrm{TEM}\)
\(\mathrm{BTHT}=\mathrm{BTR}-\mathrm{BTI} * \mathrm{~T} / \mathrm{TEM}\)
\(\mathrm{SGNP}=1\)
BTH \(=\mathrm{BTR} * \mathrm{~T}+\mathrm{BTI} * \mathrm{TEM}\)
BTHT \(=\mathrm{BTR}-\mathrm{BTI} * \mathrm{~T} / \mathrm{TEM}\)
SGNP \(=1\).
END IF
C
\(\mathrm{CSG}=\mathrm{S} 2 \mathrm{R} * \mathrm{BTH}+\mathrm{S} 2 \mathrm{I} * \mathrm{SQRT}(\mathrm{S} 2 \mathrm{~S}-\mathrm{BTH} * \mathrm{BTH})\)
\(\mathrm{CX}=\mathrm{CI} * \mathrm{CSG} * \mathrm{QC}+\mathrm{CI} * \mathrm{BTH} * \mathrm{QS}\)
\(C Y=C I * C S G * Q S-C I * B T H * Q C\)
\(\mathrm{CXY}=\mathrm{CX} * \mathrm{CX}+\mathrm{CY} * \mathrm{CY}\)
\(\mathrm{CZP}=\mathrm{SGNP}\) * CI * SQRT (ABS ( REAL (BP2 + CXY) ) )
\(\mathrm{CZS}=\operatorname{SQRT}(\mathrm{ABS}(\operatorname{REAL}(\mathrm{BS} 2+\mathrm{CXY})))\)
CALJ SOURCV ( CX, CY, CXY, CZP, CZS, CR, CF )
\(\mathrm{CF}=\mathrm{CF} / \mathrm{CZS}\)
\(C G=(C I * C X+B R) *(\mathrm{CSG} * \mathrm{FS} / \mathrm{CZS}+\mathrm{QS} * \mathrm{FC}) * \mathrm{CR}\) \(\mathrm{U} 3 \mathrm{H}=\mathrm{REAL}(-\mathrm{CI} * \mathrm{CF} *\) BTHT / CG )
RETURN
END
C
C
C
C
C
```

    FUNCTION SUMPS (QJ)
    C
C
C
100 CONTTNUE
SUMPS = WT * SUM
RETURN
END
C
C
C
C
C
C
IMPLICIT COMPLEX (C)
COMMON T
COMMON /IDEX/ IWAVE
COMMON /SLOW/ BP, BS, BR, BP2, BS2, BSP, B2
COMMON /GEMF/ YP, ZP, FS, FC
COMMON /GEMG/ X, Y, Z, QS, QC, RO, R, R2
COMMON /FACT/ SGR, SGI
C
C
C
TEM = SQRT ( T * T - TQ2 )
CSG = SGR * T + CI * SGI * TEM
CX = CI * CSG * QC - Q * QS
CY = CI * CSG * QS + Q * QC
CXY = CX * CX + CY * CY
CZP = SQRT ( BP2 + CXY )
CZS = SQRT ( ES2 + CXY )
CALL SOURCV ( CX, CY, CXY, CZP, CZS, CR, CF )
C
IF (IWAVE .EQ. 1 ) THEN
CG=(CI*CX + BR )*(CI*CY*FC + CZP * FS )* CR
FCTN = REAL (CF * CZP / CG )
ELSE
CG = ( CI * CX + BR ) * ( CI * CY * FC + CZS * FS ) * CR
FCTN = REAL (CF / CG )
END IF
C
RETLRN
END
C
C

```
```

C
FUNCTION SUMHO (QH)
C
C
SUM $=0$.
DO $100 \quad \mathrm{I}=1, \mathrm{NH}$
SUM = SUM + WH(I) * FCTNH ( PH(I) * QH )
100 CONTINLE
SUMHO = QH * SLM
C
RETURN
END
C
C
C
C
C
C
C
C
SUM = 0.
DO 100 I = 1, NH
Q = QC + PH(I) * QL
QQJ =SQRT (Q - QJ)
SUM =SCM + WH(I) * (FCTNH (Q) + FCTNH (-Q)) * QQJ
100 CONTTNUE
SUMH1 = SQRT (QL) * SUM
C
RETURN
END
C
C
C.-----------------m------------------------------------------------------------------------
C
C
FUNCTION FCTNH (Q)
C
IMPLICIT COMPLEX (C)
COMMON T
COMMON /SLOW/ BP, BS, BR, BP2, BS2
COMMON /GEMF/ YP, ZP, FS, FC
COMMON/GEMG/ X, Y, Z, QS, QC, RO, R, R2
COMMON /FACT/ SGR, SGI
C
DATA CI / (0., 1.)/

C

```
    TQ2 = R2 * ( BS2 + Q * Q )
```

    TEM \(=\operatorname{SQRT}(\mathrm{TQ} 2-\mathrm{T} * \mathrm{~T})\)
    SGH \(=\) SGR * T - SGI * TEM
    SGHT \(=\) SGR + SGI * T / TEM
    \(C X=C I * S G H * Q C-Q * Q S\)
    \(C Y=C I * S G H * Q S+Q * Q C\)
    \(\mathrm{CXY}=\mathrm{CX} * \mathrm{CX}+\mathrm{CY} * \mathrm{CY}\)
    CZP \(=-C I\) * SQRT (ABS (REAL (BP2 + CXY ) ) )
    \(\mathrm{CZS}=\mathrm{SQRT}(\dot{\mathrm{ABS}}(\mathrm{REAL}(\mathrm{ES} 2+\mathrm{CXY})))\)
    CALL SOURCV ( CX, CY, CXY, CZP, CZS, CR, CF)
    \(\mathrm{CF}=\mathrm{CF} / \mathrm{CZS}\)
    \(\mathrm{CG}=(\mathrm{CI} * \mathrm{CX}+\mathrm{BR}) *(\mathrm{CI} * \mathrm{CY} * \mathrm{FC}+\mathrm{CZS} * \mathrm{FS}) * \mathrm{CR}\)
    FCTNH \(=\) REAL ( - CI * CF * SGHT / CG )
    C
RETLRN
END
C
C
C
C
C
SUBROUTINE SOURCV ( CX, CY, CXY, CZP, CZS, CR, CF )
C
IMPLICIT COMPLEN (C)
COMMON /IDEX/ IWAVE, IDISP, ISLIP
COMMON /GEMF/ DUM(2), FS, FC, FS2, FC2
C
Data CI ( $0 ., 1.) /$
C
$C S=C Z S$ * CZS + CXY
$C R=4 . * C Z P * C Z S * C X Y-C S ~ * C S$
C
GO TO (100, 200) ISLIP
C
100 CONTINUE
C
C STRIME-SLIP
C
C p-liave
IF ( IWAVE .EQ. 1 ) THEN
IF ( IDISP .EQ. 1 ) THEN
$\mathrm{CF}=-8$. * CI * CX * CX * CY * CZS * CS
$+8 . * \mathrm{CX} * \mathrm{CX} * \mathrm{CZP} * \mathrm{CZS}$ * FC
ELSE IF (IDISP.EQ. 2) THEN
$\mathrm{CF}=-8 . * \mathrm{CI} * \mathrm{CX} * \mathrm{CY} * \mathrm{CY} * \mathrm{CZS} * \mathrm{FS}$
+ 8. * CX * CY * CZP * CZS * FC
ELSE IF ( IDISP.EQ. 3) THEN
$\mathrm{CF}=-4 . * \mathrm{CX} * \mathrm{CY} * \mathrm{CS} * \mathrm{FS}$
$+\quad-4 . * C I * C X * C Z P * C S * F C$
END IF

```
C
S-KAVE
    ELSE
                IE {IDISP .EQ. 1 } THEN
                        CF=2.* CI * CY * ( CZS * CZS - CX * CX + CY * CY) * CS
+ + + 4.* *CZP * (CX * CX - CY * CY ) * CZS ) * FS
+ + (8. * CY * CY * CZP * CZS - 2.* CS * CS ) * CZS * FC
        ELSE IF (IDISP.EQ. 2) THEN
            CF}=2.*CI *CX * ( CZS * CZS + CX * CX - CY * CY ) * CS
                - 4.* CZP * (CX * CX - CY * CY) * CZS ) *FS
                                    - 8. * CX * CX * CZP * CZS * CZS * FC
        ELSE IF (IDISP.EQ. 3) THEN
                CF}=8. * CX * CY * CZP*CZS * CZS * FS
                        +4. * CT * CX * CZP * CS * CZS * FC
                END IF
            END IF
C
    RETURN
C
    200 CONTINUE
C
C DIP-SLIP
C
C P-WAVE
        IF (IWAVE.EQ. 1) THEN
                IF (IDISP .EQ. 1 ) THEN
                    CF}=-4.*CI*CX * CZS*(CZP*CZP + CY*CY) * FS2
                                    + 8. * CX * CY * CZP * CZS * FC2
                ELSE IF (IDISP.EQ. 2) THEN
                    CF = -4.* CI * CY * CZS * ( CZP * CZP + CY * CY ) * FS2
            + + 8.* CY * CY * CZP * CZS * FC2
                ELSE IF (IDISP .EQ. 3) THEN
                        CF = -2. * ( CZP* CZP + CY * CI ) * CS * ES2
            + - 4.* CI * CI * CZP * CS * FC2
                END IF
C S-WAVE
            ELSE
                IF ( IDISP.EQ. 1 ) THEN
                CF = 2.* CI * CX * ( CZS * CZS - CY * CY) * CS
            + + + 4.**CY**CY* CZP * CZSS % * FS2
                ELSE IF ( IDISP.EQ. 2 ) THEN
                CF=2. * CI * CY * ( (2. * CZS*CZS + CX * CX ) * CS
                            - 4. * CX * CX * CZP * CZS ) * FS2
            + + (8.* CX * CX * CZP * CZS - 2.* CS * CS ) * CZS * FC2
                ELSE IF (TDISP.EQ. 3) THEN
                    CF}=4.*CZP*CZS* (CXY + CY * CY ) * CZS * FS2
                                    + 4. * CI * CY * CZF * CS * CZS * FC2
                END IF
            END IF
C
    RETLRN
C
```
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