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PREFACE

The National Center for Earthquake Engineering Research (NCEER) is devoted to the expansion
and dissemination of knowledge about earthquakes, the improvement of earthquake-resistant
design, and the implementation of seismic hazard mitigation procedures to minimize loss of lives

and property. The emphasis is on structures and lifelines that are found in zones of moderate to
high seismicity throughout the United States.

NCEER'’s research is being carried out in an integrated and coordinated manner following a
structured program. The current research program comprises four main areas:

Existing and New Structures

» Secondary and Protective Systems
Lifeline Systems

Disaster Research and Planning
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This technical report pertains to Program 1, Existing and New Structures, and more specifically
to reliability analysis and risk assessment.

The long term goal of research in Existing and New Structures is to develop seismic hazard
mitigation procedures through rational probabilistic risk assessment for damage or collapse of
structures, mainly existing buildings, in regions of moderate to high seismicity. This work relies
on improved definitions of seismicity and site response, experimental and analytical evaluations
of systems response, and more accurate assessment of risk factors. This technology will be
incorporated in expert systems tools and improved code formats for existing and new structures.
Methods of retrofit will also be developed. When this work is completed, it should be possible to
characterize and quantify societal impact of seismic risk in various geographical regions and

large municipalities. Toward this goal, the program has been divided into five components, as
shown in the figure below:

Program Elements: Tasks:
Earthquake Hazards Estimates,
Seismicity, Ground Motions Ground Motion Estimates,
and Seismic Hazards Estimates New Ground Mdtion Instru@ntatlon,
Earthquake & Ground Motion Data Base.
Geotechnical Studies, Soils Site Response Estimales,
. P Large Ground Deformation Estimates,
and Soil-Structure Interaction — Soil-Structure interaction.
¥y
. Typical Structures and Critical Structural Components:
Sys.}em Response'. - Testing and Analysis;
Testing and Analysis Modern Analytical Tools.
Vulnerabiiity Analysis,
Y Yy Vv
Reliability Analysis - - :d::‘s“‘y Analysis,
. isk Assessment,
and Risk Assessment ' Code Upgrading.
Architectural and Structural Design,
Expert Systems Evaluation of Existing Buikdings.
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Reliability analysis and risk assessment research constitutes one of the important areas of Exist-
ing and New Structures. Current research addresses, among others, the following issues:

1. Code issues - Development of a probabilistic procedure to determine load and resistance
factors. Load Resistance Factor Design (LRFD) includes the investigation of wind vs.
seismic issues, and of estimating design seismic loads for areas of moderate to high
seismicity.

2. Response modification factors - Evaluation of RMFs for buildings and bridges which
combine the effect of shear and bending.

3. Seismic damage - Development of damage estimation procedures which include a global
and local damage index, and damage control by design; and development of computer
codes for identification of the degree of building damage and automated damage-based
design procedures.

4. Seismic reliability analysis of building structures - Development of procedures to evalu-
ate the seismic safety of buildings which includes limit states corresponding to service-
ability and collapse.

5. Retrofit procedures and restoration strategies.

6. Risk assessment and societal impact.

Research projects concerned with reliability analysis and risk assessment are carried out to
provide practical tools for engineers to assess seismic risk to structures for the ultimate purpose
of mitigating societal impact.

This study presents the results from implementing a number of system identification algorithms
to experimental data. The experiments were carried out under controlled laboratory conditions.
The data set consisted of acceleration records measured at various floor levels of multistory
buildings. Each of these records was analyzed using four different system identification tech-
niques. This procedure helped emphasize the importance of accelerogram placement on obtain-
ing useful measurements. The sensitivity of each of the system identification algorithms to
accelerogram placement was also investigated.

The four system identification techniques used were the extended Kalman filter, the maximum
likelihood estimation, the recursive least squares and the recursive instrumental variable. The
program EXKAL?2 implemented the extended Kalman filter, and program LINEARID was used
for the maximum likelihood estimation. Two variants of the recursive least squares, recom-
mended in the literature by various investigators, were also implemented. The first one provides
for an exponential phasing out of old data, while the second one discards old data in batches
using a moving window of varying size. Furthermore, a variant of the recursive instrumental
variable technique which resulted in an improved instrumental variable series was implemented.
A comparative study of the performance and the accuracy of these techniques was also carried
out. In addition, the program MUMOID was used to identify model parameters from the meas-
ured data. This program implements a maximum likelihood algorithm with a moving window to
track time variation of system parameters. Finally, a method based on curve-fitting a rational
polynomial to the frequency response function allowed a comparison of the above techniques to
one of the most widely used methods.
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Abstract

The investigation reported herein looks into the application of a number of system identi-
fication techniques to problems of earthquake engineering.

A number of techniques for structural system identification have been developed over
the past few years. Many of these techniques have been successful at identifying properties
of linearized and time-invariant equivalent structural systems. Most of these techniques
were verified using mathematical models simulated on the computer.

In this paper, a number of structural identification algorithms are reviewed and applied
to the identification of structural systems subjected to earthquake excitations. The algo-
rithms are applied to experimental data obtained in controlled laboratory conditions. The
data pertains to the acceleration records from two building models subjected to various
loading conditions. The performance of the various identification algorithms is critically
assessed and guidelines are obtained regarding their suitability to various engineering
applications.
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Section 1

Introduction

Recent vears have witnessed a resurgence in research activity in connection with structural
system identification. The bibliography at the end of the report is a representative cross-
section of the various research thrusts in this context. as well as in adjacent fields having a
close connection to structural dvnamics. This flurry of activity can be intimately related to
the trend for increased availability and capability of computational facilities. Indeed. the
enhancement in computing resources has made it possible both to acquire and analyse
large data bases as well as to develop sophisticated computational models of phvsical
systems. The effect of these developments on structural engineering research continues
to be substantial. Specifically. in relation to earthquake engineering. where a large number
of data sets consisting of measured acceleration records are available, the effect has been the
developments of a number of algorithms to enhance the quality and quantity of information
extracted from these records. The trend in structural system identification has been to
couple these algorithms with computer simulation models for structural systems. This
practice has helped both in verifving the svstem identification algorithms by applying them
to simulated structures with preset parameters and also in calibrating computer models
for real structures by identifving their parameters from field measurements. As useful as
this procedure has been. it should be viewed with caution to the extent that computer
models are at best an approximation of real structures. Even the most sophisticated such
models are likely to be put to a hard test when subjected to such harsh and unpredictable
environmental conditions as exist during an earthquake. This is mainly due to the fact that
the continual damage sustained by a structure during an earthquake causes a degradation
in the performance of the structure which is usually not tractable even with the most
sophisticated structural analysis computer programs. In addition to emphasizing the need
for structural 1dentification techniques that provide for time varving parameters, this fact
underlines the need to verify. experimentally, both the identification algorithms and the
structural analysis computer programs.

In two previous reports, a number of system identification algorithms were developed in
the context of structural dynamics (Yun and Shinozuka, 1990; Maruyama et.al 19389).
These algorithms included a number of off-line techniques such as the ordinary least
squares method, the instrumental variable method, the maximum likelihood method, and
the extended Kalman filter method. These methods were incorporated into two system
identification computer programs, LINEARID and EXKAL2. Two on-line techniques are
developed for the present study, namely the recursive least squares and the recursive
instrumental variable methods. Two variations on the recursive least squares are also
implemented, as 1s a variation on the instrumental variable method. The choice of the
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above methods was based on an extensive review and analysis of the literature pertaining
to system identification with the main criteria being accuracy and adaptability to the
context of structural dynamics.

It is the purpose of this study to present the results from implementing a number of
these system identification algorithms to experimental data. The experiments reported
herein were carried out under controlled laboratory conditions.

The data set from each of the experiments consisted of acceleration records measured at
various floor levels of multistory buildings. Each of these records was analysed using four
different system identification techniques. This procedure helped emphasize the importance
of accelerogram placement on obtaining useful measurements. The sensitivity of each of
the system identification algorithms to accelerogram placement was also investigated.

The four system identification techniques which were used in this study consisted of
the extended Kalman filter, the maximum likelihood estimation, the recursive least squares
and the recursive instrumental variable. The program EXKAL2 implemented the extended
Kalman filter, and program LINEARID was used for the maximum likelihood estimation.
Two variants of the recursive least squares. recommended in the literature by various
investigators, were also implemented. The first one provides for an exponential phasing out
of old data, while the second one discards old data in batches using a moving window of
varying size. Furthermore, a variant of the recursive instrumental variable technique which
resulted in an improved instrumental variable series was implemented. A comparative study
of the performance and the accuracy of these techniques was also carried out. In addition
to the above techniques, the program MUMOID (DiPasquale and Cakmak 1987), was also
used to identify model parameters from the measured data. This program implements a
maximum likelihood algorithm with a moving window to track time variation of system
parameters. Finally, a method based on curve-fitting a rational polvnomial to the frequency
response function allowed a comparison of the above techniques to one of the most widely
used methods.

It should be noted that the methods indicated above, and which were implemented in
this study. are not the only available methods for estimating the parameters of a structural
system. Other methods include the weighted least squares (Isserman, 1974; Goodwin and
Payne, 1977), the recursive maximum likelihood technique (Kashyap, 1970; Saridis, 1974).
Recently, variations on the recursive maximum likelihood algorithm were implemented in
the context of earthquake engineering (Lee, 1990; Lee and Yun, 1991; Yun et.al, 1991), and
were used to identify a multi-input multi-output (MIMO) system.
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Section 2

Mathematical Model for the
Structural System

A generic mathematical model suitable for most physical systems can be represented by

the following equation

Llu) = £(1) (2.1)

where f(t) is an input to the system which generates a corresponding output u(t). and £[.]
denotes the functional relationship between the input and the output. The ultimate purpose
of any system identification technique is to determine an algorithm which can be used to
forecast the response of the system under consideration to any given input. In other words.
it should provide a mean of evaluating the functional £ [.]. Such a task can be accomplished
in a number of ways, all of which provide, by necessity, only approximations to £[.]. The
suitability of one or the other of these alternatives must be judged in relation to the purpose
to which the mathematical model will be utilized. For example, if equation (2.1) is to be
used in conjunction with an open loop control algorithm, then a finite difference model
for this equation is called for. Indeed, in most such control strategies, it is a certain norm
of the response which is to be monitored and the underlying mechanics can usually be
treated as a black box operator. On the other hand, if a system identification process
is needed to calibrate a structural design program, then a differential equation model is
more appropriate for equation (2.1) since most such design aids are themselves based on the
differential equation governing the mechanics of the structural system. Yet another purpose
for svstem identification may be the assessment of the damage inflicted on a structure by
some outside agent. Depending on the form of the particular damage index utilized in
the process, one or the other of the possible formulations will be more suitable. In the
remainder of this section, a discussion 1s presented of these two modeling strategies, namely
differential equation models and difference equation models. Relationships establishing
transformations between them are also developed.

The class of structures that fall within the scope of the present investigation can be
adequately modeled by the following N-dimensional system of equations which describes
the motion of the structure,

Mii + Cu + Ku + gu,a] = £(2). (2.2)

Here, M denotes the inertia matrix associated with the structure, C denotes the corre-
sponding viscous damping matrix and K the stiffness matrix. Furthermore, the vector
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f(¢) denotes the externally applied forces, and g [u, 0] is a vector whose components are
nonlinear functions of the structural displacement u and its first derivative u. The matrix
form in which equation (2.2) is cast is usually derived from a partial differential equation
of the continuum through a discretization procedure such as the Finite Element Method
or the Boundary Element Method. Implicit in this discrete form is the assumption that
only N degrees of freedom of the structure are significant in the pursuant analysis. For
certain applications, it is more expedient to rewrite equation (2.2) using a state space
representation, resulting in the following equation

Az = h [Z} . (23)

z:{g}. (2.4)

The functional g[.] can provide for anticipated nonlinear behavior of the physical system.

In most instances, equation (2.2) provides merely an approximation to the behavior
of the real structure. The level of this approximation being a function of, among others,
the adequacy of the discretization process, the appropriateness of the functional g[.] at
modeling the nonlinear behavior of the system, as well as other uncertainties related to
the mechanics of the system. In some cases, it may be appropriate to account for the
uncertainty of the model expressed in equation (1) by adding a term to the equation which
represents an effective mathematical modeling noise, leading to the equation,

where,

Mi + Cu + Ku + gu.u] = f(t) + w(?). (2.5)

Obviously, the term w(?) in the above equation can also be used to model an additive noise
to the excitation process f(¢). In this case. the noise may be attributed to unmeasured
environmental factors. The most useful form for this noise process has proven to be a
zero-mean stationary Gaussian white noise.

For the purpose of structural identification, measurement devices are placed at certain
locations throughout the structure. Their number, denoted herein by M, is usually less
than the number N of degrees of freedom of the structure. This is due to both the
expense associated with additional measurements, as well as to the fact that theoretically,
each measured record contains enough information to permit the identification of all the
unknown parameters. Measurement noise is usually associated with the measurement
process, leading to the following observation equation which relates the observation vector
at the ¢** observation time interval to the response vector at that instant,

yvi = Hu; + e;. (2.6)

In the above equation, H is a matrix which reflects the location of the measurement devices
in relation to the structural nodes, and the associated amplification or attenuation factors,
and e; is a vector denoting the measurement noise and is usually assumed to be a zero-
mean Gaussian white noise. The term U in equation (2.6) reflects the fact that in typical
earthquake engineering applications, it is the accelerations that are usually monitored.
Also, the discrete form of the equation is commensurate with the form of data retrieval and
storage used in practical applications. A continuous form of the observation equation can

2-2



be used in the theoretical development. It would not, however, correspond to a realistic
situation.

The structural svstem identification problem can then be stated as follows: to infer
about the parameters of the model used to represent the system using noise corrupted
observations of the response and its associated input.

Alternatively. the identification problem can be cast completely in terms of the observed
mput and output. without any reference to the underlying mechanics or the associated
differential equation. This approach provides an algorithm which permits forecasts of the
response of the structure that are compatible, in some sense, with measured past input
and output. A general form of this model is obtained by making the i observation of the
response a function of & previous observations of the output, [ previous observations of the
input, the current input observation and also a function of m previous observations of the
prediction error e. This can be expressed by the equation

Vi = YVi(Vie1so o Yier Lo fis e, ieisn) (2.7)

In the above equation. the subscript ¢ on the functional ); provides for time variation in
the structure of the model. The inclusion of the prediction error in the argument list of the
functional ); allows the prediction algorithm to learn from its previous errors. Equation
(2.7) describes what has recently come to be known as state-dependent models (Priestley,
1980). This class of models is fairly general in that a minimum number of restrictions
is imposed on the form of the functional };. The finite memory assumption implicit in
this equation is not a severe restriction and can be made to fit most physically realizable
situations. As a special case of this model, the bilinear and the threshold autoregressive
models can be obtained. Also. for the special case where ) is a linear functional of its
arguments. the autoregressive (AR) or autoregressive moving average (ARMA) models are
obtained, depending on which coefficients in the model are zero. A class of models referred
to as the prediction error models is obtained for the special case where equation (7) can be
rewritten as (Goodwin and Payne, 1977)

vi = YVi(yict, - Yi-nfo o fin) + e (2.8)

Obviously, the more complicated the form of the functional );, the more sophisticated the
model is, but also the more specialized and less robust it is. In the important case of a
linear functional relationship, equation (2.7) can be conveniently rewritten as

T .
y: = 02- X; + e (29)
where 8; i1s a matrix of the coefficients in the linear expansion, and

X; = [yz'—la--->Yi—k7fi~,--->f'i——l] . (210)

Equation (2.6) involves the output of the system which has to be replaced by its estimated,
or predicted, values, hence the error term appearing in that equation is also referred to
as a prediction error. Since equations (2.2) and (2.7) are mathematical expressions of
the same physical problem, an equivalence, in some sense, should be anticipated between
them. Depending on the dimension of the observation space, this equivalence can take one
of many forms. Also, the extent of the desired equivalence is problem dependent and is
usually limited to the equivalence of the predicted output of a linearized version of these
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equations. One of the most prevalent approaches for establishing this equivalence consists
of integrating a linearized version of equation (2.2), and expressing the response at the end
of a time interval ¢ as a linear combination of the response at the end of the two previous
time intervals. Accordingly, the following difference equation is obtained

u, = Aju;y + Ajuiy + Bifiy + Bofiy + wi, (2.11)

where w; denotes a discrete white noise process. Note that since the above equation is
obtained by integrating the equation of motion, it involves prediction for all the degrees
of freedom of the system, which must therefore be observable. Once the coefficients in
equation (2.11) have been evaluated, the difference equation is identified with a special
form of equation (2.7), and a correspondence is established between these coefficients and
the physical coefficients appearing in equation (2.2). In most practical situations. however,
a limited number of degrees of freedom is monitored, as described by equation (2.6), and
the above procedure for establishing an equivalence between the two equations breaks
down since each of the equations contains a different amount of information. Another
approach for achieving this purpose is obtained by noting that each measured record
contains, to a greater or lesser extent, information about all the structural parameters
of interest. Therefore, by matching the spectral density of the response of a linearized
verston of equation (2.2), with that of an appropriate linear difference equation model, a
system of equations is obtained from which a correspondence is then established between
this difference equation and the differential equation model. Thus the difference equation
associated with a scalar observable can be written as

N 2N
Doaryick + D bpfick = 0. (2.12)
k=0 k=0
The transfer function associated with equation (11) is given by the equation
2N 2
Z bkijk
H(z) = 222 . (2.13)

2N
Z a,kzk
k=0

Since the denominator in the above equation is a polynomial of order 2N, it possesses 2N
roots, which appear in complex conjugate pairs. These can be matched with the N roots
associated with the spectral density function of the response to the linearized version of
equation (2.2). The validity of this procedure depends on the peaks in the spectral density
of the excitation not coinciding with the poles of the transfer function. This will insure
that the rational polynomial in equation (2.13) is irreducible, and therefore that no system
pole is hidden by a dominant frequency of the excitation. Denoting the jth pole of H(z)
with positive imaginary part by z;, this procedure leads to the equation

5. = e(‘@y“}'+iWJ’M)At (2.14)

J

where §; and w; denote the percent of critical damping and the natural frequency, respec-
tively, associated with the j** mode of vibration of the structure, and ; = /—1. After some
algebraic manipulations, the following relationships are obtained
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At
_ (2.15)
5
& o= 2 2
A} o+ O
where At denotes the sampling rate, and
A= —%ln% = Arg[zy]
- (2.16)
b = —ilnzzr = —%ln{:j|2

Thus. from a knowledge of the coefficients in the difference equation (2.12). the modal
parameters of an equivalent linear system can be recovered. Note that by allowing the
coefficients to be a function of the observation step. evolution in time of the modal pa-
rameters can be monitored. Also note that if the vector form of equation (2.12) is used.
then the order of the expansion has to be reduced until the total number of unidentified
parameters is adequate for a one-to-one correspondence with the modal parameters to be
established. This is in essence what is expressed in equation (2.11), where the dimension
of the observation space is equal to N, thus restricting the order of the regression to two.
Note that equation (2.14) involves the implicit assumption that the motion of the
structural system is governed by a linear differential equation. Therefore, although equation
(2.12) may be an accurate representation of the input-output functional relationship of the
structure, the correspondence established in equation (2.15) is only valid to the extent that
the assumption of a linear differential equation with proportional damping. is adequate.
Specifically. it is noted that for z; real. a value of 100% is obtained for the corresponding
critical damping ratio ¢;. This eventuality should be viewed as a mathematical instability
with respect to deviations from the postulated linear model. This phenomena can be
physically explained by the nonlinear behavior of the structure which results in coupling
between the various modes, thus putting into question the validity of the modal damping
assumption (Nayfeh, 1985 ; Balachandran et.al, 1990, 1991; Anderson, 1991). It is re-
minded. however, that this instability does not carry over to the difference equation model,
as it is solely based on the observed data, and is a good predictor model to within the
specified optimality criterion. Furthermore it is noted that, according to equations (2.15)
and (2.16), whenever z; lies outside of the unit circle, the resulting damping has a negative
value. Again, this instability is not associated with a physical phenomena. In these cases,
the root in question was reflected back inside the unit circle according to the equation

vo= 2
ST LR (2.17)
This procedure has the merit of preserving the value of A; in equation (2.16), and therefore
reducing the corresponding variation in the estimated natural frequencies.

Of all the system identification techniques implemented in this study, only the extended
Kalman filter deals directly with the differential equation model of the structural system. It
also provides for the nonlinear behavior of the structure. All the other techniques start by
identifying a linear prediction model as in equation (2.12), from which the modal parameters
are subsequently obtained.
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Section 3

The Identification Algorithms

3.1 Extended Kalman Filter

The extended Kalman filter algorithm is derived from the state space form of the differential
equation of motion, as provided by equation (2.3). The algorithm has been extensively
used in the literature in relation to a large number of applications, both its theoretical
development and its convergence properties are well established (Ixalman. 1960: Kalman
and Bucy, 1961: Jazwinski. 1970: Yun and Shinozuka, 1980; Shinozuka, Yun, and Imali,
1982: Meinhold and Singpurwalla, 1983: Brown, 1983; Hoshiva and Saito. 1983; Sorenson,
1982, 1985: Ruymgaart and Soong, 1983; Soong, 1986; Hoshiva, 1987: Imai et.al, 1988;
Maruyama et.al, 1989; Bao, 1989). It is based on considering an extended state vector
which includes, in addition to the response vector and its derivative, all the parameters
to be identified. Starting from an initial guess, this extended state space is recursively
updated as new observations are made available. The update is based on the Kalman filter
formalism. The extended Kalman filter algorithm is summarized in this section. It has
been coded 1n program EXKAL?2 to estimate parameters for linear multi-degree-of-freedom
systems and hysteretic single-degree-of-freedom systems (Maruyvama, Yun, Hoshiya, and
Shinozuka. 1989).

. . trt1 .
Zig1k = Zgk T /t h [zﬂk] di (3.1)
k
Py = @iy P dffﬂw + Qi1 (3.2)

The term @4y is the state transition matrix which relates the state at time instant
k to the state at time instant & + 1. The state transition matrix implements the finite
difference mathematical model for the system dvnamics. Hence, it is a function of the
motion parameters as well as the physical parameters, and is linearized at each time step.
In the analyses performed herein, the state transition matrix is obtained by integrating
the equations of motion using the linear acceleration method. Since the accuracy of the
the linear acceleration method is dependent upon the size of the time step of integration,
the execution of the extended Kalman filter requires a smaller sampling interval than
many other parameter estimation methods. The state transition matrix can be obtained
approximately as
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dh (2] |
Proap = LT+ At|—r— (3.3)

d 2]

The filtered state Zj;qj541 and its error covariance matrix Pryijp41 can be estimated as

ik-}-l}k—}-l = ik+1;k + Kip [Ykﬂ - sz+1[k ] (3.4)

Pioiprr = [T — Kipr Mot ] Prgape [T = Kipr Miyr I+ KenRepn K, . (3.9)
In the above equations, K41 is the Kalman gain matrix which is defined as

Kiyi = PrapMiy, [Mk+1Pk+1[kMg+1 + Rk+1] (3.6)

and My is a matrix whose 7 row is given by the following equation

OH(Z)}
Zp =Lk

M, = { (3.7)

0z Ji
In all of the above equations, the subscript r+1x denotes a quantity evaluated at instant
k + 1 based on observation at instant k. The algorithm is started with an initial guess for
the parameters and the error covariance matrix. The convergence of the algorithm as well
as the final values are known to depend, to a great extent, on this inital guess.

3.2 Recursive Least Squares

The recursive least squares method consists of updating a least squares fit to the available
data, as more data is made available. The corresponding algorithm can be summarized by
the following equations (Jazwinski, 1970),

Orer = B + Ky [ yaer — xL416s | (3.8)
Xjr = [ =yk -+ = Yret Foor fo oo foi ] (3.9)
0. = [ar - aps bpss by oo biot ] (3.10)
Kppy = — ik (3.11)

1+ %7, PiXeq

P, = |I-P Xp+1Xj41 P, (3.12)
o T+ X PrXeqn ' o

In these equations, X4, represents a vector of the data available at the observation instant
k+1, 8 denotes a vector of the estimated linear regression coefficients with respect to Xj4+1,
and yi.1 denotes the newest output observation obtained at instant &+ 1. Furthermore, f;
denotes an observation of the input at instant k. The recursive least squares algorithm is
equivalent to the off-line least squares. It has the merit, however, of requiring the storage
of only a small portion of the data at any one time. In all the subsequent implementation
of this algorithm, a zero initial guess for the regression coefficients, and a diagonal matrix
with large elements (1000) for the matrix P were used.
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3.2.1 Recursive Least Squares with Exponential Memory

It can be shown that the estimates obtained using a least squares algorithm tend to be
biased unless the prediction errors are uncorrelated, which is seldom the case. The bias is
generally associated with the propagation of the initial error in the estimates. The effect
of this error can be substantially reduced by implementing a process whereby less weight is
given to older data. An exponential weighting function has been successfully implemented
to this end in a number of investigations. This technique is mathematically based on
minimizing the following loss function (Goodwin and Payne, 1977),

2
Si(8:) = aSia(6:) + (v —x[6:) | (3.13)

where the second term represents the error associated with the current observation, and
0 < o < 1. It can be shown that the cost function given by the above equation is equivalent
to the cost function given by the equation

k
Sk(0) = Y (yi—x1160) o" " (3.14)
i=1
The prediction equation remains the same as above and is given by
01 = 0 + Kipn { Vi1 = Xy O } : (3.15)
The gain matrix, however, is now given by the equation

PixXit1

K1 : (3.16)

T 3
a+ X Pexe
and the recursion for matrix P is given by

T

1 Xp+1Xp1q

Poyw = —|1I-P; =
« Q+Xk+1Pka+1

P . (3.17)

Values of « of 0.99 have been recommended in the literature. In the course of the present
research, values of a ranging from 0.7 to 0.99 were implemented.

3.2.2 Recursive Least Squares with Rectangular Window

Another modification of the least squares technique features a moving rectangular window
which effectively discards prior data in batches. In its original form, the rectangular window
algorithm requires the storage of all the data inside the current bandwidth of the window.
In situations where the sampling rate is very high, this procedure may be limited by memory
requirements. An alternative procedure, requiring the storage only of the information at
the beginning of the window can be derived. Thus, assuming a window bandwidth of
N observations, the prediction algorithm is given by the equations (Goodwin and Payne,
1977),

Orinsipe = Oringe + Kiongifr | Yo — X5 Ornps ] : (3.18)

Prnppxi .
sl , (3.19)
1+ % PrynpXs

Kk+N+1]k =
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X;;X}{

I+ X{Pk_i_leXk

Pioinyip = { I-Prinpi ] Pionp - (3.20)
In the above equations, the subscript r+~N|k denotes the estimate of a quantity based on
observation between & and & + N. When the size of the window has reached 2N, the first
N observations are discarded according to the equation

0 . -1 e -1 N 9 9
Orronipener = Proonvpan+t |[Priovp Orronvie — Pk+‘/\'+1|k9k+]\’+1;k} (3.21)

-1 _ p-1 -1 9 o

Pk+2]\’+1fk+]\’ = Pk+2]\7+1]k - Pk+N+1]k . (3.22)
By limiting the information from past observations, both the exponential window and the
rectangular window algorithms tend to eliminate the effect of the initial guess on subsequent
estimates.

3.3 Recursive Instrumental Variable

The least squares criterion for system identification can be viewed as a minimization of the
following norm of the prediction error

llel| = /e?dt. (3.23)

A useful generalization of this concept is to view the above integral as a weighted residual.
It is then apparent that a more flexible criterion for computing the coefficients of the
hypothesized model i1s obtained by using the following norm of the error

llel| = /e.fdt, (3.24)

where now f is a function which can be customized to suit a particular application. In the
above, continuous time was utilized only to emphasize the connection with the method of
weighted residuals widely known in engineering mechanics. A formulation for discrete time
problems is readily established by interpreting the above integrals as inner products and
rewriting equation (23) as

lel] = <e.f> (3.25)

where < , > denotes a suitable inner products and e and f denote either functions or
discrete series. In the system identification literature, the procedure described above has
been referred to as the template function method (Eykhoff, 1982). The Instrumental
variable method is obtained as a special case of the template function method. Specifically,
the weighting series is so chosen as to be minimally correlated with the error, while having
a large correlation with the output of the system, uncorrupted by the measurement errors.
It can be shown that this choice of template function has a number of desirable effects on
the statistical properties of the estimates. This is not to Imply that it is a trivial matter
to identify a weighting function or series having the properties of an instrumental variable.
Other weighting techniques have also been used in the literature (Beck and Jennings, 1980;
Werner et.al, 1987).
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3.3.1 Non-Filtered Instrumental Variables
The series given by the vector
vi = [ focr—t o foor fot o0 fr ] (3.26)

has been suggested as an instrumental variable series (Young. 1984). This series consists
of two observation blocks of the input separated by a lag of L observations. Assuming the
input to be uncorrelated with the observation noise. the above series obviously satisfies one
of the requirements for an instrumental variable. Furthermore, the lag parameter L can
be so adjusted as to achieve maximum correlation with the output series corresponding to
the svstem response. In this investigation. the parameter L was chosen in such a way that
the two observation blocks were adjacent and non-overlapping. The resulting recursion
algorithm is quite similar to the one derived for the recursive least squares, and 1s given by
the following equations

ék+1 = ék + Kip .Yk+1—Xg+1ék : (3.27)
where p
EXE41 :
K. \ 3.28)
* 1+ X%+1Pka+1 (
and

_ { XA"+1XAT~+1 ] a9

Py = |1I-P; = P, . (3.29)
1+ X}.~+1P1ka+1

It is important to note that although the recursive least squares can be shown to yield

identical results to the non-recursive least-squares. the same is not true for the recursive

instrumental variable algorithm.

3.3.2 Filtered Instrumental Variables

A more general implementation of the Instrumental variable technique can be achieved by
an instrumental variable series having the following form

vi= The - kot fo - Fo ], (3.30)

where hy, 1s a series so chosen as to maximize the correlation with the output of the system
while minimizing the correlation with the measurement noise. One way to achieve this goal
is to chose {h;} as the output of an auxiliary system which is a good approximation to the
real system. In this case, hy is given by the following recursive equation

he = Bive. (3.31)

where 3, denotes the parameters of the auxiliary system. In this investigation, they are
obtained from the estimated system parameters through the following algorithm (Isserman
et.al, 1974),

Brs1 = (1 =7)8; +76541 . (3.32)
Note that for v equal to 1, the auxiliary system coincides with the real, noise-corrupted,
system. Values of 4 between 0.03 and 0.1 have been suggested in the literature. In addition
to this range of values, values between 0.1 and 1 are also implemented in order to provide a
comprehensive assessment of the sensitivity of the algorithm, in the context of earthquake
engineering, to variations in 7.






Section 4

The Experiments

Two sets of experiments provided acceleration time histories for the verification of the above
parameter estimation algorithms. The experiments involved a three story steel building
model] and a five story reinforced concrete model. In all the experiments. accelerometers
measured the structural response at floor levels. Digital band-pass filters conditioned
the acceleration time histories after digital data acquisition. Filtering the low frequency
components is especially important in time-domain analyses since experimental acceleration
bias errors are physically meaningless in structural vibrations.

4.1 Three Story Building Model

The miniature three story building model has flexible steel walls and rigid aluminum floors.
The walls are welded to a rigid steel base and are connected to the aluminum floors via a
moment resisting clamp connection. The walls are 5in. tall. 2in. wide, and 0.036in. deep.
The floors are 0.5in. deep. 6in. long. and 4in. wide. A schematic of the model is depicted
in Figure (4.1). Each floor weighs 1.157 Ib. and the stiffness of the inter-story wall system
1s 3.32 1Ib/in. for each inter-story stiffness. The relative flexibility of the floors with respect
to the walls can be adequately approximated using a shear beam model.

4.1.1 Set-up Description

The test on the three story building model was carried out at the Department of Civil
Engineering and Operations Research at Princeton University. The model was rigidly fixed
to a horizontal shaking table. An elcetro-dynamic long stroke shaker actuated the table.
Its acceleration was controlled via a proportional gain analog feedback loop such that the
base shear of the structure would not influence the table’s motion. A 12-bit digital to
analog converter output pre-recorded time histories of wide-band random data and the
El Centro 1940 N-S accelerogram to the feed-back control network. A function generator
output swept sinusoidal data. The feed-back control network mixed the command input
and the response measured by a force-balance accelerometer on the shaker’s armature,
low-pass filtered the mixed signal, and sent it to the shaker’s power amplifier. A two
channel oscilloscope monitored the command input and the feed-back acceleration signals
to confirm that the shaker motion was tracking the command input and that feed-back
instabilities would not develop. Piezo-electric accelerometers on the shaker’s armature and
on each of the floor levels measured horizontal accelerations. A 12-bit multiplexing analog
to digital converter recorded the acceleration records at 1000 samples per second and stored
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Figure 4.1: Three Story Steel Building Model Subjected to Base Excitation.

Figure 4.1
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H Approximate Analytical Results H

Mode Frequency (Hz)
1 7.476
2 21.212
3 31.000

Table 4-1: Modal Parameters of the Three Story Building Model Using
Eigenvalue Analysis.

them directly on the hard disk of a networked workstation. Three data sets were obtained
corresponding to El Centro. swept sine, and a white noise input excitations. A 1024 point
Kaiser FIR band-pass filter was utilized to eliminate spurious frequencies below 0.5Hz.
and above 50Hz.. The filtered time histories were then used in the parameter estimation
algorithms. Figures (4.2)-(4.4) show the time histories of the input records and of the
measured accelerations at the various floors. The associated spectral densities are shown in
Figure (4.3)-(4.7). These were obtained by fitting an autoregressive model to the observed
data. Figure (4.8) shows the transfer function corresponding to the Kaiser filter used in
processing the measured data.

4.1.2 Dynamic Properties

An eigenvalue analysis of the three degree of freedom shear building model resulted in
approximate analytical modal data. Each aluminum floor weighed 1.173 1b. The four steel
columns were 1 inch wide, 0.035 inches deep, and 5 inches long. The first story height,
however, was 5.25 inches. In the discrete formulation of the problem, one-third of the
adjacent column mass was lumped to the floor mass and the mass matrix was diagonal. The
stiffness matrix was assembled assuming rigid floors. Estimates of the natural frequencies
obtained from solving the associated eigenvalue problem are shown in Table {4.1).

4.2 Five Story Building Model

Acceleration records from a recent large scale test of a five story reinforced concrete frame
structure were obtained from the Ketter Laboratory of the State University of New York
at Buffalo. A schematic of the building model is shown in Figure (4.9).

4.2.1 Set-up Description

The shaking table at SUNY-Buffalo incorporates multi axis control via hydraulic actuators.
Hence, rocking motion of the table caused by the over-turning moment of the structure
could be controlled. The Ketter Laboratory uses piezo-resistive accelerometers in large
scale structural vibration measurements since piezo-resistive accelerometers have steady
state and low frequency response. The two sets of horizontal floor level accelerations
obtained from the Ketter Laboratory correspond to excitation in the form of the El-Centro
1940 NS earthquake, and white noise excitation. The records were filtered so as to eliminate
very low and very high spurious frequencies. Figures (4.10) and (4.11) show the time series
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Measurements with White-Noise Input
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Figure 4.9: Five Story Reinforced Concrete Building Model Subjected to Base Excitation.

Figure 4.9
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1st Floor | 2nd Floor | 3rd Floor | 4th Floor | 5th Floor
Stiffness [b/in 32284 12362 11382 11314 12824
Mass (b — s2/in 3.29 3.29 3.29 3.29 3.39

Table 4-11: Physical Properties of the Five-Story Building Model Tested at SUNY
at Buffalo.

corresponding to the input motions and the measured output motions while Figures (4.12)-
(4.13) show the corresponding spectral densities.

4.2.2 Dynamic Properties

Table (4.2) presents the values of the individual floor stiffnesses and masses estimated
from measuring the physical dimensions of the various structural components. Based on
this data, and assuming a shear-type building model, the stiffness and mass matrices were
evaluated and found to be as follows,

658 0 0 0 0
0 63 0 0 0
M=| 0 0 63 0 0 |, (4.1)
0 0 0 658 0
0O 0 0 0 329
4646 —12362 0 0 0
~12362 23744 —11382 O 0
K = 0 —11382 22696 —11314 0 (4.2)
0 0 —11314 24138 —12824
0 0 0 —12824 12824

A rough approximation to the eigenvalues and eigenfunctions of the structure can be
obtained by solving the following generalized eigenvalue problem associated with an un-
damped model of the structure,

K¢ = w'Mo . (4.3)

In the above equation, w denotes the natural frequency of the structure, and ¢ denotes
the associated natural mode. The modal parameters estimated based on this approach are
shown in Table (4.3). Note that the procedure outlined above does not take into account
any dissipative mechanism in the structure, and therefore, the resulting estimates have to
be viewed with caution.
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H Approximate Analvtical Results H

Mode Frequency (Hz)
1 2.42
2 6.92
3 10.64
4 13.27
5 14.11

Table 4-I1I: Modal Parameters of the Five Story Building Model Using
Eigenvalue Analysis.
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Section 5

The Results

Except for the extended Kalman filter. all the parameter estimation techniques described in
section 3 involve two stages. In a first stage. the parameters of a linear prediction model are
computed. These represent the regression coefficients of each new observation on previous
observations. In the second stage, these coefficients are used to obtain approximations
to the modal parameters of a linear differential equation model of the structure. Again
it is emphasized that this second stage involves assumptions that cannot necessarily be
inferred from the measured data. Since the results associated with either section can be
useful in their own right, they are presented in two separate sections. The first section.
features an analysis of the coefficients associated with the various prediction models that
are implemented. Their behavior is numerically analysed. The second section concerns the
modal parameters, specifically the natural frequencies and damping ratios of the structures
analysed. However, since the programs LINEARID and MUMOID do not provide, as part
of their standard output, results pertaining to the coefficients of the linear prediction model,
only results featuring the modal estimates are shown in relation to these two programs.

5.1 Parameters of the Prediction Model

Each of the recursive estimation algorithms described in section 3 was implemented using
each of the data sets obtained from the experiments. Each of the algorithms were run in
turn on combinations of two measured records. The first one was the acceleration measured
at the base of the structure, while the second one consisted of the acceleration at one of
the floor levels. This way, the system parameters of the three-story model was identified
using three different sets of data, while those of the five-story structure were identified
using five sets. For the purpose of identifying a linearized model of the structure, only the
autoregressive part of the prediction model is needed. In this section, therefore, only these
coeflicients are presented.

5.1.1 Recursive Least Squares Algorithms

The recursive least squares algorithm was implemented on the data as described above.
Furthermore, the modified least squares algorithms as described in section 3 were also
implemented. These consist of the exponential window and the rectangular oscillating
window. In order to provide a comprehensive analysis of the effects of these windows on
earthquake engineering data, a parametric study was carried out by varying the parameter
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controlling the exponential decay in the exponential window and that controlling the width
of the rectangular window.

The results for the five-story building model associated with the unmodified recursive
least squares are shown in Figures (5.1)-(5.10). Figures (5.1)-(5.5) show the evolution of the
estimated parameters corresponding to the El-Centro input motion as more observations
were being processed. Figures (5.6)-(5.10) show the corresponding results for the white-
noise input motion. It is noted that some of the coefficients have not reached a steady state
value by the end of the measurement period. The extent of the ensuing error can only be
assessed by 1nvestigating the capability of the resulting model at predicting the behavior
of the system. This capability can in turn be related to the behavior of the poles of the
transfer function of the model. Figure (5.11)-(5.20) show the wandering of these zeros in
the complex plane as more data is processed. It is noted that in all the cases studied, a
steady state condition was reached before the end of the measurement period. This fact
indicates that the observed variation in the coefficients of the linear prediction model are
not detrimental to the identification process. Figures (5.21)-(5.29) show the coefficients
corresponding to the three-story building model. Note the good convergence achieved by
the coefficients associated with the white noise input. This observation cannot, however,
be extended to the case of the five-story building model.

The exponential window algorithmm was implemented on the above data. Values of
the parameter o equal to 0.7, 0.8, 0.9, and 0.99 were tried. Only the case corresponding
to a value of a of 0.99 resulted in meaningful estimates. Other values of a resulted in
estimated parameters that exhibited very large and frequent variations, and will therefore
be omitted from the present discussion. Figures (5.39)-(5.48) show the new values of the
coefficlents of the prediction model. Note that although the coefficients have reached what
seems to be a steady state, they exhibit fluctuations that seem to be more critical to the
behavior of the poles of the transfer function than was the steady change in the values of
the parameters observed for a equal to 1. The location of the poles corresponding to this
case is shown in Figures (5.49)-(5.58). The results corresponding to the three-story model
are shown in Figures (5.59)-(5.67) for the coefficients and in Figures (5.68)-(5.76) for the
pole location. Note the wandering of the poles in the complex plane, even towards the end
of the observation period. An important observation can be made concerning the results
associated with the exponential window. Specifically, it is noted that the effect on the
first few observations is a desirable smoothing of the estimates, which deteriorates for later
observations. With that in mind, a variant of the algorithm was implemented whereby the
exponential window was used only for a fraction of the observations. In this case, one fourth
of the data at the beginning of each record was processed through an exponential window
with a value for the parameter o equal to 0.99. The effect of this procedure on the stability
of the estimates was quite significant. As can be seen in Figures (5.77)-(5.86) associated
with the five story building model, the coefficients have reached a stable value well before
the end of the measurement period. Unlike the standard exponential window, however,
the location of the poles of the system is fixed in the complex plane, at a quite early stage
in the estimation process. These are shown in Figures (5.87)-(5.96). Similar results were
obtained for the three story building model and are shown in Figures (5.97)-(5.105) for the
coefficients, and Figures (5.106)-(5.114) for the pole location.

As mentioned earlier, the rectangular window algorithm was also implemented on the
available data. Values for the width of the window ranging from 100 to 1000 observations
were tried. At the sampling rate of 100Hz., these correspond to a range of window widths
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between lsec and 10sec. It was observed that everytime a block of old data was discarded,
the behavior of the subsequent estimates was disrupted over a number of observations. This
fact sets a limit on the usable window width. The results obtained using this technique. for
all the values of the window width used, were generally poor. Although encouraging results
were obtained in applications to other fields, this technique cannot be recommended for
earthquake engineering applications. It is noted at this point that the program MUMOID
(DiPasquale and Cakmalk, 1987), developed at Princeton University, implements a moving
window technique for tracking time dependent system parameters. That program. however,
relies on a maximum likelihood algorithm for estimating the parameters of the system. It is
known that maximum likelihood estimates are better behaved than least squares estimates,
and that program can be expected to yield better results than the algorithm presented
herein. However, estimation using maximum likelihood algorithms is very computer in-
tensive and cannot be geared towards on-line implementation. Furthermore, numerical
experimentation with the MUMOID program, reported below. have shown that the results
of the estimation algorithm are very sensitive to the window width utilized, and also that
convergence problems were frequent for all the cases tested.

5.1.2 Recursive Instrumental Variable Algorithms

The recursive instrumental variable algorithms described in section 3 where implemented
in a fashion similar to that described above for the recursive least squares algorithms.
The first algorithm involved an unfiltered instrumental variable series. The coefficients
of the linear prediction model identified in this fashion exhibited a pronounced transient
behavior which was indicative of either a nonlinear relationship between the input and
output series, or a deficient instrumental variable series which was incapable of identifying
the parameters of the model. Results pertaining to these coefficients, and associated with
the five-story building model. are displayed in Figures (5.115)-(5.124). A look at the pole
location associated with these coefficients Figures(5.125)-(5.134), however, indicates that
the model is not consistently stable. Similar behavior was observed in connection with the
three-story building model. The corresponding results are shown in Figures (5.135)-(5.152).

The use of a filtered instrumental variable series in the identification algorithm resulted
in a substantial improvement in the behavior of the coefficients. The algorithm was
described in section 3 and consists of using as the instrumental variable series the series
corresponding to the input motion after passing it through an auxiliary filter so that
it approximates the real output of the system, uncorrupted by measurement noise. A
parametric study was performed by varying the value of the parameter 4 in the auxiliary
filter. Results from this analysis pertaining to the five story model are shown in Figures
(5.153)-(5.164) for the coefficients, and in Figures (5.165)-(5.176) for the pole location.
Similar results pertaining to the three-story building model are shown in Figures (5.177)-
(5.182) and (5.183)-(5.188), respectively. A clear observation from this analysis related to
the sensitivity of the estimation process to values of . Indeed, for certain combinations
involving a specific value of 4 and a set of measured records, the estimation process
diverged. For other such combinations, the estimated parameters of the prediction model
reached their stationary values at an early stage in the estimation process. Also, it was
observed that the suitable value of 4 was not the same for a given input motion. It
depended both on the particular input motion used as well as on the particular floor level
from which the measurements were obtained. Based on these observations, this parameter
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estimation technique does not seem fit for on-line identification. since it requires pre-tuning
the auxiliary filter to the given data. However, in an off-line context, the results obtained
using this technique feature a number of desirable properties, including stability of the
coefficients and of the poles location in the complex plane.

5.2 Modal Parameters

As discussed in section 3, the coefficients in a linear prediction model can be associated
with the parameters of an equivalent linear differential equation. These parameters can
be related to such modal quantities as the natural frequencies and the damping ratios
of the structure. In this section, these equivalent modal quantities are obtained which are
associated with the coefficients presented in the previous section. Furthermore, a frequency
domain analysis of the measured data was performed to provide a close approximation to
the average modal quantities throughout the measuring period.

5.2.1 Rational Orthogonal Polynomial Curve-fit Estimation

Implementation of an established modal analysis parameter estimation routine resulted in
the initial values for the extended Kalman filter estimation. Frequency response functions
were calculated using averaged auto-power spectra, Gy,.G,, and cross power spectra,
Gye, of the response accelerations with respect to the ground accelerations. The H,
estimator of the frequency response function minimizes noise effects on the excitation and
the response simultaneously, and results in a frequency response function that is not as
biased as traditional H1 or H2 estimators.

_ Gyl‘ Gz/y _
o = <|aw\> Cee (5:4)

where G, is the auto power spectrum of the response acceleration, G, 1s the auto power
spectrum of the excitation, and G, is the cross power spectrum of the response with respect
to the excitation (Vold. Crowley, and Rocklin, 1984; Rocklin, Crowley. and Vold. 1985).
Frequency response functions for seismically excited structures can be computed using
absolute accelerations directly by subtracting 1 from the real part of the frequency response
function as computed in the above equation (Vigneron and Soucy, 1986). By fitting
rational orthogonal polyvnomials to measured frequency response functions the poles can be
extracted from the denominator polynomial and the residues can be calculated from the an-
alytic curve fit transfer function and the previously computed poles. The use of orthogonal
polynomials improves the numerical conditioning of the polynomial coefficient computation.
Once coefficients for the orthogonal polynomials have been found, the corresponding power
polynomial coefficients can be calculated. (Forsythe, 1957; Richardson and Formenti,
1982, 1985; Shih, Tsuei, Allemang, and Brown, 1988; Vold, 1990). The denominator
polynomial coefficients are fit globally to an ensemble of transfer functions from an entire
structure, using a singular value decomposition. Complex residues are calculated for each
transfer function individually (Richardson and Formenti, 1985; Adcock and Potter, 1985;
Allemang, 1983; Ewins, 1984). Modal amplitudes are computed as the norm of the complex
residue and phases are computed as the phase of the complex residue. The frequency
domain method allows for a step-by-step validation of intermediate results and provides a

5-4



N El Centro l
Mode | Frequency (Hz) | Damping Ratio (%) | 1st Floor | 2nd Floor | 3rd Floor
1 6.33 0.692 8.35 14.7 17.7
-5.15 -5.20 -3.36
2 20.78 0.451 2.14 0.693 -1.67
-0.904 2.82 176.
3 31.5 0.176 0.376 -0.505 0.290
5.96 -178. 10.9

Table 5-1: Identification of the Three Story Building Model From El-Centro
Input; Rational Orthogonal Polynomial Curve-fit.

goodness-of-fit parameter. The relative speed with which it computes modal parameters
makes it well suited for establishing initial guesses to the extended Kalman filter and
other computationally intensive parameter estimation methods. The rational orthogonal
polynomial method is implemented in many modal analysis packages used for the analysis
of both mechanical, aerospace, and civil structures, (Flesch and Kernbichler. 1988: Ho and
Aktan. 1989; Lang, 1990). and thus. was chosen to provide a set of base-line parameters.
Since time dependent behavior cannot be captured in a frequency domain analysis, the
results obtained from this approach should be viewed with caution. Specifically. they
cannot track changes in the modal parameters associated with structural deterioration. In
addition. the rational orthogonal polvnomial method encounters difficulties if the frequency
resolution of the estimated frequency response function is too coarse. A coarse frequency
interval results in degeneration of the orthogonality condition of the polynomial basis
functions. Since the frequency resolution is inversely proportional to the length of the
FFT, short data records, such as earthquake response records, are subject to this difficulty.
Figures (5.189-5.197) illustrate frequency response functions and the rational orthogonal
polynomial curvefit for the 3 story building model. These figures illustrate the exceptional
accuracy of this frequency domain method when applied to lengthy data obtained from
structures with little or no nonlinear behavior. Tables (5.3) and (5.4) summarize the
parameters identified using the rational orthogonal polynomial method. The third. fourth
and fifth columns show the estimated modal amplitudes and phase angles for each floor.
The phase angles are shown below the corresponding amplitude.

In the experiments for the three story model. data was recorded over a large number of
vibrational periods and with a high resolution in the time domain. The ensuing curve-fit
matched the transfer functions and the phases of the residues were consistently within 10
degrees of 0 or 180.

The measurements obtained from the five story model in the Ketter laboratory featured
relatively a coarse resolution in the time domain, which resulted in the observed poor
performance of the curve-fitting procedure in the frequency domain. The phase angles
digressed considerably from 0 or 180 degrees. Phase angles that do not equal 0 or 130
degrees imply the presence of complex modes resulting from non-proportional damping
distributions (Lang, 1989). However, the poor curve-fits illustrated in Figures (3.198)-
(5.207) call into question any conclusions regarding the parameters associated with these
curve-fits. Since the short-lived. nonlinear. transient response of earthquake records com-



White Noise

Mode | Frequency (Hz) | Damping Ratio (%) | 1st Floor | 2nd Floor | 3rd Floor
1 6.87 0.839 10.4 18.4 22.1
-0.898 -0.797 -0.957

2 20.7 0.476 2.35 0.764 -1.82
1.34 4.47 179.

3 31.4 0.322 0.412 -0.579 0.317
3.74 178. 7.89

Table 5-11: Identification of the Three Story Building Model From White Noise

Input; Rational Orthogonal Polynomial Curve-fit.

Sine Sweep

Mode | Frequency (Hz) | Damping Ratio (%) | 1st Floor | 2nd Floor | 3rd Floor
1 6.90 0.699 10.5 18.6 22.3
-7.28 -7.23 -7.41

2 20.8 0.471 2.28 0.758 -1.76
0.948 3.95 178.

3 31.6 0.391 0.414 -0.538 0.334
1.85 174. 7.07

Table 5-1II: Identification of the Three Story Building Model From Sine Sweep
Input; Rational Orthogonal Polynomial Curve-fit.

plicates frequency response function estimation, curve-fitting these functions with a model
that assumes linear elastic behavior results in parameters that should be regarded with
caution. Although modern modal analysis methods exhibit excellent results for structures
tested for arbitrarily long periods, they have difficulty in estimating parameters from
earthquake records. Indeed, modal analysis tests usually last several minutes, resulting
in very large vibration data-bases and very fine frequency resolution. Also, response levels
are continuously monitored to prevent non-linear behavior. The results shown in Figures
(5.198)-(5.207) indicate that other methods are required in order to estimate the time-
dependent parameters of structures responding to strong ground motions.

5.2.2 Recursive Least Squares Estimation

As mentioned earlier, the equivalent modal parameters of the system are directly related to
the poles of the linear prediction model. Results pertaining to these poles were discussed
in the previous section. Specifically, it was pointed out that the wandering in the complex
plane of the poles is associated with unstable estimates which have not converged to their
true values. It was also pointed out in section 3 that for values of the poles outside the
unit circle, there corresponds negative damping, and therefore those poles were reflected
back into the unit circle. Furthermore, for those poles lying on the real line, a value for the
critical damping ratio equal to 1 is obtained. In general it seems that the damping values
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H El Centro

Mode | Frequency (Hz) | Damping Ratio (%) | 1st Floor | 2nd Floor | 3rd Floor | 4th Floor
1 3.18 1.35 8.79 29.2 49.0 64.2
21.5 20.2 19.6 19.2

2 10.1 0.146 0.761 1.65 1.21 -0.617
110. 109. 99.7 -26.8

3 18.0 0.245 1.02 1.17 -0.667 -0.896
-98.3 -102. 106. 98.8

4 25.1 0.036 0.840 0.415 -0.986 0.724
6.02 -178. -178. 13.5

5 30.3 0.020 0.633 -0.483 0.535 -0.191
6.97 -169. 8.23 -160.

Table 5-1V: Identification of the Five Story Building Model From El Centro
Input; Rational Orthogonal Polynomial Curve-fit.

are more sensitive to the poles location in the complex plane than the natural frequency
values. Given also that the notion of modal damping is itself an artificial device. it should
be anticipated that the identification of this quantity is intimately related to the extent to
which this device is a good approximation of the real physical behavior of the structure.
In light of the above, it 1s noted that although the modal quantities may be in error, in
most cases this error reflects the poor correspondence between the modal description of the
physical system and 1ts real behavior.

Figures (5.208)-(5.217) show the estimated natural frequencies and damping ratios
obtained from the five-story building model corresponding to measured data from the
various floors, and using the unmodified recursive least squares algorithm. It is noted that,
in most cases, after large initial fluctuations, the estimates stabilize. In some of the cases,
however, a monotonic trend is observed even at the end of the estimation period, suggesting
that the estimates have not yet reached their final values. This behavior may be attributed
to a strong bias associated with the estimates. Yet in other cases, large fluctuations can be
observed throughout the estimation period. These fluctuations seem to be. in most cases.
between the values corresponding to two or three different frequencies. In this context, it is
observed that whenever a given frequency estimator jumps to another frequency, one of the
other estimators starts tracking the frequency lost by the first estimator. Therefore, the
estimators seem to fluctuate at the same time, in the same direction. It is also observed that
in none of the cases was the highest frequency correctly identified, and that at any given
instant, two estimators seem to track the same frequency. A remedy to this problem was
attempted by increasing the dimension of the system, by trying to identify more natural
frequencies than the number of floors present. The same problem seemed to occur in
this case, with the new estimator tracking one of the frequencies already being tracked by
another estimator, and the highest frequency going unoticed. This fact may be attributed
to the much smaller contribution to the total motion coming from the fifth mode. This
can be observed by the much smaller fifth spectral peak in the power spectral densities
associated with the measurements. It is also observed that poor frequency estimates are
associated with poor damping ratio estimates. As to the effect of the input motion on
the estimates, it is noted that the effect is minimal in this case, and similar behavior of
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5th Floor
73.4
19.0
-2.07
-54.5
1.01
-106.
-0.700
-179.
0.185
-2.27



White Noise

Il

Mode | Frequency (Hz) | Damping Ratio (%) | 1st Floor | 2nd Floor | 3rd Floor | 4th Floor | 5th Floor
1 3.17 1.318 12.7 39.7 65.5 85.2 97.18
-11.5 -13.3 -13.8 -14.0 -14.2

2 10.0 0.010 1.09 2.84 2.73 0.540 -1.64
-24.9 -28.7 -31.3 -b8.7 162.

3 17.7 0.198 1.12 1.27 -0.941 -1.15 1.09
32.0 24.4 -125.8 -134. 26.8

4 25.2 0.192 0.957 -0.254 -0.589 1.16 -0.324
-31.6 -126. -179.6 -39.4 -164.

5 30.4 0.168 0.518 -0.354 0.601 -0.208 0.294
-38.6 -172. -50.9 -122.7 -62.6

Table 5-V: Identification of the Five Story Building Model From White Noise
Input; Rational Orthogonal Polynomial Curve-fit.

the estimates is observed for both the El-Centro input motion and the white noise input

motion. Results corresponding to the three-story building model are shown in Figures
(5.218)-(5.226). Similar observations can be made with regards to these records, except for
the effect of the input motion. Indeed, it seems that the results associated with the white-
noise input reach their steady values at a much earlier stage than the estimates associated

with the other inputs. Also, the estimates associates with the sine-sweep input do not seem
to do as well as either of the other two inputs.

Figures (5.227)-(5.245) show the results corresponding to the least squares estimation
using an exponential window. Except for few cases, these estimates are not well-behaved,
and are in general poorer than the results without a the exponential window. The same
algorithm was implemented with values of the parameters o equal to 0.7. 0.8, 0.9, 0.99,
0.995 and 0.997. The results shown here correspond to a value of a equal to 0.99, since
this value was recommended in the literature and since the results, although not erratic,
help to emphasize the better behavior of the non-windowed algorithm.

The processing of only an initial block of the data through the exponential window had
a substantial positive effect on the results. As can be seen in Figures (5.246)-(5.264). The
fluctuations have disappeared from all the estimates. except for the sine-sweep excitation in
the three-story building model. Also, the monotic trend in the estimates has been reduced
substantially, thus indicating that the bias associated with the least squares estimation
technique has been substantially reduced. The problem of identifying the highest frequency
in the five story building model still persists, though. As mentioned above, this is attributed

to its small contribution to the overall motion. Variation of the starting point in the
estimation algorithm is one way to tackle this problem, but it was deemed at odds with the
purpose of the algorithm, namely to provide a robust identification scheme which would
still provide good estimates under incomplete information about the system.

5.2.3 Recursive Instrumental Variable Estimation

The same general comments made in relation to the recursive least squares estimation
technique are still valid in this case. Figures (5.284)-(5.302) show the corresponding figures
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for the five-story model and the three-story model. The results are not consistent. The
estimated modal quantities vary widely hetween well behaved and widely fluctuating. The
method. in this form, cannot form the basis for a reliable system identification technique.

By filtering the instrumental variable series as indicated in section 3, substantial im-
provement can be achieved. Figures (5.264)-(5.288) show the results corresponding to
this case. The well behaved results obtained with this technique bely the difficulty of
its implementation. Specifically, only certain values of the parameter v were found to
vield converging estimates for a given record. However, as can be observed, when such
a value was found, the estimates exhibited a pronounced improvement over the previous
implementation of the instrumental variable algorithm.

5.2.4 Maximum Likelihood Estimation
LINEARID

Two programs were used in obtaining the results in this section. These are respectively,
LINEARID and MUMOID. LINEARID is a program that implements parameter identi-
fication algorithms for multi-output systems. The program provides, in addition to the
maximum likelihood technique, for least squares estimation and instrumental variable esti-
mation. However, only results pertaining to the maximum likelihood estimation capability
of the program are reported herein. LINEARID requires as many input records as the
number of degrees of freedom to be identified. Therefore, only a single run was required
on each of the two building models investigated. The output from the program consists
of estimates of the matrices M™'K, M™1C, and M'F, where M, K, C, and F denote
respectively. the mass matrix. the stiffness matrix, the damping matrix. and the load vector
associated with the system being analvsed. The mass matrices associated with both the
three-story model and the five-story model were given in section 4. These mass matrices,
however. represent the masses lumped at the nodes of the structure. and do not necessarily
coincide with the real mass matrix of the structure. This fact can be expected to cause
unsymmetric and full matrices to be associated with LINEARID. Indeed, the resulting
matrices associated with the three-story model excited by a white noise input were found
to be equal to

21930  —11650 1056

MK = | —12300 23920 —12990 |, (5.2)
953.5 —13060 12390
2.802 2193 2.229

M™C = | —04784 0.3337 —1.307 | . (5.3)
0.5817 0.3494  1.389

The results for the three-story model corresponding to the El-Centro input motion were

found to be
8222  —11460 3297
MK = | —12140 25740 —13890 |, (5.4)
995.8 —11290 10780

0.07 4.317 —7.291
M™IC = | 3452 3476 —1.149 | . (5.
0.6698 1.234 0.423
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‘L El Centro Input Motion H

Input Record | Natural Frequency Hz. | Damping Ratio (%)
First Floor 12.87 0.18
Second Floor 14.91 0.17
Third Floor 5.02 0.44

Table 5-VI: Estimated Modal Parameters for the Three-Story Building Model
using LINEARID in Single Input Mode

“ Sine Sweep Input Motion ﬂ
Input Record | Natural Frequency Hz. | Damping Ratio (%)
First Floor 14.72 0.02
Second Floor 6.37 0.17
Third Floor 5.79 0.21

Table 5-VII: Estimated Modal Parameters for the Three-Story Building Model
using LINEARID in Single Input Mode

Note the wide discrepancy in the results, indicating a poor performance of the program
for the given data. Moreover, the program failed to converge in the case of the five-story
building model. Furthermore, the results obtained from this estimation procedure are not
compatible with the results obtained from the other techniques used in the investigation.
Specifically. the stiffness matrix cannot be directly related to the natural frequencies of the
system, nor can the damping matrix be related to the modal damping ratios. However. the
structure of the resulting matrices indicate the extent of cross-modal correlation and can
therefore be used as an indication of the significance of an uncoupled modal analysis of the
system. In addition to the above results, LINEARID was utilized to identify the dominant
mode of the system present in each of the floor accelerations. Thus, the program was
implemented in a single-input single-output mode, using the ground motion as input, and
one of the floor accelerations as output. This was done for each of the floor accelerations,
and for both the three-story model and the five-story model. In this case, the results
from LINEARID were interpreted as representing the square of the natural frequencies, w?
and the damping quantity 2&w;, respectively. Accordingly, the modal parameters could
be calculated from the output of the program. The results associated with the three-
story building model are shown in Tables (5.6)-(5.8) for various input motions, while those
corresponding to the five-story model are shown in Tables (5.9) and (5.10). The results in
this case are much more consistent than those obtained in the multi-output mode. It is
observed that the results from the estimation algorithm are in the range of the two lowest
natural frequencies of the structure. It is also obvious that the dominant frequency in a
given measured record depends to a great extent on both the particular input motion and
the particular floor level on which the measurements were obtained.



L

White Noise Input Motion

Input Record | Natural Frequency Hz. | Damping Ratio (%)
First Floor 1.94 1.36
Second Floor 17.27 0.10
Third Floor 17.23 0.10

Table 5-VIII: Estimated Modal Parameters for the Three-Story Building Model
using LINEARID in Single Input Mode

L

El Centro Input Motion

Input Record | Natural Frequency Hz. | Damping Ratio (%)
First Floor 5.31 0.45
Second Floor 5.46 0.39
Third Floor 6.43 0.27
Fourth Floor .57 0.05
Fifth Floor 7.56 0.12

Table 3-IX: Estimated Modal Parameters for the Five-Story Building Model
using LINEARID in Single Input Mode

L

White Noise Input Motion

Input Record | Natural Frequency Hz. | Damping Ratio (%)
First Floor 16.61 0.14
Second Floor 15.56 0.30
Third Floor 16.59 0.148
Fourth Floor 16.74 0.09
Fifth Floor 16.59 0.15

Table 5-X: Estimated Modal Parameters for the Five-Story Building Model using
LINEARID in Single Input Mode



F White Noise Input Motion: Output at Fifth Floor J)

Mode No. | Damping Factor (%) | Natural Frequency Hz. | Participation Factor
1 -0.0122 3.025 0.17
2 0.000742 10.19 0.20
3 -0.0964 18.62 0.20
4 0.0440 23.01 -2.90
5 0.0515 30.08 3.33

Table 5-XI: Estimated Modal Parameters for the Five-Story Building Model
using MUMOID and a 1sec segment of the data.

MUMOID

The program MUMOID was originally developed to incorporate system identification of
structural systems into a damage assessment context. For the purpose of this study, only
the system identification part was analysed. The algorithm consists of tracking variations
in the parameters of the system using a moving rectangular window and performing the
identification task using the data in the window and a maximum likelihood algorithm. The
main issue in the implementation of the formalism underlying MUMOID, is the choice of a
window size. A very small window size would be desirable for the purpose of tracking fine
or sudden changes in the parameters of the system. However if the window is too small,
then problems are encountered with the estimation algorithm which may fail to converge to
stable estimates using the little information available in a narrow window. Various window
values for the window width were tried, varying from two times the fundamental period of
the structure to much larger values. In none of the cases was the program able to sweep
through the whole data. That, is the program would fail at a certain window location.
However, for those locations where the program was successful at identifying the natural
frequencies corresponding to the structure, excellent results were obtained. In that case,
even the highest natural frequency was successfully identified. Tables (5.11) and (5.12)
shows the results obtained from applying MUMOID to the data associated with the five-
story building model. It is immediately observed that the effect of the input motion on
the estimated parameters is negligible, so is the effect of the floor level from which the
measurements are taken. This is partially due to the fact that MUMOID provides for the
processing of the prediction errors associated with the identified system. This processing
insures that these errors are uncorrelated. However, such a processing does add to the
complexity of the algorithm and prohibits its on-line implementation. As was observed
with the recursive techniques presented above, even with no processing of the errors, or
minimal processing, good estimation of the behavior of the system can be obtained.

5.2.5 Extended Kalman Filter Estimation

Results from the rational orthogonal polynomial curvefit were used as initial parameter
values for estimation via EXKAL2. The parameters estimated from the three story building
model are very consistent and correspond closely to the values obtained from the rational
orthogonal polynomial curve-fit. The following tables show how the parameter estimation
process depends on the excitation type. Within each test, frequency and damping estimates
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H El-Centro Input Motion; Output at First Floor —H

Mode No. | Damping Factor (%) | Natural Frequency Hz. | Participation Factor
1 -0.119 3.02 -1.1
2 0.0395 10.1 0.38
3 0.565 18.6 3.1
4 0.306 C28.0 -1.8
5 0.0102 30.0 0.38

Table 5-XII: Estimated Modal Parameters for the Five-Story Building Model
using MUMOID and a 1sec segment of the data.

are very consistent. however. the frequency and damping parameter estimates vary between
tests. Large initial covariances allowed the parameters to deviate from their initial values
before converging on the values reported in the tables below. Values in the columns labeled
"Participation Factor’ are actually the product of the modal participation factor and the
mass-normalized mode shape. This reflects both the mode’s participation in the over-all
response to the particular excitation and the actual mode-shape. In the preceding tables
fields with a — indicate that EXIXAL2 could not identify the corresponding quantity. In
some cases values for a were repeated and in other cases the values were clearly in error.
EXKAL?2 consistently experienced difficulty in estimating the 2nd mode using data from
the third floor. This illustrates the importance of sensor location for parameter estimation.

Unlike the frequency domain curve-fit, EXKAL2 does not estimate the frequencies and
damping ratios in a global manner even though they are global parameters. Nevertheless,
the estimated frequencies are within 0.1% of each other. The damping ratio estimations
vary slightly more. however, damping ratios are, in general. more difficult to estimate. And
very small damping does not play a significant role in a structure’s overall performance.

Considering EXKALZ2’s reliance upon the linear acceleration method for estimation
of dvnamic properties, it fared remarkably well when applied to the data from the five
story building model. In these tests the sample rate was only three times the highest
natural frequency. The accuracy of the linear acceleration method deteriorates rapidly
as the number of points per sinusoidal oscillation decreases. In fact., sample rates of at
least five times the highest response frequency are recommended for numerical integration.
Errors associated with the numerical integration of the fourth and fifth modes may have
prevented accurate estimation of those modes using data from floors in which those modes
do not contribute strongly to the overall response. In some cases, (the 1st and 4th floors
of the white noise excitation case) the slow sample rate resulted in meaningless parameters
for all floors or failure of the program to converge at all. These results are not reported.
Nevertheless. the fourth and fifth modes were 1dentified from the 1st and 2nd floors of the
El Centro excitation case. Also, lower modes could be identified in a consistent fashion
using data from any of the floors. The following tables summarize the modal parameters
as estimated by EXKAL2 for the five story building model.

EXKAL?2 obtained consistent results for the first 4 modes of the five story building
undergoing El Centro excitation. However, the data files from the white noise case proved
to be more challenging. This may have been due to a time step which was too large with
respect to the highest natural frequency in the response. Ideally, the time step should
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H El Centro; 1st Floor ﬂ

| Mode | Frequency (Hz) | Damping Ratio | Participation Factor
1 6.8 0.805 0.580
2 20.8 0.537 0.295
3 31.7 0.112 0.056
” El Centro; 2nd Floor H
Mode | Frequency (Hz) | Damping Ratio | Participation Factor
1 6.89 0.810 1.02
2 20.8 0.520 0.0942
| 3 31.7 0.115 -0.0798
“ E]l Centro: 3rd Floor H
Mode | Frequency (Hz) | Damping Ratio | Participation Factor
1 6.90 0.763 1.23
2 20.8 0.551 -0.220
3 31.7 0.334 0.0412

Table 5-XIII: Identification of the Three Story Building Model From El-Centro
Input; Extended Kalman Filter Algorithm.

be one-twentieth of the lowest period for EXKAL2 to accurately implement the linear
acceleration method.
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White Noise: 1st Floor

H

Mode | Frequency (Hz) | Damping Ratio | Participation Factor
1 6.91 0.865 0.594
2 20.8 0.510 0.380
3 31.6 0.303 0.0953
H White Noise; 2nd Floor H
Mode | Frequency (Hz) | Damping Ratio | Participation Factor
1 6.91 0.839 1.04
2 20.8 0.475 0.124
3 31.6 0.265 -0.130
H White Noise: 3rd Floor JJ
Mode | Frequency (Hz) | Damping Ratio | Participation Factor
1 6.91 0.870 1.34
2 0.269 -0.484
3 31.6 0.360 0.0784

Table 5-XIV: Identification of the Three Story Building Model From a White
Noise Input; Extended Kalman Filter Algorithm.

u Sine Sweep; 1st Floor “
Mode | Frequency (Hz) | Damping Ratio | Participation Factor
1 6.92 0.766 0.598
2 20.8 0.395 0.363
3 31.7 0.320 0.0999
“ Sine Sweep; 2nd Floor “
Mode | Frequency (Hz) | Damping Ratio | Participation Factor
1 6.92 0.756 1.04
2 20.6 0.386 0.117
3 31.7 0.318 -0.140
| Sine Sweep: 3rd Floor |
Mode | Frequency (Hz) | Damping Ratio | Participation Factor
1 6.92 0.757 1.32
2 - 9.84 -0.486
3 31.7 0.330 0.0761

Table 5-XV: Identification of the Three Story Building Model From a Sine Sweep

Input; Extended Kalman Filter Algorithm.



El Centro: 1st Floor

Mode | Frequency (Hz) | Damping Ratio | Participation Factor
1 3.17 0.375 0.176
2 10.2 0.059 0.202
3 18.7 0.129 0.233
4 28.1 4.88 -2.93
5 30.1 5.81 1.54
” El Centro; 2nd Floor H
Mode | Frequency (Hz) | Damping Ratio | Participation Factor
1 3.17 0.377 0.546
2 10.2 0.0480 0.471
3 18.6 0.600 0.0906
4 25.6 2.08 0.0104
5 30.3 2.70 0.0259
u El Centro; 3rd Floor J]

Mode | Frequency (Hz) | Damping Ratio | Participation Factor
1 3.17 0.382 0.902
2 10.2 0.058 0.375
3 18.7 0.160 -0.236
4 . - -
5 . . .
H El Centro; 4th Floor w
Mode | Frequency (Hz) | Damping Ratio | Participation Factor
1 3.17 0.382 1.16
2 10.2 0.036 -0.0347
3 18.7 0.125 -0.255
4 28.1 0.946 0.279
5) - - -
H El Centro; 5th Floor H
Mode | Frequency (Hz) | Damping Ratio | Participation Factor
1 3.17 0.380 1.32
2 10.2 0.055 -0.425
3 18.7 0.680 0.586
4 25.9 10.2 -0.0406
5 - - .

Table 5-XVI: Identification of the Five Story Building Model From El-Centro
Input; Extended Kalman Filter Algorithm.
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H White Noise; 2nd Floor ”

Mode | Frequency (Hz) | Damping Ratio | Participation Factor

1 3.17 0.719 0.637
2 10.2 0.086 0.575
3 18.7 0.229 0.275
4 27.8 0.116 -0.0334
D - - -

H White Noise; 3rd Floor H

Mode | Frequency (Hz) | Damping Ratio | Participation Factor

1 3.17 0.719 1.04

2 10.3 0.084 0.446

3 18.8 0.224 -0.225

4 27.8 0.087 -0.193

5 N - .

H White Noise: 5th Floor H

Mode | Frequency (Hz) | Damping Ratio | Participation Factor
1 3.18 0.776 1.708

2 10.3 0.093 -0.515

3 18.7 0.204 0.229

4 27.8 0.107 -0.107

b5 - - -

Table 5-XVII: Identification of the Five Story Building Model From White Noise
Input; Extended Kalman Filter Algorithm.
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Section 6

Conclusions

This report presented the results from the final phase of a research effort whose aim was
a comprehensive treatment of system identification techniques in earthquake engineering
applications. It was the intention of this phase of the research to assess, experimentally, the
accuracy and validity of the techniques developed in the earlier phases of the investigation.

The emphasis placed throughout the investigation on time domain techniques for system
identification is justified by the desire to monitor the evolution in time of the identified pa-
rameters. This capability has the potential of permitting the synthesis of more meaningful
damage assessment indices, as well as enhancing the reliability of adaptive schemes that
may be used for on-line control of structural systems.

The experiments reported in this research involved models of buildings subjected to
a number of different loading conditions, and whose motion was monitored at all floor
levels. A number of system identification algorithms were used to obtain estimates of the
parameters in a mathematical model describing the motion of the structure. At issue in
this process were both the suitability of this mathematical model, as well as the validity
of the identification algorithm itself. In addition to analyzing these two factors, results
were presented that demonstrated the importance of monitoring the motion at different
floor levels. Indeed, for different input motions, different measurements corresponding to
different floor levels were best suited for the identification task. This observation emphasizes
the importance of the location of the measuring device for monitoring the response of a
structure. One of the main conclusions of this study was to stress the importance of
robustness and simplicity in the identification algorithms. As observed from the results, the
more sophisticated algorithms yielded better results, on some of the measurements, failing
to converge, however, for the remaining ones. These algorithms were also quite sensitive
to the initial guess regarding the unknown parameters. Such a behavior, although not
quite serious in an off-line setting, and when experts are implementing the algorithms, can
be detrimental in an on-line environment or with users of lesser expertise. The algorithms
based on the least squares estimation, on the other hand, proved to be more versatile in that
they always yielded results, the significance of which is intimately related to the concept of
least squares interpolation. Variations on the basic least squares algorithm proved helpful
in improving the statistical properties of these estimates. Specifically, giving less weight
to the data in the early stages of the estimation process helped in eliminating the bias in
the estimates. This can be explained by the fact that the early stages are corrupted by the
error in the initial guess which tends to propagate unless properly damped out.

The issue of a suitable identification algorithm is compounded with the issue of deciding
on an adequate mathematical model for the structure. This issue comes into play when
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Identification Required Numerical Oun-Line | Initial Reliability
Techniques Expertise | Convergence | Potential | Guess of Results
Maximum

Likelihood substantial | sometimes low close good
Extended

Kalman Filter substantial | sometimes low close good
Recursive

Least Squares minimal always high anywhere | medjum
Recursive

Least Squares with minimal always high anywhere | good
Exponential Window

Recursive

Instrumental Variable | medium always high anywhere | medium
Recursive

Iustrumental Variable | substantial | sometimes high anywhere | medium
with Filter

Table 6-1: Comparison of System Identification Algorithms

deriving an equivalence between the parameters of the linear prediction model and a set
of physical parameters such as modal quantities. Whereas a linear prediction model has a
definite interpretation as a linear relationship between the input and output measurements,
a differential equation model based on modal superposition involves further assumptions
that are likely not to hold under earthquake-type excitations. As a consequence of this,
although the linear prediction model can be used to forecast the behavior of the structure
with a well understood optimization criterion, the same does not hold for the differential
equation model. Therefore, depending on the context in which the identification algorithm
is being used, it may be more consistent to use the linear prediction model.

Table (6.1) summarizes the recommendations from this study while highlighting the
issues that were deemed important in assessing the worthiness of each of the identification
algorithms.

As mentioned in the introduction to this study, a system identification program is
seldom an end product by itself. It is generally implemented as part of a broader strategy
for the control or damage assessment of structural systems. From this perspective, it is
believed that future research in the field of system identification should emphasize the
implementation of simple and reliable identification algorithms, which are already widely
available, into the final context in which they will be used. It is also believed that concepts
from expert systems and neural networks have the potential of efficiently managing the
large amount of information associated with on-line diagnostics and monitoring. In this
way, complex strategies for decision making and control can be implemented that make the
most out of the information extraction capabilities of whatever identification algorithm is
used.
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Recursive Least Squares Estimation
Five Story Building Model; El-Centro Input
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Rational Orthogonal Polynomial Curvefit
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Rational Orthogonal Polynomial Curvefit
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4th Floor
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Five Story Building Model; El Centro Input

apmydure

)
a o
\.\.\-\\l\\.\»
L4
\‘
L —— = .
- Q Ac..:u:a:: = ch
.,
\\
\\
\\
\\\
P W
lﬁ ——— === —
\\\\
’
’
\\
L4
4
\\ 0
lm \\\ - &
rd
\\
”,
‘l' -
N S
oo N
-0
|_o
=
—
s
o o
I i I
081 Sel 06 194 0
aseyd

. Hz
Figure 5.201

A-201



Rational Orthogonal Polynomial Curvefit

Five Story Building Model; El Centro Input
5th Floor

amplitude
0% 10* 107
5 5 5
1 I | i

10

180

35

135
1

phase
90
1

45

- s = g e = gy =

. Hz
Figure 5.202

A-202

KR



1st Floor

Rational Orthogonal Polynomial Curvefit
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Rational Orthogonal Polynomial Curvefit
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Rational Orthogonal Polynomial Curvefit
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Recursive Least Squares Estimation
Five Story Building Model; Elcentro Input
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Recursive Least Squares Estimation
Five Story Building Model; Elcentro Input
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Recursive Least Squares Estimation
Five Story Building Model; Elcentro Input
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Recursive Least Squares Estimation
Five Story Building Model; Elcentro Input
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Recursive Least Squares Estimation
Five Story Building Model; White Noise Input
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Recursive Least Squares Estimation
Five Story Building Model; White Noise Input
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Recursive Least Squares Estimation
Five Story Building Model; White Noise Input
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Recursive Least Squares Estimation
Three Story Building Model; Sine Sweep Input
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Recursive Least Squares Estimation
Three Story Building Model; Sine Sweep Input
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Recursive Least Squares Estimation
Three Story Building Model; Sine Sweep Input
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Recursive Least Squares Estimation
Three Story Building Model; White Noise Input
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Recursive Least Squares Estimation
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Recursive Least Squares Estimation
Three Story Building Model; White Noise Input
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Recursive Least Squares Estimation
Five Story Building Model; El-Centro Input
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"Reliability Analysis of Code-Designed Structures Under Natural Hazards," by HH-M. Hwang, H.
Ushiba and M. Shinozuka, 2/29/88, (PB88-229471/AS).

"Seismic Fragility Analysis of Shear Wall Structures,” by J-W Jaw and H.H-M. Hwang, 4/30/88,
(PB89-102867/AS).

"Base Isolation of a Multi-Story Building Under a Harmonic Ground Motion - A Comparison of
Performances of Various Systems,” by F-G Fan, G. Ahmadi and I.G. Tadjbakhsh, 5/18/88,
(PB89-122238/AS).

"Seismic Floor Response Spectra for a Combined System by Green’s Functions,” by F.M. Lavelle, L.A.
Bergman and P.D. Spanos, 5/1/88, (PB89-102875/AS).

"A New Solution Technique for Randomly Excited Hysteretic Structures,” by G.Q. Cai and Y.X. Lin,
5/16/88, (PB89-102883/AS).

"A Study of Radiation Damping and Soil-Structure Interaction Effects in the Centrifuge,” by K.
Weissman, supervised by J.H. Prevost, 5/24/88, (PB89-144703/AS).

"Parameter Identification and Implementation of a Kinematic Plasticity Model for Frictional Soils," by
J.H. Prevost and D.V. Griffiths, to be published.

"Two- and Three- Dimensional Dynamic Finite Element Analyses of the Long Valley Dam,” by D.V.
Griffiths and J.H. Prevost, 6/17/88, (PB89-144711/AS).

"Damage Assessment of Reinforced Concrete Structures in Eastern United States," by A.M. Reinhorn,
M.J. Seidel, S.K. Kunnath and Y.J. Park, 6/15/88, (PB89-122220/AS).

"Dynamic Compliance of Vertically Loaded Strip Foundations in Multilayered Viscoelastic Soils," by
S. Ahmad and A.S.M, Israil, 6/17/88, (PB89-102891/AS).

"An Experimental Study of Seismic Structural Response With Added Viscoelastic Dampers,” by R.C.
Lin, Z. Liang, T.T. Soong and R.H. Zhang, 6/30/88, (PB89-122212/AS).

"Experimental Investigation of Primary - Secondary System Interaction,” by G.D. Manolis, G. Juhn and
A M. Reinhom, 5/27/88, (PB89-122204/AS).

"A Response Spectrum Approach For Analysis of Nonclassically Damped Structures,” by J.N. Yang, S.
Sarkani and F.X. Long, 4/22/88, (PB89-102909/AS).

"Seismic Interaction of Structures and Soils: Stochastic Approach,” by A.S. Veletsos and A.M. Prasad,
7/21/88, (PB89-122196/AS).

"Identification of the Serviceability Limit State and Detection of Seismic Structural Damage,” by E.
DiPasquale and A.S. Cakmak, 6/15/88, (PB89-122188/AS).

"Multi-Hazard Risk Analysis: Case of a Simple Offshore Structure,” by B.K. Bhartia and E.H.
Vanmarcke, 7/21/88, (PB89-145213/AS).

"Automated Seismic Design of Reinforced Concrete Buildings,” by Y.S. Chung, C. Meyer and M.
Shinozuka, 7/5/88, (PB89-122170/AS).

"Experimental Study of Active Control of MDOF Structures Under Seismic Excitations," by L.L.
Chung, R.C. Lin, T.T. Soong and A.M. Reinhorn, 7/10/88, (PB89-122600/AS).

"Earthquake Simulation Tests of a Low-Rise Metal Structure,” by J.S. Hwang, K.C. Chang, G.C. Lee
and R.L. Ketter, 8/1/88, (PB89-102917/AS).

"Systems Study of Urban Response and Reconstruction Due to Catastrophic Earthquakes,” by F. Kozin
and H.K. Zhou, 9/22/88, (PB90-162348/AS).
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"Seismic Fragility Analysis of Plane Frame Structures," by H.H-M. Hwang and Y.K. Low, 7/31/88,
(PB89-131445/AS).

"Response Analysis of Stochastic Structures,” by A. Kardara, C. Bucher and M. Shinozuka, 9/22/88,
(PB89-174429/AS).

"Nonnormal Accelerations Due to Yielding in a Primary Structure,” by D.C.K. Chen and L.D. Lutes,
9/19/88, (PB89-131437/AS).

"Design Approaches for Soil-Structure Interaction,” by A.S. Veletsos, A.M. Prasad and Y. Tang,
12/30/88, (PB89-174437/AS).

"A Re-evaluation of Design Spectra for Seismic Damage Control," by C.J. Turkstra and A.G. Tallin,
11/7/88, (PB89-145221/AS).

"The Behavior and Design of Noncontact Lap Splices Subjected to Repeated Inelastic Tensile Loading,"
by V.E. Sagan, P. Gergely and R.N. White, 12/8/88, (PB89-163737/AS).

"Seismic Response of Pile Foundations," by S.M. Mamoon, P.K. Banerjee and S. Ahmad, 11/1/88,
(PB89-145239/AS).

"Modeling of R/C Building Structures With Flexible Floor Diaphragms (IDARC2),” by A.M. Reinhorn,
S K. Kunnath and N. Panahshahi, 9/7/88, (PB89-207153/AS).

"Solution of the Dam-Reservoir Interaction Problem Using a Combination of FEM, BEM with
Particular Integrals, Modal Analysis, and Substructuring,” by C-S. Tsai, G.C. Lee and R.L. Ketter,
12/31/88, (PB89-207146/AS).

"Optimal Placement of Actuators for Structural Control,” by F.Y. Cheng and C.P. Pantelides, 8/15/88,
(PB89-162846/AS).

"Teflon Bearings in Aseismic Base Isolation: Experimental Studies and Mathematical Modeling,” by A.
Mokha, M.C. Constantinou and A.M. Reinhorn, 12/5/88, (PB89-218457/AS).

"Seismic Behavior of Flat Slab High-Rise Buildings in the New York City Area," by P. Weidlinger and
M. Ettouney, 10/15/88, (PB90-145681/AS).

"Evaluation of the Earthquake Resistance of Existing Buildings in New York City," by P. Weidlinger
and M. Ettouney, 10/15/88, to be published.

"Small-Scale Modeling Techniques for Reinforced Concrete Structures Subjected to Seismic Loads,” by
W. Kim, A. El-Attar and R.N. White, 11/22/88, (PB89-189625/AS).

"Modeling Strong Ground Motion from Multiple Event Earthquakes,” by G.W. Ellis and A.S. Cakmak,
10/15/88, (PB89-174445/AS).

"Nonstationary Models of Seismic Ground Acceleration,” by M. Grigoriu, S.E. Rujz and E.
Rosenblueth, 7/15/88, (PB89-189617/AS).

"SARCF User’s Guide: Seismic Analysis of Reinforced Concrete Frames," by Y.S. Chung, C. Meyer
and M. Shinozuka, 11/9/88, (PB89-174452/AS).

"First Expert Panel Meeting on Disaster Research and Planning," edited by J. Pantelic and J. Stoyle,
9/15/88, (PB89-174460/AS).

"Preliminary Studies of the Effect of Degrading Infill Walls on the Nonlinear Seismic Response of Steel
Frames,"” by C.Z. Chrysostomou, P. Gergely and J.F. Abel, 12/19/88, (PB89-208383/AS).
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"Reinforced Concrete Frame Component Testing Facility - Design, Construction, Instrumentation and
Operation,” by S.P. Pessiki, C. Conley, T. Bond, P. Gergely and R.N. White, 12/16/88,
(PB89-174478/AS).

"Effects of Protective Cushion and Soil Compliancy on the Response of Equipment Within a Seismi-
cally Excited Building," by J.A. HoLung, 2/16/89, (PB89-207179/AS).

"Statistical Evaluation of Response Modification Factors for Reinforced Concrete Structures," by
H.H-M. Hwang and J-W. Jaw, 2/17/89, (PB89-207187/AS).

"Hysteretic Columns Under Random Excitation,” by G-Q. Cai and Y.K. Lin, 1/9/89, (PB89-196513/
AS).

"Experimental Study of ‘Elephant Foot Bulge’ Instability of Thin-Walled Metal Tanks," by Z-H. Jia and
R.L. Ketter, 2/22/89, (PB89-207195/AS).

"Experiment on Performance of Buried Pipelines Across San Andreas Fault,” by J. Isenberg, E.
Richardson and T.D. O’Rourke, 3/10/89, (PB89-218440/AS).

"A Knowledge-Based Approach to Structural Design of Earthquake-Resistant Buildings," by M.
Subramani, P. Gergely, C.H. Conley, I.F. Abel and A.H. Zaghw, 1/15/89, (PB89-218465/AS).

"Liquefaction Hazards and Their Effects on Buried Pipelines,” by T.D. O’Rourke and P.A. Lane,
2/1/89, (PB89-218481).

"Fundamentals of System Identification in Structural Dynamics," by H. Imai, C-B. Yun, O. Maruyama
and M. Shinozuka, 1/26/89, (PB89-207211/AS).

"Effects of the 1985 Michoacan Earthquake on Water Systems and Other Buried Lifelines in Mexico,"
by A.G. Ayala and M.J. O’Rourke, 3/8/89, (PB89-207229/AS).

"NCEER Bibliography of Earthquake Education Materials,” by K.E.K. Ross, Second Revision, 9/1/89,
(PB90-125352/A8).

"Inelastic Three-Dimensional Response Analysis of Reinforced Concrete Building Structures (IDARC-
3D), Part I - Modeling," by S.K. Kunnath and A.M. Reinhorn, 4/17/89, (PB90-114612/AS).

"Recommended Modifications to ATC-14," by C.D. Poland and J.O. Malley, 4/12/89,
(PB90-108648/AS).

"Repair and Strengthening of Beam-to-Column Connections Subjected to Earthquake Loading,” by M.
Corazao and A.J. Durrani, 2/28/89, (PB90-109885/AS).

"Program EXKAL2 for Identification of Structural Dynamic Systems,” by O. Maruyama, C-B. Yun, M.
Hoshiya and M. Shinozuka, 5/19/89, (PB90-109877/AS).

"Response of Frames With Bolted Semi-Rigid Connections, Part I - Experimental Study and Analytical
Predictions," by P.J. DiCorso, A.M. Reinhom, J.R. Dickerson, J.B. Radziminski and W.L. Harper,
6/1/89, to be published.

"ARMA Monte Carlo Simulation in Probabilistic Structural Analysis,” by P.D. Spanos and M.P.
Mignolet, 7/10/89, (PB90-109893/AS).

"Preliminary Proceedings from the Conference on Disaster Preparedness - The Place of Earthquake
Education in Qur Schools,” Edited by K.E.K. Ross, 6/23/89.

"Proceedings from the Conference on Disaster Preparedness - The Place of Earthquake Education in
Our Schools," Edited by K.EK. Ross, 12/31/89, (PBS0-207895).
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"Multidimensional Models of Hysteretic Material Behavior for Vibration Analysis of Shape Memory
Energy Absorbing Devices, by E.J. Graesser and F.A. Cozzarelli, 6/7/89, (PB90-164146/AS).

"Nonlinear Dynamic Analysis of Three-Dimensional Base Isolated Structures (3D-BASIS),” by S.
Nagarajaiah, A.M. Reinhorn and M.C. Constantinou, 8/3/89, (PB90-161936/AS).

"Structural Control Considering Time-Rate of Control Forces and Control Rate Constraints,” by E.Y.
Cheng and C.P. Pantelides, 8/3/89, (PB90-120445/AS).

"Subsurface Conditions of Memphis and Shelby County," by K.W. Ng, T-S. Chang and H-HM.
Hwang, 7/26/89, (PB90-120437/AS).

"Seismic Wave Propagation Effects on Straight Jointed Buried Pipelines,” by K. Elhmadi and M.J.
O’Rourke, 8/24/89, (PB90-162322/AS).

"Workshop on Serviceability Analysis of Water Delivery Systems,” edited by M. Grigoriu, 3/6/89,
(PB90-127424/AS).

"Shaking Table Study of a 1/5 Scale Steel Frame Composed of Tapered Members,” by K.C. Chang, J.S.
Hwang and G.C. Lee, 9/18/89, (PB90-160169/AS).

"DYNAI1D: A Computer Program for Nonlinear Seismic Site Response Analysis - Technical Documen-
tation," by Jean H. Prevost, 9/14/89, (PB90-161944/AS).

"1:4 Scale Model Studies of Active Tendon Systems and Active Mass Dampers for Aseismic Protec-
tion," by A.M. Reinhorn, T.T. Soong, R.C. Lin, Y.P. Yang, Y. Fukao, H. Abe and M. Nakai, 9/15/89,
(PB90-173246/AS).

"Scattering of Waves by Inclusions in a Nonhomogeneous Elastic Half Space Solved by Boundary
Element Methods,” by P.X. Hadley, A. Askar and A.S. Cakmak, 6/15/89, (PB90-145699/AS).

"Statistical Evaluation of Deflection Amplification Factors for Reinforced Concrete Structures," by
H.H.M. Hwang, J-W. Jaw and A.L. Ch’ng, 8/31/89, (PB90-164633/AS).

"Bedrock Accelerations in Memphis Area Due to Large New Madrid Earthquakes,” by H.HH.M. Hwang,
C.H.S. Chen and G. Yu, 11/7/89, (PB90-162330/AS).

"Seismic Behavior and Response Sensitivity of Secondary Structural Systems,” by Y.Q. Chen and T.T.
Soong, 10/23/89, (PB90-164658/AS).

"Random Vibration and Reliability Analysis of Primary-Secondary Structural Systems," by Y. Ibrahim,
M. Grigoriu and T.T. Soong, 11/10/89, (PB90-161951/AS).

"Proceedings from the Second U.S. - Japan Workshop on Liquefaction, Large Ground Deformation and
Their Effects on Lifelines, September 26-29, 1989," Edited by T.D. O’Rourke and M. Hamada, 12/1/89,
(PB90-209388/AS).

"Deterministic Model for Seismic Damage Evaluation of Reinforced Concrete Structures,” by J.M.
Bracci, A.M. Reinhorn, J.B. Mander and S.K. Kunnath, 9/27/89.

“On the Relation Between Local and Global Damage Indices,” by E. DiPasquale and A.S. Cakmak,
8/15/89, (PB90-173865).

"Cyclic Undrained Behavior of Nonplastic and Low Plasticity Silts,” by A.J. Walker and H.E. Stewart,
7/26/89, (PB90-183518/AS).

"Liquefaction Potential of Surficial Deposits in the City of Buffalo, New York,” by M. Budhu, R. Giese
and L. Baumgrass, 1/17/89, (PB90-208455/AS).
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"A Determinstic Assessment of Effects of Ground Motion Incoherence," by A.S. Veletsos and Y. Tang,
7/15/89, (PB90-164294/AS).

"Workshop on Ground Motion Parameters for Seismic Hazard Mapping," July 17-18, 1989, edited by
R.V. Whitman, 12/1/89, (PB90-173923/AS).

"Seismic Effects on Elevated Transit Lines of the New York City Transit Authority,” by C.J. Cos-
tantino, C.A. Miller and E. Heymsfield, 12/26/89, (PB90-207887/AS).

"Centrifugal Modeling of Dynamic Soil-Structure Interaction," by K. Weissman, Supervised by J.H.
Prevost, 5/10/89, (PB90-207879/AS).

"Linearized Identification of Buildings With Cores for Seismic Vulnerability Assessment,” by I-K. Ho
and A.E. Aktan, 11/1/89, (PB90-251943/AS).

"Geotechnical and Lifeline Aspects of the October 17, 1989 Loma Prieta Earthquake in San Francisco,"
by T.D. O’Rourke, H.E. Stewart, F.T. Blackburn and T.S. Dickerman, 1/90, (PB90-208596/AS).

"Nonnormal Secondary Response Due to Yielding in a Primary Structure,” by D.C.K. Chen and L.D.
Lutes, 2/28/90, (PB90-251976/AS).

"Earthquake Education Materials for Grades K-12," by K.E.K. Ross, 4/16/90, (PB91-113415/AS).

"Catalog of Strong Motion Stations in Easten North America,” by R.W. Busby, 4/3/90,
(PB90-251984)/AS.

"NCEER Strong-Motion Data Base: A User Manuel for the GeoBase Release (Version 1.0 for the
Sun3)," by P. Friberg and K. Jacob, 3/31/90 (PB90-258062/A8).

"Seismic Hazard Along a Crude Oil Pipeline in the Event of an 1811-1812 Type New Madrid
Earthquake,” by H.H.M. Hwang and C-H.S. Chen, 4/16/90(PB90-258054).

"Site-Specific Response Spectra for Memphis Sheahan Pumping Station,” by H.HM. Hwang and C.S.
Lee, 5/15/90, (PB91-108811/AS).

"Pilot Study on Seismic Vulnerability of Crude Oil Transmission Systems," by T. Ariman, R. Dobry, M.
Grigoriu, F. Kozin, M. O’Rourke, T. O’Rourke and M. Shinozuka, 5/25/90, (PB91-108837/AS).

"A Program to Generate Site Dependent Time Histories: EQGEN," by G.W. Ellis, M. Srinivasan and
A.S. Cakmak, 1/30/90, (PB91-108829/AS).

"Active Isolation for Seismic Protection of Operating Rooms," by M.E. Talbott, Supervised by M.
Shinozuka, 6/8/9, (PB91-110205/AS).

"Program LINEARID for Identification of Linear Structural Dynamic Systems,” by C-B. Yun and M.
Shinozuka, 6/25/90, (PB91-110312/AS).

"Two-Dimensional Two-Phase Elasto-Plastic Seismic Response of Earth Dams," by A.N. Yiagos,
Supervised by J.H. Prevost, 6/20/90, (PB91-110197/AS).

"Secondary Systems in Base-Isolated Structures: Experimental Investigation, Stochastic Response and
Stochastic Sensitivity," by G.D. Manolis, G. Juhn, M.C. Constantinou and A.M. Reinhorn, 7/1/90,
(PB91-110320/A85).

"Seismic Behavior of Lightly-Reinforced Concrete Column and Beam-Column Joint Details,” by S.P.
Pessiki, C.H. Conley, P. Gergely and R.N. White, 8/22/90, (PB91-108795/AS).

"Two Hybrid Control Systems for Building Structures Under Strong Earthquakes,” by J.N. Yang and A.
Danielians, 6/29/90, (PB91-125393/AS).
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“Instantaneous Optimal Control with Acceleration and Velocity Feedback," by J.N. Yang and Z. Li,
6/29/90, (PB91-125401/A8).

"Reconnaissance Report on the Northern Iran Earthquake of June 21, 1990,” by M. Mehrain, 10/4/90,
(PB91-125377/AS).

"Evaluation of Liquefaction Potential in Memphis and Shelby County," by T.S. Chang, P.S. Tang, C.S.
Lee and H. Hwang, 8/10/90, (PB91-125427/AS).

"Experimental and Analytical Study of a Combined Sliding Disc Bearing and Helical Steel Spring
Isolation System,” by M.C. Constantinou, A.S. Mokha and AM. Reinhom, 10/4/90,
(PB91-125385/A8).

"Experimental Study and Analytical Prediction of Earthquake Response of a Sliding Isolation System
with a Spherical Surface," by A.S. Mokha, M.C. Constantinou and AM. Reinhomn, 10/11/90,
(PB91-125419/AS).

"Dynamic Interaction Factors for Floating Pile Groups,” by G. Gazetas, K. Fan, A. Kaynia and E.
Kausel, 9/10/90, (PB91-170381/AS).

"Evaluation of Seismic Damage Indices for Reinforced Concrete Structures,” by S. Rodri guez-Gfmez
and A.S. Cakmak, 9/30/90, PB91-171322/AS).

"Study of Site Response at a Selected Memphis Site,”" by H. Desai, S. Ahmad, E.S. Gazetas and M.R.
Oh, 10/11/90, (PB91-196857/AS).

"A User’s Guide to Strongmo: Version 1.0 of NCEER’s Strong-Motion Data Access Tool for PCs and
Terminals,” by P.A. Friberg and C.A.T. Susch, 11/15/90, (PB91-171272/AS).

"A Three-Dimensional Analytical Study of Spatial Variability of Seismic Ground Motions," by L-L.
Hong and A.H.-S. Ang, 10/30/90, (PB91-170399/AS).

"MUMOID User's Guide - A Program for the Identification of Modal Parameters,” by S.
Rodriguez-Gémez and E. DiPasquale, 9/30/90, (PB91-171298/AS).

"SARCF-II User’s Guide - Seismic Analysis of Reinforced Concrete Frames," by S. Rodrfguez-G(’mez,
Y.S. Chung and C. Meyer, 9/30/90, (PB91-171280/AS).

"Viscous Dampers: Testing, Modeling and Application in Vibration and Seismic Isolation,” by N.
Makris and M.C. Constantinou, 12/20/90 (PB91-190561/AS).

"Soil Effects on Earthquake Ground Motions in the Memphis Area," by H. Hwang, C.S. Lee, K.W. Ng
and T.S. Chang, 8/2/90, (PB91-190751/AS).

"Proceedings from the Third Japan-U.S. Workshop on Earthquake Resistant Design of Lifeline
Facilities and Countermeasures for Soil Liquefaction, December 17-19, 1990," edited by T.D. O’Rourke
and M. Hamada, 2/1/91, (PB91-179259/AS).

"Physical Space Solutions of Non-Proportionally Damped Systems,” by M. Tong; Z. Liang and G.C.
Lee, 1/15/91, (PB91-179242/AS).

"Kinematic Seismic Response of Single Piles and Pile Groups," by K. Fan, G. Gazetas, A. Kaynia, E.
Kausel and 8. Ahmad, 1/10/91, to be published.

"Theory of Complex Damping," by Z. Liang and G. Lee, to be published.

"3D-BASIS - Nonlinear Dynamic Analysis of Three Dimensional Base Isolated Structures: Part I1," by
S. Nagarajaiah, A.M. Reinhorn and M.C. Constantinou, 2/28/91, (PB91-190553/AS).
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"A Multidimensional Hysteretic Model for Plasticity Deforming Metals in Energy Absorbing Devices,"
by E.J. Graesser and F.A. Cozzarelli, 4/9/91.

"A Framework for Customizable Knowledge-Based Expert Systems with an Application to a KBES for
Evaluating the Seismic Resistance of Existing Buildings,” by E.G. Ibarra-Anaya and S.J. Fenves,
4991, (PB91-210930/AS).

"Nonlinear Analysis of Steel Frames with Semi-Rigid Connections Using the Capacity Spectrum
Method," by G.G. Deijerlein, S-H. Hsieh, Y-J. Shen and J.F. Abel, 7/2/91, (PB92-113828/AS).

"Earthquake Education Materials for Grades K-12," by K.E.K. Ross, 4/30/91, (PB91-212142/AS).

"Phase Wave Velocities and Displacement Phase Differences in a Harmonically Oscillating Pile,” by N.
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