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ABSTRACT

The earthquake engineer is faced with the complicated problem of designing safe and

economical structures in a highly uncertain seismic environment. In conventional -seismic

design, a design philosophy which relies on inelastic ductile behavior of structures to withstand

rare, severe earthquakes has been widely accepted. However, the complex interaction between

ground motion features, structural properties and structural response parameters is not well un­

derstood, nor are the corresponding levels of variability.

In this study, a quantitative description of the uncertainty or inherent variability of earth­

quake ground motion input into structures is proposed. It utilizes a time-varying discrete

ARMA stochastic process able to reliably capture the amplitude and frequency nonstationarities

typical of real earthquake records. The ARMA earthquake models are estimated using (i) Kal­

man filtering with a state-space formulation of the ARMA model and (ii) a more traditional

nonstationary estimation technique based on the concept of a stationary moving time window.

Two real earthquake records, very different in nature, are analyzed and simulated using

the proposed ARMA modeling procedure. The fitted earthquake models are used as seismic in­

put into simple elastic and inelastic structural models. The resulting stochastic response

processes are characterized using various elastic and inelastic response parameters. Some of

the inelastic response parameters used are indicative of the degree of damage corresponding to

damage mechanisms most commonly observed in steel and reinforced concrete structures sub­

jected to strong dynamic cyclic loading.

The fitted earthquake models are checked thoroughly at three different levels: (i) "white­

ness" and normality of residuals, (ii) simulation of stochastic elastic response, and (iii) simula­

tion of stochastic inelastic response.

Probabilistic elastic and inelastic (or damage) response spectra corresponding to a given

source-site pair can be easily generated using ARMA Monte Carlo simulation. Such probabilis­

tic spectra provide necessary tools for probabilistic seimic design and seismic safety analysis.

A comprehensive parametric study using ARMA Monte Carlo simulation is undertaken to
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gain insight into the stochastic nature of the seismic response of structures. The sensitivities of

the probability distributions of the various response parameters with respect to the earthquake

process, the type of structural behavior and the structural properties are obtained. The absolute

and relative levels of variability of the traditional ground motion parameters, the elastic

response parameters and the inelastic response parameters are also investigated using the fitted

ARMA earthquake models.

The results of this study can be directly used for seismic reliability assessment of simple

structures using formal reliability theory. The ARMA Monte Carlo simulation methodology can

be integrated into the formulation of reliability-based seismic design procedures that can admit

some tolerable degree of damage while minimizing the risk of collapse.
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"Nothing in Nature is random ... A thing appears random only through the incompleteness of

our knowledge." - Spinoza, Ethics I

"I do not believe that God rolls dice" - Einstein

"In the case of Earthquakes (as in other physical processes), we consider two kinds of

representations: dynamic models, and stochastic models. These two categories of theoretical

constructs are complementary: the more we know about the dynamics of a process, the less we

need to know about its statistics." - Lomnitz
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CHAPTER 1

INTRODUCTION

1.1 Background and Motivation

In the case of a "plate boundary" type of earthquake, strains and stresses build up

along a geological fault due to tectonic forces. When these stresses overcome the frictional

resistance of the rock, the lips of the fault suddenly slip on each other; this phenomenon is

called a fault rupture, which results in a sudden release of strain energy. Part of this

energy is dissipated through frictional heating in the rock material and the remaining part,

called seismic energy, is manifested as seismic waves. Along their propagation path, the

seismic waves undergo reflections, refractions, attenuation with distance, scattering, disper­

sion, and site amplification before they finally reach the support points of various struc­

tures such as buildings, bridges, dams, nuclear power plants, etc. Under the imposed exci­

tation of their foundations, these structures respond dynamically and can remain elastic or

suffer various degrees of damage and collapse depending on the relative strength of the

earthquake and the structures.

When designing earthquake-resistant structures, the ultimate goal of the earthquake

engineer is to save human lives and reduce damage. However, the challenge is to provide

structural safety under economic constraints, which dictate a tolerance for some degree of

structural damage under a severe earthquake motion. If one accepts that part of the

seismic input energy in the structure is dissipated by means of ductile, inelastic deforma­

tions, the seismic loads to which the structure is subjected are reduced (from the elastic

condition). The task of the earthquake engineer is further complicated by two important

facts: i) the considerable uncertainty associated with seismic excitation, and ii) the possi­

bility of high sensitivity of inelastic structural behavior with respect to ground motion

details [3,43].
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The first step in earthquake-resistant design is to define the design earthquake in

terms of global ground motion parameters or ground motion time histories. Both engineers

and seismologists are currently working on the problem of strong ground motion prediction

but from rather different perspectives. Engineers often use an expedient approach in

which earthquake motions are simulated so as to agree in essential ways (such as ampli­

tude, frequency content and duration) with existing data. The intent of this approach is to

capture the essential characteristics of earthquake ground motion at an average site from

an average earthquake of a specified size, and to perform accurate response, damage esti­

mation and risk calculations. These techniques are called replicative or empirical models.

On the other hand, seismologists try to understand the fault rupture process and the subse­

quent propagation of waves within and on the surface of the earth. The ultimate goal of

seismologists in earthquake source modeling is so-called "dynamic modeling". In this

approach, strong ground motion is quantitatively predicted for a given potential earth­

quake fault at a specific site of an engineering structure using the laws of physics of rock

failure (dynamic fracture mechanics) and seismic wave propagation under a given tectonic

stress condition. At the present stage, only long period (longer than 5 seconds) com­

ponents of near fault ground motion can be simulated deterministically with an accuracy

meaningful for engineering purposes. Any practical simulation of high frequency accelera­

tion requires a stochastic model due to our ignorance of the details of the fault zone (asper­

ities and barriers) and the rupture process. Therefore, to model the frequency band

required for structural response analysis (0-15 Hz), a hybrid of deterministic and stochastic

models is needed.

There is considerable uncertainty at all levels of the ground motion and structur~l

response prediction problem. The precise nature of the rupture process, the characteristics

of the wave propagation path and local site conditions, and the characteristics of the struc­

tural system are all, to some extent, uncertain. This uncertainty must be quantified and

used in analysis, design and risk assessment.
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Since most seismic design codes rely on inelastic response of structures to resist strong

ground motions, nonlinear constitutive models must be used for mathematical structural

modeling. Many nonlinear hysteretic models, covering a wide spectrum of sophisti,cation,

have been developed in the literature [30,79,80]. For structural damage assessment pur­

poses, damage needs to be characterized and quantified through the use of realistic dam­

age models. Such models provide a measure of the degree of damage sustained by a struc­

ture during an earthquake and are intended to cover the whole range of structural damage

from the point of incipient damage to the point of incipient collapse. To this end, various

global or local damage indices have been proposed and used in the literature [30,31,74J.

However, there is not yet a consensus on the mathematical definition of structural damage

and the ability to model structural behavior in the collapse range is very limited. The

damage path and failure behavior of most large structures remain unknown because few

experimental studies of full scale structures have been conducted to date.

The seismic safety of a structure must be evaluated as the combination of the calcu­

lated conditional structural reliability (-assuming a level of earthquake intensity at a given

source) with the probabilities attached to all the significant levels of seismic intensity. The

latter information requires a seismic hazard analysis. The risk contributions associated

with several potential seismic sources are additive, provided that these seismic sources are

of independent activities.

Over the years, stochastic input models and nonlinear structural models have become

increasingly sophisticated. Unfortunately, little attention has been directed towards answer­

ing the question of what level of modeling refinement is necessary to achieve meaningful

response assessment results. Neither has the complex interaction between ground motion

characteristics, structural properties, and structural response parameters been well under­

stood. A clear understanding of the cause of structural damage would facilitate the specifi­

cation of ground motions in terms of their damage potential. Developing such a measure

of ground motion would be a laudable goal for both seismologists and engineers. Finally,
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the integration of seismic hazard analysis, ground motion modeling and structural damage

characterization could result in the formulation of reliability-based design procedures that

can admit some tolerable degree of damage while minimizing the risk of collapse.

1.2 Probability Bases for Earthquake-Resistant Design

The occurrence of strong motion earthquakes is unpredictable in time and in space.

The earthquake-induced ground shaking of a structure is uncertain in intensity, frequency

content, and duration. With this in mind, the evaluation of safety and the design of

earthquake-resistant structures should be done in a probabilistic setting. Therefore, proba­

bilistic methods should be used for evaluating potential structural damage due to future

earthquakes. A probability-based earthquake-resistant design procedure contains the fol­

lowing steps:

(1) assess the seismic hazard at a given site for the lifetime of the structure;

(2) model the frequency distribution of the seismic energy (earthquake signal modeling);

(3) model the hysteretic degrading behavior of structures subject to random cyclic

dynamic loading;

(4) simulate the structural response process produced by earthquake loading;

(5) assess the structural damage in terms of structural response characteristics in a statisti­

cal sense;

(6) combine the damage probabilities with all possible hazard levels to obtain the lifetime

damage probabilities.

This dissertation is limited to steps (2) to (5), but the overall picture would be incomplete

without the steps (1) and (6). The next Section will define the important topic of seismic

hazard analysis.

1.3 Seismic Hazard Analysis

The objective of Probabilistic Seismic Hazard Analysis (PSHA) is to assess the proba­

bility of exceedence of a specified ground motion intensity level at a given site and during
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a specified time interval [6]. As specified in Fig. 1.1, the PSHA procedure involves the

following elements:

(1) Probabilistic modeling of earthquake occurrences in time and space, including

descriptions of the sources of future earthquakes and estimates of their activity rates;

(2) Description of the recurrence relationship that provides information on the relative

frequency of occurrence of earthquakes of different magnitudes, and determination of

the probability distribution of earthquake parameters, such as seismic moment, fault

rupture length, slip rate, duration, etc;

(3) Description of the attenuation of ground motion with distance from the earthquake

source, as a function of the earthquake magnitude and other parameters that charac­

terize the energy release at the source and the propagation of seismic waves to the

site;

(4) Evaluation of the probability of exceedence for various levels of the intensity of shak­

ing measured by various ground motion parameters, not limited to the traditional

"Peak Ground Acceleration" which has been recognized as being an inadequate index

of earthquake damage potential.

Each of the above elements involves uncertainties that should be modeled and analyzed

using probabilistic methods. The probability of exceedence of a ground motion intensity

level for a given earthquake occurrence is computed by use of the total probability

theorem:

P(y> y) = Jpcy> y Ix) fXCx)dx (1.1)

where P indicates probability, Y is the earthquake intensity, y is the intensity level for

which the exceedence probability is sought, X is a vector of random variables that influ­

ence the outcome of Y, and the integration is performed over all possible outcomes of X.

To determine the probability of exceedence of the specified intensity level during a given

interval of time, the above probability should be combined with a model of earthquake

occurrences in time. The resulting estimate can be plotted as an annual probability of
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exceedence versus the intensity level for instance, as depicted in step 4 of Fig. 1.1.

The overall intensity level of a future earthquake still does not define the earthquake

motions actually felt by the structure, i.e., ground motion time histories of the support

points of the structure. To generate an earthquake motion time history, the time-varying

amplitude and spectral distribution of the seismic energy have to be specified. Since the

details of an earthquake accelerogram cannot be described deterministically, a stochastic

model is needed to represent the uncertainty of the motions.

1.4 Objectives and Scope

Objectives:

The primary objectives of the present study are to:

(1) Model the inherent uncertainty contained in earthquake ground motion time histories

for a given source-site pair using stochastic processes. These stochastic earthquake

models should be able to represent the amplitude and frequency nonstationarities typi­

cal of real earthquake records.

(2) Verify thoroughly the adequacy of the proposed earthquake model, especially In

regard to its application as seismic input into structural models.

(3) Simulate, characterize and represent the stochastic response process of simple elastic

and inelastic and nondegrading and degrading structural models using the proposed

stochastic input model.

(4) Perform a comprehensive parametric (sensitivity) study of the stochastic seismic

response of simple structures. Such a study provides a tool to investigate the complex

cause-and-effect relationships existing among the earthquake process, the type of struc­

tural behavior and the structural properties such as stiffness and strength. The sto­

chastic approach of this parametric study provides a useful insight into the probabilis­

tic nature of the seismic response of structures.
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Scope:

The above objectives are achieved by:

(1) Using a nonstationary discrete-time ARMA model. The amplitude nonstationarity is

represented by a variance envelope. The latter is directly estimated from a real earth­

quake record using a non-parametric, two-stage weighted moving average scheme

operating on the squared ground acceleration time history. The frequency nonsta­

tionarity is modeled by the time-varying property of the ARMA model. The time his­

tories of the ARMA parameters are estimated using Kalman (time adaptive) filtering

and a more traditional nonstationary estimation technique based on the concept of a

stationary moving time window.

(2) Checking the estimated earthquake models at three different levels:

(i) check of the residuals (generated by the model estimation procedure) for uncorrela­

tion in the time and frequency domains and for normality;

(ii) check the individual and statistical properties of the ARMA-simulated ground

motions compared to the ground motion properties of the target earthquake record;

(iii) check the statistics of various elastic and inelastic response parameters (damage

parameters) of the simple structural models analyzed and subjected to a family of

artificial earthquakes generated from the estimated earthquake model. As third

level of model checking, these response statistics are compared to the corresponding

deterministic response parameter values produced by the target earthquake motion.

(3) Selecting response parameters to characterize the seismic response of the elastic and

inelastic structural models utilized. The response parameters associated with the ine­

lastic structural models are correlated to real damage mechanisms of structures sub­

jected to dynamic cyclic loading such as earthquakes. In other words, they are indica­

tive of the extent of damage imparted to the structure to be modeled. The probabilis­

tic structure of these response parameters is obtained by ARMA Monte Carlo simula­

tion and represented in terms of (i) histograms to identify the type of the underlying
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probability distributions, (ii) probabilistic elastic and inelastic response spectra, useful

for probabilistic seismic design and seismic safety analysis, and (iii) "coefficient-of­

variation versus initial structural period" curves.

(4) By systematically varying (i) the target earthquake record, (ii) the ARMA model

order, (iii) the type of structural behavior, and (iv) the structural properti~s in the

basic ARMA Monte Carlo simulation scheme. The resulting sensitivities of the vari­

ous probabilistic representations of the response parameters are obtained.

1.5 Organization of Text

The presentation of this study has been divided into nine chapters, the contents of

which are outlined below:

Chapter 1 serves as an introduction by defining the general problem facing earth­

quake engineers anxious to design safe structures. It gives the motivation for a probabilis­

tic approach to the problem of earthquake-resistant design. The research objectives of this

work are also outlined.

Chapter 2 defines and classifies the various sources of uncertainty present in earth­

quake engineering. The seismological approach to earthquake strong motion modeling is

briefly presented. The topic of stochastic ground motion modeling is introduced by a

review of the state-of-the-art, continuous-time stochastic models used.

In Chapter 3, the nonstationary, discrete-time stochastic ARMA model used in this

study is thoroughly described. The model estimation and model checking procedures are

defined. In conclusion, the advantages of the ARMA model motivating its choice over the

other models available for this study are outlined.

Chapter 4 contains a thorough physical interpretation of the low order ARMA(2,1)

model and discusses the physical interpretation of higher order ARMA models in tenns of

dynamic systems.

In Chapter 5, two real earthquake records are analyzed and simulated using the nons-
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tationary ARMA modeling procedure developed. The resulting simulated probability dis­

tributions of the traditional ground motion parameters are presented.

In Chapter 6, the structural models used in this study are presented in the context of

a discussion on the difficult problem of structural damage characterization. The structural

response calculation algorithm is presented and the selected structural response parameters

are defined. The comprehensive response parametric study using ARMA simulation is

outlined.

Chapter 7 presents the response simulation results for linear elastic SDOF systems.

Probabilistic elastic response spectra corresponding to a given source-site pair are defined.

A methodology using them to derive uniform hazard elastic response spectra is presented.

Chapter 8 contains the response simulation results for nonlinear elastic and inelastic

SDOF systems. Probabilistic inelastic response spectra are defined. The results of the

comprehensive probabilistic parametric study are presented. The results related to the pro­

bability distribution of the plastic deformation ranges response quantities are given special

attention. Based on the present study, the relative levels of variability of the ground

motion parameters and of the elastic and inelastic structural response parameters are

presented.

Chapter 9 provides a summary of the work completed, a summary of findings from

previous chapters and presents recommendations for future research based on these find­

ings.
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CHAPTER 2

EARTHQUAKE GROUND MOTION CHARACTERIZATION

2.1 Uncertainties in Earthquake Engineering

In recent years, an increasing research interest has focused on the problem of the sto­

chastic response and reliability analyses of hysteretic structural systems subjected to severe

earthquakes, since there are many uncertainties in defining seismic excitation at the site, in

modeling the dynamic characteristics of structural systems and their performance criteria.

The various sources of uncertainty in earthquake engineering can be listed as follows:

(a) uncertainty of seismic excitation (seismic input);

(b) uncertainty of structural properties (mechanical and geometrical);

(c) uncertainty of structural mathematical model;

(d) uncertainty of computational algorithm for dynamic response calculations;

(e) uncertainty of structural evaluation based on some selected response parameters

(damage indices).

The earthquake phenomenon is so complex and poorly understood that the resulting

ground motion signal at a given site appears to be random, i.e., earthquake accelerograms

have erratic appearances. The uncertainty of the seismic excitation will decrease slowly in

the future with the growing library of earthquake data and the development of seismologi­

cal prediction techniques (physical earthquake models). However, the seismic excitation

contains an inherent type of uncertainty, which cannot be reduced and has to be accepted

as such. The overall earthquake phenomenon can be split into several components, each

with its respective uncertainty:

(i) earthquake occurrence in space and time;

(ii) earthquake magnitude (amount of energy released);
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(iii) earthquake source mechanism;

(iv) seismic wave propagation along transmission path;

(v) local site geology (site amplification/attenuation properties).

The uncertainties characterizing parts (i) and (ii) can be quantified by using the

well-known Richter law of magnitudes [78]. Richter's law says that in a certain zone of

the earth crust and during a given period of time, the occurrence of earthquakes can be

approximated by the frequency-magnitude relationship:

N(m) = en - 13m (2.1)

where N(m) is the number of earthquakes with magnitude greater than or equal to m, and

(Y and (3 are empirical constants. From the information contained in Eq. (2.1), the proba­

bility density function of magnitudes given an earthquake occurrence and the average rate

of earthquake occurrences Va (m) corresponding to a magnitude 2: m can be derived [27].

As a first step, a Poisson model with parameter va(m) can be used to simulate earthquake

occurrences in time. To correct for the absence of memory in the Poisson model, more

sophisticated models such as Markov processes [48] can be used, but often there is not

enough historical data to properly calibrate these models for a given application.

Considerable uncertainty is associated with the earthquake source mechanism and the.

subsequent seismic wave propagation. The topology of the causative fault, the material

properties and geometrical configuration of the geological medium along the transmission

path are largely unknown. They are inferred from surface measurement using the indirect

method.

In past years, the importance of local site conditions in earthquake engineering has

been revealed. A good illustration has been the amplification effect of the deep layer of

soft clay underlying Mexico City during the September 1985 earthquake. The present

state-of-the-art enables propagating an incoming motion at bedrock level through the elas­

tic or inelastic surficial soil layers given their mechanical (stiffness, damping, hysteretic

characteristics) and geometrical properties. No general conclusions can be drawn about the
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overall amplification/attenuation characteristics of a soil layered system since they depend

on the relative properties of the incoming motion at bedrock level and the properties of the

soil layers.

Structural material properties and structure geometrical properties show some inherent

variability. The mathematical idealization of a real structure for analysis purposes simpli­

fies reality and the computational algorithm approximates the exact behavior of the struc­

tural model. The uncertainties associated with the structural mathematical modeling and

the computational algorithm can be reduced by improving the model and algorithm,

respectively.

For a given structural model, one has to identify pertinent model response parameters

. which measure the damage state or functional disorder of the real structure. Many such

damage indices (or damage models) have been proposed in the literature, but they are all

imperfect and none has been universally accepted. Each of them correlates well with

actual physical damage observed during experimentation performed on a given structure or

substructure subjected to a particular loading. Their extensions to different types of load­

ings and structures are uncertain.

The uncertainty of the seismic response of structures is predominantly driven by the

uncertainty of the seismic input [7,20,73,81]. Chopra and Kan [20] and Powell and Row

[73] studied the effects of varying the ground motion and modeling assumptions for

analysis, and both concluded that uncertainties in the ground motion are critical. Accord­

ingly, this study will consider only the seismic input uncertainty and the structural

mathematical model, computational algorithm and damage indicators will be assumed to

be unbiased.

2.2 Predictive Physical Earthquake Models

A portion of earthquake engineering, called strong motion seismology, is research

devoted to understanding the physical nature of strong ground motions. Seismologists

study records of eart~quake-inducedmotions for several reasons: (1) to learn the details of
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earthquake sources, (2) to determine the earth structure, (3) from the knowledge of sources

and structures, to predict the shaking at the surface of the earth from earthquakes. Strong

motion seismology has made considerable progress in the last decade. However, th~ state­

of-the-art physical earthquake models are still not able to adequately explain observed

strong motion data in the frequency range of concern for structural engineering. Observed

recordings can be modeled in a realistic way provided the maximum frequency does not

exceed - 1 Hz, which is too low for structural engineering purposes. Nevertheless, it is

important for the earthquake engineer to have an overall understanding of the state-of­

the-art strong motion prediction methods. An exhaustive and well referenced review on

this topic is available in Ref. [15]. A very brief outline of these predictive methods is

given below.

The surface ground shaking resulting from an earthquake is the result of a complex,

dynamical rupture process followed by propagation in the earth of the generated seismic

waves. Near-field earthquake records are dominated by source effects, whereas far-field

records are dominated by surface waves "shaped" by the earth structure along the propaga­

tion path. Two main approaches for modeling mathematically the earthquake strong

motion seismic waves have been used. The first approach uses a so-called kinematic dislo­

cation model in which the time history of the slip on the generating fault is known a priori.

In this approach, the slip function defines the source model and the source parameters are

shape, rise time and amplitude of the slip function, the velocity of the slip over the fault,

and the final area over which the slip occurred. The propagation effect is quantitatively

expressed by theoretical or semi- empirical Green's functions which represent the response

of the earth when an impulsive double-couple (point-force equivalent to a fault slip) is

applied at a point on the fault. Records of small earthquakes are used as semi-empirical

Green's functions. Finally, a seismogram is synthesized by a space-time convolution of the

slip function and Green's functions. This earthquake modeling technique does not incor­

porate rupture initiation, spreading and stopping on the fault. It is useful for obtaining a

first-order understanding of the earthquake rupture process.
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The second approach, called dynamic modeling, is to solve the wave equations for

the two- or three-dimensional space, under appropriate boundary conditions and a fracture

criterion. This approach makes use of results from theoretical fracture mechanics as well as

laboratory results on rock failure. The wave equations are solved numerically using (1) the

finite-difference method, (2) the finite element method or (3) boundary value integral

methods. Using this dynamic approach, two- and three-dimensional shear crack models

have been developed to synthesize strong motion records.

It has been found that most of the high-frequency emissions come from the rupture

front when it changes its speed of advance. Therefore, the presence of "asperities" or

unbroken "barriers" on the fault surface has a strong influence on the generation of high­

frequency seismic waves. Since no reliable techniques are available at this time to identify

the details of a fault surface and of the geological structure of the surrounding medium,

stochastic fault models have been developed involving random distributions of source

parameters.

In the future, the physical explanation of observed strong motion data will be

improved by: (i) using more realistic, less restrictive, seismic source and wave propagation

models, and (ii) obtaining more accurate geological structures and source topography.

The stochastic earthquake model used in this study does not depend directly on

source and path parameters. It is fitted from an observed earthquake record and is

required to reliably reproduce the observed waveforms in the frequency range of interest

for structural engineering.

2.3 Continuous-Time Stochastic Earthquake Models: A Review

To quantify the uncertainty of earthquake loading, the overall problem is split into

two sub-problems. In the first sub-problem, the probability of exceedence of a specified

ground motion intensity level is considered. This part is solved using probabilistic seismic

hazard analysis techniques. Given an overall intensity level and a representative set of glo­

bal ground motion p~rameters characterizing amplitude, frequency content and duration,
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the second sub-problem is involved with the definition and fitting of a stochastic process.

The latter must be able to generate artificial earthquake signals consistent with the source­

site pair and the seismic risk level under consideration.

In earthquake engineering, the ground motion is commonly represented in terms of

an earthquake ground acceleration history, called an accelerogram or an acceleration

record. By visual inspection, earthquake ground acceleration records have the following

common characteristics:

(1) They are causal and transient events, that start at a certain time with zero accelera­

tion, exhibit strong and chaotic oscillations about the zero acceleration line (erratic

behavior), and after a sufficiently long time tend to zero acceleration. They represent

finite energy events.

(2) They show a strong non-stationarity in both intensity and frequency content.

(3) Acceleration records are vastly different from event to event. Even for the same

earthquake, two accelerograms recorded at closely spaced stations may differ substan­

tially.

In this Section, continuous-time stochastic earthquake models will be reviewed. This

review is not intended to be exhaustive, but representative.

The first engineering interpretation of strong motion accelerograms was made by

Housner [38,39] who explained their appearance by reasoning that high-frequency seismic

waves are generated by irregular slippage along faults. The seismic waves are subsequently

subjected to numerous random reflections, refractions and attenuations as they propagate

through the heterogeneous crustal structure of the earth. Subsequently, many researchers

followed" Housner's paradigm in interpreting and modeling strong motion accelerograms as

random processes for seismic-resistant design. Over the years, stochastic earthquake

models have become increasingly sophisticated: shot noise and white-noise, filtered white­

noise and filtered Poisson processes, and random processes with an evolutionary power

spectral density are examples.
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Theory of Random Processes

The central notion involved in the concept of a random process or stochastic process

X(t) is that not just one time history is described, but the whole family or ensemble of pos-

sible time histories which might have been the outcome of the same experiment are

described [25). Any single individual time history belonging to the ensemble is called a

sample function or a realization. A random process can be portrayed schematically as in

Fig. 2.1. Each sample function x(j) (t) is sketched as a function of time.

A random process is a parameterized family of random variables. In the literature,

random processes are also called random functions or stochastic processes if the indexing

parameter is continuous time, or time series if the indexing parameter is discrete time. At

fixed times t = t1 and t = t2, X (t1) and X (t2) are random variables and x(j) (t1) and x(D (t2)

their jth realizations. Visually, realizations of a given stochastic process look different, but

they are governed by a common underlying probability structure. The latter can be defined

by the whole hierarchy of joint probability density functions, but the most common and

easiest way is to use statistical moments.

A general stochastic process X (t) with time-varying statistical properties is called

nonstationary. The second-order statistics of such a process are:

Ensemble mean:

Autocorrelation function:

Autocovariance function:

Variance of the process:

E [X (t)) = Il- (t)

Var [X(t)) = (T~ (t) = Kxx(t,t)

(2.2)

(2.3)

(2.4)

(2.5)

(2.6)

A normalized form of the autocovariance function is called the autocorrelation coefficient

function:

(2.7)
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A random process X(t) whose probability structure is invarianfunder arbitrary trans-

lations of the indexing parameter t is called stationary. A process is strongly stationary (or

stationary in the strict sense) if all orders of its probability density functions are stationary

and weakly stationary (or stationary in the wide sense) if its probability structure is time

invariant up to the second order only. In the case of a Gaussian process, weak stationarity

and strong stationarity coincide, since a Gaussian process is completely defined by its

second order statistics. In the case of stationary processes, the above definitions can be

reduced to:

Ensemble mean:

Autocorrelation function:

E[X (t)] = fl. = constant

Rxx (,.) = E[X(t)X(t + ,.)]

(2.8)

(2.9)

Autocovariance function: 2:xx (,.) = E[(X(t) - J.L) (X(t+,.) - fl.)]

= Rxx (,.) - J.L2 (2.10)

Variance: Var [X(t)] = o-j (t) = Rxx (0) - J.L2 = o-j (2.11)

Autocorrelation coefficient function: (2.12)

Note that zero mean random processes (fl.(t) = 0) are needed for stochastic modeling of

earthquake digitized accelerograms. Therefore, autocorrelation and autocovariance func-

tions are identical and the distinction between them can be dropped.

A zero mean stationary process X(t) can be represented in its spectral form by the

Fourier-Stieltjes integral [76]:

X(t) = f eiwtdZ(w)
-00

where Z(w) is a complex valued orthogonal stochastic process such that:

(2.13)

E[dZ(w)] = 0 and E[dZ*(w) dZ(w')] = 0 for w * w' (2.14a)

dZ*(w) being the complex conjugate of dZ(w) and
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E [ IdZ(w ) 1
2] = dR(w ) (2.14b)

In essence, Eq. (2.13) states that any stationary process can be represented as a sum of sine

and cosine functions with random uncorrelated coefficients dZ(w). From Eqs. (2.13) and

(2.14b), the autocorrelation function Rxx (T) can be derived:

00

RXX(T) = J eiWT dRew)
-00

If H(w) is differentiable, i.e., dH(w) = ct>(w) dw, Eq. (2.15) reduces to:

00

(2.15)

(2.16)

which is one member of the Fourier transform pair, called the Wiener-Khinchine relation,

which relates the autocorrelation function R(T) and the power spectral density (PSD) func-

tion ct>xx(w). The other member of the Wiener-Khinchine relation is:

1 Joo .
ct>xx(w) = -2 e-1WT RXX(T) dT

1T-oo
(2.17)

The definition of the PSD function of a stationary process X(t) given by Eq. (2.17) is

equivalent to the following definition [76]:

where

(2.18)

(2.19)

The variance, also called average energy, of a zero mean stationary process X(t) can be

expressed in terms of the PSD function by using Eq. (2.16):

00

Var[X(t)] = E [X(t) X(t)] = Rxx (0) = Jct>xx(w) dw (2.20)

From Eq. (2.20), the spectrum has an immediate physical interpretation as the distribution

of energy over a continuous range of frequencies.
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A class of nonstationary processes, called an "evolutionary process", can be

represented using the concept of a time-dependent spectrum (or evolutionary power spec-

trum) which possesses a physical interpretation as a "local" power-frequency distril;mtion.

The concept of evolutionary PSD function is a natural extension of the PSD function for

stationary processes. A time evolutionary random process X(t) can be represented by the

following Fourier - Stieltjes integral:

00

X(t) = f A(t,w) eill>tdZ(w) (2.21)

instead of Eq. (2.13). The deterministic function A(t,w) is called a modulating function.

The special case of a stationary process corresponds to A(t,w) = 1. Using the orthogonal-

ity properties of Z(w), the time dependent mean square, or variance, of the random pro-

cess X(t) defined in Eq. (2.21) can be derived:

00

Var[X(t)] = E[X2(t)] = f IA(t,w)1 2 dH(w)
-00

(2.22)

where dH(w) has been defined in Eq. (2.14b). If H(w) is a differentiable function, then

Eq. (2.22) can be written as a Riemman integral:

00

and the evolutionary PSD is defined as:

epxx(t,w) = IA(t,w) 1
2 epxx(w)

(2.23)

(2.24)

A time evolutionary random process can then be interpreted as a sum of sine waves with

different frequencies and time varying random amplitudes {A(t,w) dZ(wn. The autocorre-

lation function of the nonstationary process is a function of both t and ,.:

00

(2.25)
-00

There is an interesting alternative interpretation of time evolutionary random processes in
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terms of time varying filters. If the modulating function A(t,w) is written as:

00

A(t,w) = f h(t,u) eiwudu

then Eq. (2.21) can be converted to:

00

X(t) = f S(t-u) h(t,u) du

(2.26)

(2.27)

where Set) is a stationary process. Thus, X(t) may be interpreted as the result of passing a

stationary process through a time varying filter {h(t,u)}.

The kind of nonstationary process obtained by using a frequency independent modu-

lation function A(t,w) = 'I'(t) in Eq. (2.21) is called a uniformly modulated process or

separable process, since such a process can be factored as:

X(t) = 'I'(t) Set) (2.28)

where 'I'(t) is a deterministic envelope function and Set) is a unit variance stationary pro­

cess. Often, in the literature, I(t) = 'l'2(t) is referred as an intensity function, strength

function or variance envelope. The relative amplitude of the various frequency com-

ponents of a uniformly modulated random process do not change with time; only their

absolute magnitude changes.

White-Noise Process

A mathematical idealization of a stationary random process Wet) in which all fre-

quencies contribute with equal intensity to the mean square value of the process is called

white-noise or a purely random process and consists of a sequence of uncorrelated random

variables. It has an infinite variance, due to the contribution of all frequencies, and is

therefore not physically realizable, but it provides a basic "building block" from which

more complicated finite variance models can be constructed. The correlation and spectral

properties of white-noise are:

Autocorrelation function: (2.29)
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(2.30)

where SeT) is the Dirac delta function. The statement of white-noise does not imply any

probability distribution. If, at any time t, a white-noise process has a Gaussian distribu-

tion, then it is called a Gaussian white-noise.

Shot Noise Process

A sequence of independent, identically distributed (Li.d) zero mean random impulses

An occurring at random uncorrelated times Tn is called a stationary shot noise [55,57]. A

simple mathematical representation of this idea is given by the following expressions:

N(t)
Set) = L AjS(t-Tn)

n=l
(2.31)

E[An] = a , (2.32)

where S(.) stands for the Dirac delta function and N(t) for a random number of counts in

the time interval (O,t]. An interesting case of shot noise is obtained when the counting

process N(t) is a homogeneous Poisson random process with constant mean impulse

occurrence rate A. In this case, the sequence of time instants {Tl> T2' T3' ... } indicates

Poisson arrival times. This superposition of random impulses is suggested by the concept

of a train of seismic waves. It can be shown that a shot noise process with Poisson arrival

times tends to a Gaussian white-noise process as A tends to infinity and (T2 tends to zero in

such a way that A(T2 is constant [41]. Hence, for large A, Set) can be regarded as a good

approximation to a white-noise process. Finally, if the random impulses are Gaussian dis-

tributed, the process is called a Gaussian shot noise.

Filtered white-noise Process

To shape the PSD function of a white-noise process W(t), a time-invariant linear filter

can be used to generate a filtered white-noise random process:

00

XF\VN(t) = f h(t-T)W(T)dT
-00

(2.33)
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where h(.) corresponds to the filter impulse response function. The PSD function of a fil-

tered white-noise process is given by [56]:

<I>x (w) = IH(w) 1
2 <I>ww

FWN
(2.34)

where <I>ww = <1>0 = constant white-noise PSD and H(w) = Fourier transform of the filter

impulse response function h(t), also called the filter transfer function. The variance of the

process XFWN is given by Eq. (2.20):

00 00

(2.35)
-00

Filtered Poisson Process

-00

A filtered Poisson Process is obtained by filtering the stationary shot noise process

with Poisson arrival times tn described in Eq. (2.31):

00

(2.36)
n=-oo

Non-Stationarity Modeling

Nonstationary random processes can be represented by either (i) uniform modulation

of a filtered white-noise process or Poisson process:

00

(2.37)
-00

00

XMFP (t) = ~ An 'I'(t) h(t-tn) = 'I'(t) XFP(t)
n=-oo

or (ii) filtering of a uniformly modulated white-noise process or Poisson process:

00

-00

00

n=-oo

(2.38)

(2.39)

(2.40)

The processes XMFWN (t) and XMFP (t) are separable processes and therefore are
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nonstationary in amplitude only. On the other hand, the processes XFMWN (t) and

XFMP (t) are not exactly separable, but they approximately retain the shape of the PSD

function of the underlying stationary process if the deterministic envelope function 'l'(t) is

chosen to be a slowly varying function of time. It can be shown [57,83] that XFMP(t) in

Eq. (2.40) is equivalent to:

00

(2.41)
n=-oo

if the underlying Poisson process has the nonstationary arrival rate A'l'2 (t) (nonhomogene-

ous Poisson process). The two assumptions of time-dependent average impulse occurrence

rate A with time-independent statistics of An and constant A with time-dependent statistics

of An can be shown to be statistically equivalent [57]. The random pulse train represented

in Eq. (2.41) can be shown [58] to be an evolutionary process of evolutionary spectral den-

sity:

00 2

<I>xx(t,w) = 2~ E[A;] ,'£h(U)VA(t-u)e-iWUdul

where A(t) is the time-dependent average pulse arrival rate.

(2.42)

It can be shown [83] that the filtered white-noise processes and filtered Poisson

processes as defined above can be made identical up to the second moment by imposing

the condition A0"2 = 211' <1>0'

Green's Functions

The existence of high-frequency components in a typical earthquake record suggests

that slips in a fault zone occur intermittently rather than smoothly [70]. In a first modeling

approach, slippings can be assumed to occur in independent short spurts, almost impul-

sively. The impulse response function h(t-T) of the linear filter used in Eqs. (2.33) to

(2.40) can be viewed as a Green's function that describes the ground acceleration at time t

at a given site, due to a fault slip impulse at time T. Various physical features of the

seismic wave propagation path can be incorporated by using the appropriate Green's
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functions. For example, the Kanai-Tajimi model is a simplified representation of the

behavior of the uppermost layer between the ground surface and the nearest bedrock,

obtained by lumping the stiffness, inertia and dissipative properties of the medium

[24,47,88]. The uppermost soil layer is viewed as a one-story shear building and the

Kanai-Tajimi model represents the transfer function between the ground acceleration and

the absolute acceleration of the roof of the shear building:

(2.43)

The corresponding impulse response function is:

(2.44)

where R(t) = Reaviside step function, wg = ground predominant frequency, ~g = ground

damping characterizing the frequency bandwidth, wgd =~ = damped ground

predominant frequency. If the Kanai-Tajimi impulse response function is used in the ran-

dom pulse train of Eq. (2.41) with a time-dependent average pulse arrival rate A(t), an

evolutionary (Priestley) Kanai-Tajimi earthquake model is obtained. Other types of

Green's functions have been defined in the literature, such as the one corresponding to the

one-dimensional wave propagation in a linear elastic medium or a linear Maxwell medium

[58].

Digital Simulation of Seismic Ground Motion

Even though the filtered Poisson process model, Eqs. (2.38) and (2.40), appears

preferable in terms of physical interpretation, sample functions of the stochastic process

simulating the ground acceleration are usually generated with the aid of the filtered white-

noise model of Eqs. (2.37) and (2.39), due to simulation efficiency. The generation of a

Gaussian discrete white-noise is the starting point of the simulation procedure. This is

done by computer generation of a sequence of uncorrelated Gaussian numbers with zero
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mean and unit variance. By spacing these numbers at time interval At and joining them

by straight lines, a piecewise linear function is obtained that approximates a realization of

Gaussian white-noise. The next phase of the simulation procedure consists in linear filter-

ing the time modulated discrete white-noise or, alternatively, time modulating the linear

filtered white-noise. The linear filtering can be performed either in the time domain or in

the frequency domain. In the time domain, the linear differential equation corresponding

to the filter has to be integrated numerically for a piecewise linear forcing function.

Hence, the filter differential equation is approximated by a difference equation. The alter-

native procedure is to use the spectral representation method in the frequency domain

according to which a stationary process of PSD <I>xx(w) can be simulated by the following

series, as N tends to infinity [85]:

(2.45)

(2.46)

where Wj= jAw, j=l, ... ,N. In Eq. (2.45), OJ are independent random phase angles

uniformly distributed over the range (O,2"lT). The spectral representation method of sta-

tionary random processes can be directly generalized to a nonstationary process character-

ized by an evolutionary power spectrum IA(t,w) 1
2 <I>xx(w) [84] :

X(t) = V2~ V2A2(t,W~<I>xx(Wj)AW cos(Wjt+ O~
j=l

As presented above, continuous-time, stochastic models for earthquake ground

motions have to eventually be discretized for simulation purposes. Therefore, in this

study, a more direct and versatile approach is adopted which consists in using, from start,

discrete stochastic models in the form of stochastic linear difference equations. Two other

advantages of such models are: (i) their computational efficiency, since they require only

additions and multiplications in comparison with the computationally very expensive

evaluation of trigonometric functions needed in the spectral representation method (Eqs.

(2.44) and (2.45»; (ii) their statistical estimation from observed records is easier and they

provide more flexibility to fit the local properties of real strong motion data than

continuous models.
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CHAPTER 3

ARMA MODELS FOR EARTHQUAKE GROUND MOTION MODELING

3.1 Introduction

In this study, models explicitly formulated in discrete time are used for the analysis

and simulation of earthquake ground motion records. An important class of discrete

models is the class of autoregressive moving-average models, abbreviated ARMA, which

represents the cornerstone of time series analysis [16]. ARMA models are of equal gen­

erality with linear continuous-time models (differential equations), but they have a number

of significant advantages for digital analysis and simulation purposes. In other words,

these discrete models provide a useful class of transfer functions and need not be justified

by continuous models. However, in some cases, the discrete model can be used to reveal

some of the characteristics of the underlying continuous model.

3.2 Stationary ARMA(p,q) Model

The general ARMA model of order (p,q), abbreviated ARMA(p,q), is represented

by the following stochastic linear difference equation:

(3.1)

where {ak = a(k M) , k = 0,1,2, ... } represents the discrete stationary correlated pro­

cess; {ek = e(kAt)} is a stationary discrete white-noise process, assumed to be Gaussian,

i.e., ek - N (0, a}); «Pi, i = 1, ... ,p) are the autoregressive parameters; and

(Oi, i = 1, ... ,q) are the moving-average parameters. In terms of the backward shift

operator B (defined by Bnxk = Xk-n), Eq. (3.1) can be rewritten more concisely:

(3.2)

or

(3.3)



- 27 -

where <I> (B) and 0 (B) are polynomials of finite degree p and q.

Stationarity

The stationarity conditions ensure that the process {ak} has a finite variance (J';. The

stationarity of a mixed autoregressive moving-average process is controlled by the autore-

gressive part only. The ARMA(p,q) model, represented by Eq. (3.1), is stationary if the

roots of the characteristic equation

xP - c:f>1 xp- 1 - ••• - </>p = 0 (3.4)

lie within the unit circle, i.e., are less than one in absolute value. An alternative way of

expressing this condition is in terms of the associated autoregressive polynomial WeB).

The polynomial equation,

1 - </>1 B - .. , - </>p BP = 0, (3.5)

is similar in form to Eq. (3.4) except that x is replaced by liB and the whole equation is

multiplied through by BP. In this case, the stationarity condition requires that the roots of

the autoregressive polynomial equation lie outside the unit circle.

Invertibiiity

To illustrate the basic idea of invertibility, consider the very simple first order'

moving-average MA(1) process:

(3.6)

This process can be expressed in terms of lagged values of ak by substituting repeatedly for

lagged values of ek' This yields

a a2 an an+1ak = ek - U1 ak-1 - U1 ak-2 - ... - U1 ak-n - U1 ek-n-1 (3.7)

If ak is not to depend on a shock to the system arising at some point in the remote past, 91

must be less than one in absolute value. If n is allowed to go to infinity, the last term in

Eq. (3.7) disappears and ak may be written as an infinite autoregressive process with dec-
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lining weights, i.e.,

00

ak = ~ -efak-n + ek
n=l

(3.8)

The MA(I) model with 1011> 1 is not invertible, but it is still stationary. Restricting

attention to invertible processes resolves the problem of identifiability, since a particular

autocorrelation function will be compatible with two processes, only one of which is inverti-

bIe. However, the fundamental reason for excluding stationary non-invertible processes is

that they are not physically realizable, Le., a small perturbation in the distant past can

have an explosive effect on the present noise ek' For finite nonstationary processes, non-

invertibility may be realistic and very useful. The invertibility conditions for a general

. ARMA(p,q) model may be expressed in terms of the associated MA polynomial, e(B) in

Eq. (3.3), by requiring that the roots of e(B) == 0 lie outside the unit circle.

Statistical Properties in the Time Domain

The second order statistics for zero mean, discrete, stationary, stochastic processes are

analogous to those belonging to continuous processes and presented in Section 2.3, Le.,

Variance: Var[akl = cr; == E[ail == 'Yo

(3.9)

(3.10)

Autocorrelation coefficient function:
E [ak ak+n]

E [ail
(3.11)

The variance cr; of an ARMA process {ak} is proportional to the variance cr; of the ran-

dom forcing function {ek}' In the sequel, the ratio of the observed process variance to the

noise variance cr;/cr; will be called the variance gain, abbreviated Gv(~ ,ft), of an ARMA

model.

The knowledge of the autocorrelation coefficient function 'Yn alone is equivalent to

the knowledge of both variance and autocorrelation function Pn' It is shown [16J that, at

higher lags, the autocorrelation coefficient function of the ARMA(p,q) process is entirely
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determined by the difference equation corresponding to its autoregressive part:

<I> (B) Pn = 0, n2::q+1 (3.12)

At lower lags, there will be q autocorrelation coefficients Pq' Pq-1 , ,P1 whose values

depend directly on the q moving-average parameters ft, as well as on the p autoregressive

parameters ~: Also, the p values Pq , Pq-1' ... ,Pq-p+1 provide the necessary starting

values for the difference equation, Eq. (3.12). If q-p< 0, the whole autocorrelation func-

tion Pn , for n = 0,1,2, ... , will consist of a mixture of damped exponentials and/or

damped sine waves, whose nature is dictated by the polynomial <I> (B) and the starting

values. If, however, q-p 2:: 0, there will be q-p+ 1 initial values Po, PI, ... ,Pq_p' which

do not follow this general pattern.

Statistical Properties in the Frequency Domain

The frequency distribution of the variance of a stationary ARMA(p,q) process is

described by its one-sided spectrum:

P(f) = 20" 2 -' 0 (e-i21TfAt) I-=- M
e I <I> (e-i21TfAt) 12

11 - 6
1

e-i21TfAt ­
= 20"2

e 11 - cl>1 e -i21TfAt -
(3.13)

where fNyq = 1!(2~t) denotes the Nyquist frequency. The spectrum defined above is the

discrete counterpart of the power spectral density function, Eq. (2.17), defined for a con-

tinuous process. The variance of an ARMA process can be obtained from its spectrum by

the following relation:

Stochastic Model Building

f"yo

Var[akl = 0"; = f P(f) df
o

(3.14)

According to the classical Box-Jenkins method, the fitting of an ARMA model to a

set of data is usually best achieved by a three stage iterative procedure based on identifica-
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tion, estimation, and diagnostic checking. The specific aim of model identification is to

obtain some idea of the values for the model order (p,q) and to obtain initial guesses for

the ARMA parameters. After the identification process has established a tentative model,

model estimation uses the data to make inferences about the model parameters, ~,ft and

a e' conditional on the adequacy of the selected model. Likelihood and Bayesian methods

are commonly applied for this purpose [16]. Finally, diagnostic checks of the fitted model

in its relation to the data are applied in an effort to reveal model inadequacies and to pro­

vide a basis for model improvement.

3.3 Nonstationary ARMA Models

The traditional approach for dealing with nonstationary processes has been to try to

transform the process into a stationary form. For example, the autoregressive integrated

moving-average model, abbreviated ARIMA, is a suitable nonstationary model if the dth

difference of the time series {ak} can be represented by a stationary, invertible ARMA pro­

cess [16]. The general ARIMA(p,q,d) model is defined by the following difference equa­

tion:

(3.15)

where cI> (B) and 0 (B) represent the autoregressive and moving-average operators and V

denotes the difference operator, defined by Vak = ak - ak-l' Nevertheless, there are

many processes, such as earthquake accelerograms, which possess nonstationary charac­

teristics of a much more complex nature, and for which the above technique is quite inade­

quate. The nonstationary properties of earthquake signals are separated into two types.

The first type of nonstationarity characterizes the time variation of the overall amplitude or

intensity of the ground oscillations. Typically, the amplitude starts at zero, increases to a

level of strong motion, stays at that level for a while, and then decays to zero. Mathemati­

cally, the amplitude nonstationarity is best represented by a variance, or root mean square,

envelope a 2(t). It can be integrated easily in the ARMA model of Eq. (3.3) in two dif­

ferent ways, as for the continuous models of Eqs. (2.37-40). The first way is to modulate
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the unit-variance driving white-noise {ek} using the envelope function'<T(t) and then use the

ARMA filter:

- (3.16)

The second way is to reverse the time-modulation and filtering operations as follows:

(3.17a)

(3.17b)

The second type of nonstationarity describes the change in time of the frequency content of

the earthquake motion. The autoregressive and moving-average parameters of the ARMA

model control the spectral content of the ARMA process. It follows that a nonstationarity

in frequency content can be modeled using an ARMA model with time-varying parameters

(dynamic ARMA model). The two types of nonstationarity can both be integrated in the

same ARMA model resulting in the following stochastic earthquake model:

ak - <Pl,k ak-l - ... - <Pp,kak-p = <Tkek - 91,k(<Tk-l ek-l) ­

- 9q,k (<Tk-qek-q)

or, more succinctly:

(3.18)

(3.19)

At this point, it is important to realize that the uncoupling of the types of nonstationarity

defined above is possible as long as the envelope <T(t) is slowly varying in time compared

to the periods of the process oscillations(1). In the present research, two methods have

been considered to capture the time-histories of ARMA parameters in real accelerograms.

The first method uses a sliding stationary ARMA model window while the second method

uses a time adaptive filter. These two methods are described in detail in the next two Sec-

tions.

(1) The nonstationary time series represented by an earthquake accelerogram is characterized by
relatively fast wiggles modulated by a relatively slowly changing envelope function.
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ARMA Evolutionary Spectral Estimate

For a stationary ARMA process, the theoretical spectrum of the process is obtained

from Eq. (3.13). Motivated by this relation, the instantaneous spectrum of a time-varying

coefficient ARMA process can be defined by:

(3.20)

The estimate of the instantaneous spectrum is computed by substituting the estimates of the

time-varying ARMA parameters 1.k and ftk and the smoothed estimate of the driving noise

variance a;k into Eq. (3.20). Kitagawa and Gersch [49,50] were the first researchers to,

have introduced the definition of instantaneous power spectral density represented by Eq.

(3.20). The term instantaneous power spectra was first defined by Page in a pioneering

paper [67], in which the estimation of instantaneous power spectral density was not con-

sidered. The computational form of Priestley's evolutionary spectral estimate is quite simi-

lar to the windowed periodogram method of estimating spectra of stationary processes.

The instantaneous spectral density can be used as a "diagnostic" to more fully express

what the eye can only superficially discern in a visual examination of the earthquake sig-

nal. It reveals the instantaneously changing distribution and complexity of the distribution

of energy as function of frequency in the earthquake signal.

3.4 Time-Varying ARMA Model Estimation Using Moving Window Technique

One way to estimate the time-histories of the ARMA parameters for a real accelero-

gram is to assume that this accelerogram is stationary within a time window of size (nwdAt)

and given position (see Fig. 3.1). Standard statistical methods from time series analysis

can then be used to estimate the ARMA parameters characterizing this segment of

accelerogram. The parameter estimates corresponding to a certain window position are

assumed to be representative of the center point of the window. This stationary parameter
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estimation is repeated for successive equidistant window positions, the equidistance being

(nsIidl1t) .

In this study, the subroutine FfML from the IMSL library [45] has been used -to per-

form the maximum likelihood estimation of the ARMA parameters and driving white-

noise variance, given a stationary time series. The subroutine FfML uses a modified

steepest descent algorithm to find the ARMA parameters which minimize the sum of

squares of the residuals, or one-step forecasting errors ek defined as:

(3.21)

where {ak} is the measured ground acceleration and ek = a for k = 1, ... , max(p,q) and

the llhatll symbol denotes an estimated quantity. This method, referred to as Method I,

produces the time-varying variance uf of the driving white-noise.

A slightly different method, referred to as Method II, consists of first demodulating

the amplitude of the target earthquake record to a unit-variance and then running the sta­

tionary ARMA window described above. A variance envelope estimate '-ir2 (t) is needed

for the amplitude demodulation phase. The variance envelope estimation scheme used here

is described at the end of this Section.

Based on the applications of this study, it was found that the amplitude demodulation

only slightly influences the results of the ARMA estimation procedure. In Method II, the

variance gain GvC<I>(t) ,ft(t» is needed to deduce the time-varying variance a;(k) of the

driving noise from the variance estimate of the target earthquake signal '-ir2(t) as follows:

(3.22)

Method I provides directly an estimate of u;(k).

The time window used in Methods I and II should be short enough to follow impor-

tant spectral nonstationarities and long enough to provide for stability of parameter estima-

tion and ability to capture low frequency spectral components. From experience gained in

this research, it seems that a typical window size of 5.00 seconds(l) is a good compromise.

(1) This corresponds to a time window of 251 ground acceleration values digitized with a sampling
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Variance-Envelope Estimation

The non-parametric variance-envelope estimation scheme developed by Nau et. al.

[64], called the "two-stage weighted moving average estimate", is used in this study. The

first stage of the technique consists in applying a weighted moving average to the squared

sequence of the discrete ground acceleration values {af}, i. e.,

k= 1,2, ... ,N (3.23)

where n is the half-width of the window, and {wj,jE[-n,n]} is a weighting function satisfy-

ing:

n
2. Wj = 1,

j=-n
Wj 2: 0 for all j E[ -n , n] (3.24)

The truncated cosine bell defined in the next equation has been used in this study:

1+cos( (j ))
27T n+ 1

n ( . ~ '
1

~ 11 + cos( ) I
i=-nl 27T(n+l))

j = -n, ... ,n (3.25)

This "single stage weighted moving average" yields a smooth variance envelope estimate

{crf} which tends to be biased or distorted in certain systematic ways, namely that the

estimated peaks of the envelope are usually not quite as high as the true peaks and the

estimated troughs are not quite as low as the true troughs. In order to reduce this bias, a

multiplicative correction 'Yk is applied to the single stage estimate crf:

(3.26)

where 'Yk is obtained by re-applying the weighted moving average to the sequence {at/crk},

i. e.,

(3.27)

time intelVal of 0.02 second.
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In general, it can be shown [64] that the two-stage estimate cJ( will generally be much less

biased than the single stage estimate.

3.5 Time-Varying ARMA Model Estimation Using Kalman Filtering

The basic idea of a time adaptive algorithm is to optimally update the system parame­

ters at each time step, using the observation at this time step. In this manner, a continuous

description of the time-varying properties of the input data is obtained. A technique of

adaptive estimation based on Kalman filtering theory can be used for the identification of

the time-dependent ARMA coefficients of the earthquake model represented by Eq.

(3.18). This technique is primarily based on the work done by Nau and Oliver [64] with

an extension providing for iterative Kalman filtering.

The general dynamic ARMA(p,q) model shown in Eq. (3.18) can be recast in the

following discrete state-space model:

where

~k+l = ~k + .ak (3.28a)

(3.28b)

~k [<h,b , <\>p,k' -91,b ... ,-9q,k]T

[ 81,k, ,8p+ q,k]T

(3.29)

(3.30)

(3.31)

The underlying equation of motion for the time-dependent parameters, Eq. (3.28a), also

called the transition (or state) equation, and the measurement (or observation) equation,

Eq. (3.28b), completely define the earthquake signal model. The state vector ~k is parti­

tioned in such a way that the first p terms are the autoregressive parameters, the remaining

elements being the moving average parameters. The true noise of the motion, also called

"plant" noise in the literature of control theory, is represented by the random vector h.

The ground acceleration measurement at time tk = k ~ t (k = 0, 1 , 2, . . . ) is represented
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by ak. The vector Hk is called the "history" vector and gives the ideal (noiseless) connec-

tion between the measurement and the state vector at time tk. Finally, {ek} represents the

true measurement noise, also called driving noise of the ARMA model. The following

assumptions are made:

Cov[Qk,.af] = ~ (3.32)

Var[ekl = 2
a e,k (3.33)

(3.34)

The random walk model for the parameters, Eq. (3.28a), may not appear physically

reasonable. However, it is the simplest equation of motion that can be assumed in the

absence of detailed prior information about parameter behavior. In this context, it is

merely a device for ensuring that the Kalman filter will remain continually adaptive to any

changes in the parameters that may occur. The covariance matrix b8 governs the average

step size of the random walk assumed for the parameters and it therefore determines the

long-run sensitivity of the filter to changes in the parameter. The problem of "tuning" the

filter to obtain parameter estimates, which on one hand respond quickly to nonstationari-

ties in the data, but on the other hand are not unstable, is a difficult problem and will be

discussed in Section 5.2. It is generally convenient to assume b8 = air, where all is a

small number compared to average values of the parameters (e.g., all:5 0.01). The nota-

tion

-
~k E * [I: Ia a ... ,ao](l) ...?ok k-l, k-2, prior mean estimate (3.35a)

E* [~k Iak, ak-l, ... ,ao]: posterior mean estimate (3.35b)

is used to denote the expected values of ~k conditional on the observations up to k -1 and

k, respectively. Also,

(3.36a)
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(3.36b)

denote the prior and posterior error covariance matrices, respectively. The discrete-time

Kalman filter [2] provides a set of recursive equations to update the conditional expected

values and covariances of the parameters as follows:

-
5.k+1 = ~k (prior expected value) (3.37a)

(prior error covariance) (3.37b)

(Kalman gain(2)) (3.37c)

~k+1 (posterior expected value) (3.37d)

(posterior error covariance) (3.37e)

The Kalman filter equations and the sequence of computational steps are shown in Fig.

3.2. The equations yielding ~k+1 and £k+1 from ~k and fb Eqs. (3.37a-b), are termed the

time-update equations (or prediction equations), while the equations yielding ~k+1 and

£k+1 from ~k+1 and Fk+1, Eqs. (3.37d-e), are known as the measurement-update equations

(or updating equations). The quantity ek+1 = (ak+1 - HJ+1~k+1) in Eq. (3.37d) is called

the forecast error (or innovation) and corresponds to the difference between the measure­

ment value ak+1 and the one-step-ahead forecast of the measurement ( H~1~k+1)' The

residual at period (k+1) is defined as ek+1= ak+1 - HJ+1~k+1 and is therefore based on

the estimate of ~k+1 posterior to ak+1' whereas the innovation ek+l defined previously is

based on the estimate of 5.k+1 prior to ak+1'

(1) The "star" notation (i.e., E*(.) and Cov*(.)) indicates that the quantities defined are not ex­
act conditional expectations and covariances of random variables. This inexactness is due to the
linearization required to include moving-average parameters, the data dependence of the tenn Hk'
and the uncertainty in the underlying model.

(2) The following alternative fonn, algebraically equivalent, of the Kalman gain Kk+1 is some­
times found in the literature [63]:

1 - 1 1 T -1
Kk+1 = 2 (£k+1 + 2 Hk+1 Hk+1) H k+1

O"e,k+1 O"e,k+1
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If {~k} and {ak} are jointly distributed Gaussian processes, the Kalman filter equations

define the evolution of the Gaussian conditional probability density of the state. Among

the set of filters of a restricted class, the Kalman filter is optimal in the sense that it is a

minimum error variance estimator, whether or not Gaussian assumptions are made.

Nonlinear Aspect of the Filtering Problem

The presence of moving-average terms in the selected earthquake model introduces a

nonlinear aspect to the filtering problem, since products of unknown parameters and noise

values appear in the system equations, and require some form of "extension" of the basic

Kalman filtering algorithm. Note that, in practice, the true measurement noise {eJ is

never observed directly. Hence, when implementing the Kalman filter, estimates of the

true noise terms (ek' .

residual estimates (ek'

,ek-q+1) must be substituted in the "history" vector Hk+1' The

. ,ek-q+1), defined above, are used for this purpose. This con-

stitutes the linearization needed to extend the Kalman filter to cover the inherently non-

linear problem of estimating moving average parameters.

Iterative Kalman Filtering

The true noise variance envelope {O";k} is required as an input to the Kalman filter at,

each time step. Because {O";'k} is a priori unknown, the Kalman filter is applied iteratively

using improved estimates of the true noise variance envelope. For the first iteration, a

rough estimate of {O";'k} is obtained by estimating the observed process (earthquake record)

variance envelope 'l'(tk), and then dividing it by an assumed temporal average value Gv of

the variance gain Gv defined in Section 3.2. Therefore, the estimate of {0";,0 for the first

iteration is a scaled version of the variance envelope estimate, .q.r(tk) , of the observed pro-

cess:

( ) .q.r(tk)
{a- 2 (1) ~ = _ (3.38)
l e,k) G v

The variance envelope estimate of the residuals {e~l)}, computed during the first applica-
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tion of the Kalman filter, is used as true noise variance envelope estimate, {a-;k(2)}, for the,

second application of the Kalman filter. The Kalman filter is applied iteratively until the

difference between {a-~k(i)} and {&~ki-l} is below a pre-specified tolerance.

Starting Procedure of Kalman Filtering

The Kalman filtering starting procedure is illustrated in Fig. 3.3. The p first discrete

ground acceleration values of the target earthquake record are used to build the initial "his-

tory" vector HI:

(3.39)

III which the estimates of the initial true noise terms (eo, ... ,el-q) have been taken

equal to zero. Initial estimates for ~o and Eo have to be entered. An initial estimate ~o can

be obtained by performing a maximum likelihood estimation within a time window posi­

tioned at the beginning of the earthquake record. The initial error covariance matrix f o is

selected to be equal to the covariance matrix ~ of the random walk of the ARMA param-

eters. The first data used by the Kalman filter is al' From these initial conditions, the

Kalman filter can be run recursively until the end of the data set {ak}'

3.6 ARMA Simulation of Original Records

Two different cases of earthquake ground motion simulation are considered in this

study. In the first case, an ensemble of artificial ground motions statistically similar to a

"target" real accelerogram, is generated. In the second case, a set of artificial motions satis-

fying a set of ground motion features corresponding to a particular continuous-time model

and source-site condition is generated. In the latter case, the continuous model parameters

must first be converted into discrete ARMA model parameters, using the discrete-

continuous relationships developed in Chapter 4. Then, for both cases, the analysis pro-

cedures described in the previous Sections are simply reversed for simulation purposes. The

sequence of operations to perform are:
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(1) Computer generation of a stationary Gaussian discrete white-noise

{ek, k = 1, ... , N} having zero mean and unit variance. The subroutine GGNML

of the IMSL library [45] is used for this task. It generates pseudo-random standard

normal numbers by first generating uniform random numbers in the exclusive range

(0,1) and then transforming these to normal numbers using the inverse normal func­

tion.

(2) Uniform time modulation of the stationary white-noise:

k= 1,'" ,N (3.40)

(3) ARMA filtering of the nonstationary white-noise:

k= 1, " . ,N (3.41)

(4) Baseline correction using a time invariant high-pass filter to remove the low frequency

components responsible for baseline effects.

Baseline Correction

According to Eq. (3.13), the power spectrum of a pure AR(p) model

(e i = 0, i = 1, . . . , q) has only poles. A pure AR(p) transfer function is, therefore,

unable to model the zeros in the earthquake spectrum. This results in a spectrum that is

greater than zero for all frequencies. This can result in large baseline errors in the

integrated velocity and displacement of the artificial records, because of the presence of

spurious low frequency components. The transfer function of the ARMA(p,q) model of

Eq. (3.13) contains both poles and zeros. The ARMA model is therefore able to model

zeros in the spectrum, which offers the possibility of a built-in baseline correction type of

filter. However, the numerical experimentation performed during this study has shown

that even for the ARMA models, the simulated acceleration histories exhibit a deficiency

at the very low frequencies.

In an effort to improve the incorrect spectral amplitudes at low frequencies for the

AR(p) model,' Papadimitriou and Beck [69] have incorporated Brune's earthquake source
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model [18], which appears adequate for deterministic predictions at very low frequencies.

Brune's source model corresponds to the relative acceleration response of a critically

damped oscillator with corner frequency fe' and accounts for the form of the ~pectral

amplitude near the source. According to Brune, the source Fourier spectral acceleration

for shear waves has the shape:

(3.42)

Typically, the value of the corner frequency is fe = 0.1 Hz. Papadimitriou and Beck per-

form the low frequency shaping in the time domain, using the following ARMA(2,2) filter

whose transfer function coincides with Brune's model of Eq. (3.42):

, 2 ' + 2, 2a k - a a k-l a a k-2 = ak - ak-l + ak-2 (3.43)

-/U at
where {a'k} = corrected accelerogram, {ak} = uncorrected accelerogram and a = e <

In this study, the simulated records are baseline corrected and integrated to velocity

and displacement in the frequency domain. Both the two-way Butterworth filter and the

filter defined by Brune's model have been used.

The uni-directional Butterworth filter has a phase relation between the input and out- .

put signals that is not the same for all frequencies (nonlinear phase spectrum). Therefore,

it has to be applied successively in both forward and backward directions to eliminate the

phase shift. As a result, the bi-lateral Butterworth filter is a pure amplitude filter (zero

phase filter). For more details about the filter design, the interested reader is referred to

Appendix A. The high-pass Butterworth filter is one of the most commonly used filters for

processing of real seismic strong motion records [77]. The processing procedure utilized

here involves the following steps:

1. Compute discrete Fourier transform of the simulated acceleration record using an FFT

subroutine.
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2. High-pass filter the acceleration in frequency domain.

3. Integrate the corrected acceleration in frequency domain to obtain the velocity assum-

ing zero initial velocity.

4. Doubly integrate the corrected acceleration in frequency domain to obtain the dis-

placement assuming zero initial velocity and displacement.

5. Least square fit a straight line to the displacement to obtain the corrected displace-

ment.

6. Add the slope of the straight line of previous step to the velocity of step 3 to obtain

the corrected velocity.

. 3.7 ARMA Model Diagnostic Checking

If an ARMA model fitted to a real accelerogram were perfect, it would map the

highly correlated time series represented by the real accelerogram into a realization of a

perfectly uncorrelated stationary Gaussian white-noise. Therefore, the first level of model

checking is applied to the final (converged) sequence of normalized residuals {ek/ae k},

given by the model estimation procedure. These normalized residuals are checked for

"whiteness" (uncorrelation) and normality. However, a model is never perfect and in the

present case, the imperfection is a result of one or more of the following causes:

- The model estimation is not accurate enough or incorrect due to a bad choice of esti-

mation algorithm;

- The selected model order (p,q) is not adequate for the nature of the particular earth-

quake process under consideration;

The assumption of a linear earthquake model is too restrictive given the high non-

linearity of the particular earthquake process under consideration.

The next question to be addressed is whether the imperfect estimated earthquake model is

sufficient for the present research objectives, which are ground motion variability and

structural response variability modeling for a given earthquake process. To answer this
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question, the estimated earthquake model is used further for ground motion and structural

response simulation.

The second level of model diagnostic checking is applied to simulated accelerograms

(individual or ensemble) to verify the extent to which they resemble the actual "target"

accelerogram. For this purpose, the following checking operations are made:

- Analyze ARMA-model-simulated accelerograms, utilizing the analysis and estimation

techniques used on the "target" accelerogram. The objective of this analysis is to verify

the accuracy with which the estimation techniques can recover the "true" parameters of

the earthquake process when they are known.

- Compare ground velocity and displacement from simulated and "target" motions. This

test is used to insure that not only the simulated acceleration, but also the correspond­

ing ground velocity and displacement time histories are realistic, since the latter two can

control the earthquake response of certain structures.

- Compare the Fourier amplitude spectra of the simulated and "target" ground motions

(acceleration, velocity and displacement). The Fourier amplitude spectra give an indi­

cation of the global frequency content over the whole duration of the earthquake.

Compare the evolutionary power spectral density of the fitted ARMA model to the

moving periodogram estimate of the evolutionary PSD of the "target" accelerogram.

- Compare the traditional ground motion parameter values of the "target" earthquake to

the statistics of these parameters for an ensemble of simulated earthquakes. The

ground motion parameters include: peak ground acceleration (PGA), velocity (PGV)

and displacement (PGD) , the ratios PGV/PGA and PGD/PGA, root-mean-square

acceleration (RMSA) , velocity (RMSV) and displacement (RMSD), Arias intensity

(AI) and Housner's spectral intensity (51).

The third level of model diagnostic checking consists in comparing the response of a

structure to the "target" earthquake motion with the statistical structural response to an

ensemble of simulated earthquake motions. The earthquake structural response can be
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characterized by various response parameters. For a linear SDOF structure, these parame-

ters are the traditional response spectrum quantities (max. absolute acceleration, relative

velocity and relative displacement responses). For nonlinear SDOF structures, the response

parameters may depend on the force-deformation relationship and will be defined in

Chapter 6.

Residuals Check

As mentioned above, the diagnostic checking (or goodness of fit) of the model may

be carried out by examining the normalized residuals {Wk == ekl ITe,k' k = ,1, ... ,N} for

departures from randomness. Formal tests can be performed in the time domain, based on

the sample autocorrelation coefficient function {Pk' k = 0, ,1 ,2, ... } and, in the fre-

quency domain, based on the periodogram. However, neither of these should be seen as a

substitute for a direct plot of the residuals. In this matter, Box and Jenkins [16,p.289] say:

"It cannot be too strongly emphasized that visual inspection of a plot of the residuals them-

selves is an indispensable first step in the checking process." In the time domain, the sam-

pIe autocorrelation coefficient function at lag (k..:lt), Pk' is defined as:

where
1 N-k

- ~ (Wi - W)(Wi+k - w)
N i=l

(3.44)

(3.45)

1 N
and W == N ~ Wk' If {wJ is a purely random (uncorrelated) process, it can be shown [76]

i=l

that:

and all k =F 0 (3.46)

Hence, on the basis of the asymptotic normal distribution, an approximate 95% of confi­

dence interval for Pk is {Pk ± 2V 11 N}. Even if the hypothesis that {Wk} is a purely ran-

dom process is true, about 5% of the Pk are expected to lie outside the critical values. This

feature must be allowed for in assessing the "significance" of departures of Pk from its
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predicted form.

Another time domain test for goodness of fit is provided by the so-called "portman-

teau" statistic:

n

Q = N ~ Pk
k=l

(3.47)

where N is the number of data points, and n - N /5. Under the hypothesis that the residu-

als are completely uncorrelated (white-noise), Q is approximately chi-square distributed

with the number of degrees of freedom equal to n minus the number of parameters

estimated (p+ q). Therefore, an approximate "portmanteau" test of the hypothesis of

model adequacy may be made by referring an observed value of Q to a table of the percen­

tage points of x2. However, as a general rule, a value of Q not much larger than the

number of d.o.rs is considered to indicate a good fit.

In the frequency domain, the periodogram of a stationary time series

{ak> k = 1, . . . ,N} is defined as:

where A(Wk) is the discrete Fourier transform of {aJ:

(3.48)

N-l
A k = A(w0 = }: ane-i21Tnk/N,

n=O
k= 0, ... ,N-l (3.49)

and Wk = k Llw, Llw = 21T Llf, Llf = lINLlt. It can be shown [17] that the periodogram

P (Wk) is an unbiased estimate of the PSD <1>(w) of the underlying stationary process and

that Var [P(Wk)] = <1>2(Wk) no matter how large N is. The periodogram ordinates at dif-

ferent fr~quencies (P(wk)' k = 0, ... ,N -1) are also shown to be asymptotically indepen­

dent <1> (Wk) xi12 variates. Thus, due to a large variance and statistical independence at

neighboring frequencies, the periodogram P(w0 is a very irregular function of Wk even if

<1> (w) is a regular function of w.

The total power in a signal is the same whether it is computed in the time domain or
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in the frequency domain. This result is known as the Parseval's theorem:

00 00

Total Power == f la(t) 1
2 dt = f IA(f) 1

2 df
-00

From the discrete form of Parseval's theorem, it follows that

(3.50)

. (3.51)

For a zero-mean time series {ak}, the right-hand-side of Eq. (3.51) represents the sample

variance. Hence, Eq. (3.51) expresses that the area under the periodogram is equal to the

variance of the time series and gives an indication of the distribution of energy over a

discrete range of frequencies (see Eqs. (2.20) and (3.14) for analogies).

To reduce the "leakage" between neighboring discrete frequencies, a taper Wj (or data

windowing) [75] is applied to the data {ak} prior to computing their Fourier transform.

The Parzen window provides a good compromise between main lobe's width and sidelobes'

size of the leakage function. The Parzen window is defined as follows:

j -(N -1)/2
Wj = 1 - (N + 1)/2 j=o, '" ,N-1 (3.52)

To reduce the large variance of the periodogram defined in Eq. (3.48), smoothing using

uniform or differential weighting can be applied

m
PSCWk) = L W j P(21T (k + j) ~f)

j=-m

where Wj , j = 0, ± 1, . . . ,± m are weighting coefficients satisfying

m
L W j = 1

j=-m

(3.53)

(3.54)

The effect of averaging 2m+1 adjacent periodogram ordinates is to produce an estimate

m
Ps( wk) 'whose asymptotic variance is ( L W j

2) times that of the unsmoothed periodogram
j=-m

P(WJ. However, smoothing introduces some bias into the estimate Ps(Wk) which increases
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with m. Therefore, some compromise value for m has to be selected. In this study, m = 3

and W j = [% 1h %] provided good results.

The periodogram estimate, applied to the sequence of normalized residuals produced

by the ARMA model fitting, is very useful. Its visual inspection can reveal the presence of

some periodic randomness causing "bump(s)" in the periodogram.

The normality test of the normalized resid uals is done by visual inspection of data

plotted on normal probability paper [4]. For this purpose, the mth value among the N resi­

duals (arranged in increasing order) is plotted (in arithmetic scale) versus the standard nor­

mal value (plotted in arithmetic scale) corresponding to the cumulative probability

nl (N+ 1). A lack of linearity in the resulting graph of data points suggests that the under­

lying population is not Gaussian.

Moving Periodogram Estimate of the EPSD of a Target Accelerogram

An estimate of the evolutionary power spectral density (EPSD) of a target accelero­

gram can be obtained by sliding, along the time axis, the aforementioned periodogram

estimate taken over a time segment of the accelerogram. This EPSD estimate can be com­

pared to the theoretical ARMA EPSD estimate. This comparison could reveal a deficiency

of the identified ARMA model and help to suggest an improved model.

3.8 Advantages of ARMA Models

The ARMA models and their identification procedures have been defined in previous

Sections. In this Section, the relative advantages of ARMA models with respect to other

ground motion modeling procedures are discussed. ARMA models are of equal generality

with linear continuous-time analytical models, but have a number of significant advantages

for digital analysis and simulation purposes.

(i) The statistical model building procedure from recorded accelerograms includes sys­

tematic model-identification techniques which do not require any a priori assump­

tions on the order of the model. This feature is one of the principal advantages of
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ARMA models relative to other model-fitting procedures commonly applied to earth­

quake data.

(ii) ARMA models furnish a characterization of recorded earthquakes using linear

models with a small number of parameters. Thus, they satisfy the desirable condi­

tion of model parsimony. Controlled by only a few parameters, these linear processes

provide a wide variety of correlation functions.

(iii) Because ARMA models are identified and their parameters are estimated directly

from data in the time domain, they provide an extremely direct method of proceed­

ing from the analysis of actual accelerograms to the generation of artificial accelero­

grams with the same characteristics. Earthquake ground motions are generated by

simple iteration of a linear difference equation. The number of steps from analysis

to simulation is reduced since it is not necessary to convert back and forth between

discrete and continuous models, or between time domain and frequency domain

characterizations. Therefore, ARMA models for earthquake ground motions are

computationally very efficient.

(iv) ARMA discrete-time simulation models for earthquake ground motion provide

acceleration data outputs directly suited for use as input data to linear and nonlinear

structural models.

(v) ARMA models can be related to equivalent continuous dynamic models, which

enable their interpretation as a physical process. These physical interpretations con­

stitute a strong potential link between seismology and ground motion time history

modeling.

(vi) Time domain identification techniques are somewhat less sensitive than frequency

domain techniques to certain violations of stationarity assumptions and to the effects

of digitizing a continuous record.

(vii) The use of time-varying parameters, necessary to represent the spectral nonstationar­

ity of most earthquake records, is not problematic with the time-domain framework
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of the ARMA model simulation method.
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CHAPTER 4

PHYSICAL INTERPRETATION OF ARMA MODELS

4.1 Introduction

As previously mentioned in Chapter 2, earthquake ground motions are the output of

a very complex physical process. A macroscopic dynamic model able to "explain" an earth­

quake accelerogram should reveal something about the underlying physical system generat­

ing the earthquake ground motion. ARMA models can be interpreted as discrete dynamic

models. The relationship or mapping between the ARMA coefficients and the physical

. parameters of the corresponding continuous dynamic model is attractive because (i) it

offers a physical interpretation of the ARMA parameters and (ii) it provides a potential

link between ARMA modeling of earthquake ground motions and seismology, needed for

seismic risk studies.

In Ref. [19], several California earthquake digitized accelerograms have been best fit­

ted by low order ARMA models, particularly the ARMA(2,1) and ARMA(4,1) models.

With only three parameters, the ARMA(2,1) model satisfies the desirable feature of model

parsimony and hence is very appealing for stochastic earthquake modeling. In the next

Section, the detailed physical interpretation of the ARMA(2,1) model will be presented. It

will be seen that the well-known Kanai-Tajimi earthquake model [47,88] is a subcase of

the continuous version of the discrete ARMA(2,1) model. The ARMA(2,1) model can be

used as a "building block" to build or interpret higher order ARMA models.

4.2 The ARMA(2,1) Model

The stationary ARMA(2,1) model is defined by the difference equation

ak - ~1 ak-1 - ~2ak-2 = ek - 91ek-1

or, in the backshift operator notation

(4.1)
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(4.2)

The stationarity conditions are achieved if the roots of 1 - <Pt B - <l>2B2 = 0 lie outside

the unit circle, that is if the parameters <1>1 and <1>2 lie in the triangular region shown -in Fig.

4.1, i.e.,

(4.3a)

(4.3b)

(4.3c)

The invertibility condition is satisfied if the root of 1 - 61 B = 0 lies outside the unit cir-

cle, that is if

(4.4)

Discrete Autocovariance Function

It can be shown [16,24] that the autocovariance function "In of the output process {ak} is

given by

(4.5a)

(4.5b)

(4.5c)

Discrete Autocorrelation Coefficient Function (ACCF)

According to Eq. (3.11), the ACCF Pn of the output process {ak} is a normalized form of

the autocovariance function "In :

Po = 1 (4.6a)
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<I> (B) Pn == 0, n > 1

(4.6b)

(4.6c)

Depending on the nature (real or complex) of the roots of the difference equation

cI> (B) == 0, the ACCF Pn is either the superposition of two exponentials or follows a

damped sine wave. In Fig. 4.2, the stationary triangular region in coordinates <1>1 and <l>z

has been subdivided in five zones. Each of these five zones possesses its own set of proper-

ties for the roots r1 and rz of the characteristic equation

~ - <1>1 r - <1>2 == 0 (4.7)

Table 4.1 summarizes the roots of the above characteristic equation for the five zones. For

example, in Zone 1, rl and rz are complex conjugate, which is not the case in any other

zone. From Eq. (4.6c), the ACCF at higher lags (n 2= 2) is given by

(4.8)

where the constants C1 and ~ depend on the initial conditions Po and Pl. Table 4.2 sum-

marizes the discrete ACCF represented by Eq. (4.8) for each of the five zones [24].

Underlying Physical System

The underlying physical system corresponding to the ARMA(2,1) model is the linear

viscously damped single-degree-of-freedom (SDOF) oscillator represented in Fig. 4.3 [19]

where m == mass of SDOF oscillator, k == spring stiffness, c == dashpot damping coeffi-

cient, X(t) == input displacement applied separately to the spring and the dashpot in pro-

portions Cs and Cd respectively, Z(t) == SDOF absolute displacement (measured with

respect to a fixed reference). According to Newton's second law, the equation of motion

of the SDOF is :

.. ..
-c [Z(t) - Cd X(t)] - k [Z(t) - Cs X(t)] == mZ(t)

By defining wi = kim and clm == 2~gwg, the above equation can be rewritten as

(4.9)
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(4.10)

In the following, it will be shown that if the input acceleration process X(t) is a continuous

white-noise of constant PSD <1>0' then the continuous output process a(t)==Z(t) is discretely

coincident with the discrete output process of an ARMA(2,1) model.

Continuous Autocorrelation Function

The system transfer function between the input acceleration seCt) and the output abso-

lute acceleration Z(t) is

(4.11)

From linear random vibration theory [56], the power spectral density of the stationary out­

put process aCt) == 2(t) is obtained by multiplying the PSD of the input process by the

square of the transfer function IH(w) 1
2 :

(4.12)

The autocorrelation function Raa(-r) = E[a(t)a(t+ -r)] of the continuous process aCt) can

be obtained from the PSD of Eq. (4.12) by using the Wiener-Khinchine relation [56], i.e.,

00 C2 4 4 C2 t2 2 2_J s wg + d ':)g w g W iWT

Raa(-r) - <1>0 2 22 2 2 2 e dw
--co (Wg - w) + 4 ~g wg W

Using contour integration in the complex plane, the final results are:

Underdamped Case: ~g < 1

(4.13)

'IT <1>0 e-~.w. H [wg

2 ~g

wg
(4.14)

where wgd = w g~ .



- 54 -

Overdamped Case: ~g > 1

where

1a==---.,......=::;...-----

2[~g~ - (~i -1)]

1
~ = -----,.==----

2[~g~ + (~i -1)]

(4.16)

Since aCt) == Z(t) is a zero mean process, its autocorrelation coefficient function is given by

(4.17)

where Raa(O) is the variance of the process aCt). For both under- and overdamped cases,

the variance can be expressed as

Raa(O) = Var[a(t)] = 'IT 2<1>0 ~: (Cs2 + 4 Cd' ~i) (4.18)

Normalizing the continuous autocorrelation functions (4.14) and (4.15) by the variance of

the process (Eq. (4.18», the continuous autocorrelation coefficient functions are obtained.

Underdamped Case: ~g < 1

(4.19)

which can be converted into a more appropriate form for direct comparison with the

discrete case (see Table 4.2):

where

(4.20)

-1 (C; - 4 CJ ~i) ~g ]

Jl.c = tan [ (C; + 4 Cd' ~i) ~ ,
'IT 'IT- 2" < Jl.c < 2" (4.21)



- 55 -

Overdamped Case: ~g > 1

(4.22)

where 0: and 13 are defined in Eq. (4.16). The above expression is also converted into a

more appropriate form for direct comparison with the discrete case (Table 4.2) using the

hyperbolic functions:

(4.23)

Discrete / Continuous Model Relationship

The discrete-to-continuous and continuous-to-discrete parameter conversions can be

established by comparison of the ACCF's of the discrete and continuous processes, at and

aCt), (see Table 4.2 and Eqs. (4.19) and (4.22)). Again, Zones 1 to 5 need separate con-

siderations. The indexing parameter n for the discrete ACCF and the time lag,. of the

continuous ACCF are related as follows:

,. = nLlt

where Llt is the sampling time interval.

Zone 1 :'

,.
n=

Llt
(4.24)

By comparing the discrete ACCF for Zone 1 in Table 4.2 to the continuous ACCF

for the underdamped case represented in Eqs. (4.19) and (4.20), the discrete and continu-

ous parameter relationships are identified. They are summarized in Table 4.3. If both con-

ditions
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~ 2 'IT 'IT
Wgd = wg 1 - ~g $ -T. = A

g,mm ut
(4.25)

(4.26)

are satisfied, the parameter relationships of Table 4.3 define a one-to-one mapping between

the "ARMA space" (<1>1 , <1>2 ,(1) and the "physical space" (wg , ~g , Cs/Cd). .A (2x2)

one-to-one mapping (<1>1' <1>2) _.... (Wg , ~g) is contained in the (3x3) one-to-one map­

ping (<1>1, <1>2 , ( 1) _.... (wg , ~g , Cs/C&. This reduced mapping is illustrated in Fig.

4.4.

Zone 2 :

By comparing the discrete ACCF for Zone 2 (see Table 4.2) to the continuous ACCF

for the overdamped case represented in Eq. 4.22, the discrete and continuous parameter

relationships are established. This mapping is summarized in Table 4.4. The two-way

conversion rules defined in Table 4.4 define a one-to-one mapping between the "ARMA

space" (<1>1 , <1>2 , ( 1) and the "physical space" (wg , ~g , Cs/Cd). As for Zone 1, a reduced

(2x2) mapping can be extracted from the (3x3) mapping. This reduced mapping is illus-

trated in Fig. 4.5.

Zone 3 :

The discrete ACCF corresponding to Zone 3 (see Table 4.2) cannot be discretely

coincident with the continuous ACCF of Eq. (4.23) due to the simultaneous presence of

the factors (_l)n and (_1)n+1 in the discrete ACCF. Therefore, an ARMA(2,1) process

defined in Zone 3 is not discretely coincident with a physical process generated by the

SDOF oscillator shown in Fig. 4.3.

Zones 4 and 5 :

In Zones 4 and 5, the discrete (Table 4.2) and continuous (Eq. 4.23) ACCF's can be

discretely coincident only for odd indexing parameter n ('Tn = nilt , n odd). The
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corresponding parameter relationships are the same as for Zone 2 (Table 4:4), except for

the following changes:

~ and In ( - 4>2) are replaced by~ and In (4)2) ,

1 4>1 + V 4>[ + 4 4>2
d=-ln[- ].

2 <1>1 - V<1>[ + 4 <1>2

Notes:

1) It can be shown that the quantity V 2K - K2 appearing in the calculation of the

damping ratio ~g in Zones 2,4 and 5 is real-valued.

2) For all zones, the input displacement ratio Cs/Cd is not necessarily real-valued.

Depending on the values of <1>1' <1>2 and 9t> it can be complex-valued in which case

the displacement loading of the underlying SnOF oscillator is imaginary and hence

does not correspond to a physical process.

3) Discrete ARMA stochastic processes generated in Zones 3, 4 and 5 are not com-

pletely physically realizable, since the discrete coincidence, at all time-lags, of their

ACCF with the ACCF of the continuous physical case is not possible. On the other

hand, the processes generated in Zones 1 and 2 are physically realizable (except

when (Cs/Cd)2 < 0 ) and, conversely, all the physically realizable processes generated

by the SnOF of Fig. 4.3 are mapped into Zones 1 (underdamped case) and 2 (over-

damped case).

4) The reduced mapping between (<1>1 , <1>2) and (wg , ~g) for both the underdamped

and overdamped cases can also be obtained by enforcing discrete coincidence

between the homogeneous solutions of the ARMA difference equation (Eq. (4.1)

with ek == 0) and the differential equation of motion (Eq. (4.10) with X(t) == 0)

[69].
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5) The physical parameter wg can be interpreted as the ground predominant frequency

at a given site. The parameter ~g gives an indication of the bandwidth of the fre­

quency content of the earthquake model.

Equivalence Between Kanai-Tajimi and ARMA(2,1) Models

The well-known Kanai-Tajimi uni-modal stochastic earthquake model [47,88]

corresponds to the subcase of the ARMA(2,1) model for which

Cs = Cd = 1.0 (or Cs/ Cd = 1.0). For firm ground conditions at moderate epicentral dis-

tance, Kanai and Tajimi have suggested the following parameter values:

W g = 5 'IT (or Tg = 0.4 sec) and ~g = 0.60. The parameters of the corresponding

ARMA(2,1) model are computed as follows:

Physical parameters :

W = 5'ITg

~g = 0.60

Cs = Cd = 1.0

<1>0 = 1.0 (input continuous white noise PSD)

Using the continuous-to-discrete conversion rules of Table 4.3 for Zone 1, the following

ARMA parameters are obtained:

cl>1 = 1.604

<1>2 = -0.686

(}I = 0.767 (PI = 0.774)

The input discrete white-noise variance a} is obtained by equating the variances of the

discrete and continuous processes (Eqs. (4.5a) and (4.18»:

By substituting the above numerical values for the ARMA and physical parameters, the

following discrete white-noise variance is obtained:

(J"; =:= 39.08
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The Kanai-Tajimi and ARMA(2,1) PSD's corresponding to the previous numerical values

are shown in Fig. 4.6. The Kanai-Tajimi spectrum is defined for all frequencies

(0 :5 f < 00), whereas the ARMA(2,1) spectrum is defined for all frequencies smaller or

equal to the Nyquist frequency (0 :5 f:$ fNyq = 1I2.dt). Therefore, if the value of the

Kanai-Tajimi PSD at the Nyquist frequency is small, the Kanai-Tajimi and ARMA(2,1)

PSD's practically coincide. Otherwise, the ARMA model reproduces the spectral density

of the SDOF structural system up to the point where the influence of the aliasing

phenomenon becomes apparent [34].

4.3 Higher Order ARMA Models

In the next two Sections, two different physical interpretations of higher order ARMA

models will be presented: (i) the series-action (multiple-cascading) of uncoupled SDOF sys-

terns and (ii) the interpretation in terms of truly multi-degree-of-freedom systems.

4.3.1 Multiple Cascading of Low Order ARMA Models

As illustrated in Fig. 4.7, a discrete ARMA stochastic process {ak} generated by the

multiple cascading-action of N SDOF oscillators is defined as follows:

j = 1, ... , N (4.27a)

(4.27b)

where {aJ == {aN,k}, cI>j (B) and 0 j (B) are the autoregressive and moving-average polyno-

mials of some low order ARMA models discretely coincident with SDOF linear oscillators,

for example such as the one shown in Fig. 4.3, and {ek} is a discrete Gaussian white-noise

with zero mean and constant PSD. Eqs. (4.27) can be developed recursively to obtain the

resulting higher order ARMA operators:

aO,k

cI>1 (B) a1,k = 0 1(B) aO,k

= 0 1 (B) ek

(4.28a)

(4.28b)
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cI>z (B) aZ,k = O2 (B) al,k

= O2 (B) cI>i
1 (B) 0 1(B) ek

cI>1 (B) cI>z (B) a2 k = 0 1 (B)~ (B) ek, (4.28c)

(4.28d)

The autoregressive (moving-average) polynomial of the resulting higher order ARMA

model is the product of the autoregressive (moving average) polynomials of the low order

ARMA models building the cascade. According to Eq. (3.13), the power spectral density

of the higher order ARMA model of Eq. (4.28d) can be expressed as:

N 2
III 0j(e-i21Tf) I

p (f) = 2 cr; -,,:-j~~1__--"'2

III epj(e-iZ1T~I
j=1

(
IN

=2cr;~II
I j=1

~

(4.29)

which is the product of the PSD functions of the low order ARMA models building the

cascade.

Example:

Using the physically interpretable uni-modal ARMA(2,1) model as a "building

block", a tri-modal ARMA(6,3) model is constructed by specifying the three physical

parameters (w g , ~g , CsICd) for each "mode". Using the continuous-to-discrete conversion

relationships of Tables 4.3 or 4.4, the corresponding ARMA parameters (<1>1 , <1>2 , 01) are

computed (Llt = 0.02 sec).
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Fg,1 = 2.0Hz (or wg,1 = 41T rad/sec)

~g,1 = 0.50

(Cs/Cd),1 = 1.0

Fg,2 = 5.0Hz (or wg,2 = 101T rad/sec)

~g,Z = 0.20

(Cs/Cd),z = 1.0

Fg,3 = 7.0Hz (or W g,3 = 141T rad/sec)

~g,3 = 0.10

(Cs/Cd),3 = 1.0

<1>1,1 = 1.722

<l>Z1 = -0.778,

91,1 = 0.776

<1>1,2 = 1.440

<1>2,2 = - 0.778

91,2 = 0.150

<1>13 = 1.174,

<1>2,3 = - 0.839

91,3 = 0.182

The cascading of these three ARMA(2,1) models produce the following ARMA(6,3)

model:

(1 - 91,1 B) (1 - a1,2 B) (1 - a 1,3 B) ek

By substituting the above numerical values, the parameters of the ARMA(6,3) model

become:

[1 - 4.336B + 8.587B2
- 9.851B3 + 6.879B4

- 2.775B5 + 0.508B6]ak =

[1 - 1.108 B + 0.285 B2 - 0.021 B3] ek

The tn-modal power spectral density of this ARMA(6,3) model is represented in Fig. 4.8

(a}- = 1:0 is assumed). It is important to notice that the (9x9) mapping between the phy­

sical modal parameters [(Wg,i , ~g,i , (Cs/Cd)), i = 1,2,3] and the ARMA parameters

[<!>t , <1>2 , </>3 , </>4 , </>5 , </>6 , 91 , 92 , 93] is not one-to-one. Indeed, given a set of nine

physical parameters, there is only one set of corresponding ARMA parameters. But, by

changing the associations between the second order autoregressive polynomials and the first
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order moving-average polynomials, different physical parameters are obtained for the same

ARMA(6,3) model. For example, the above ARMA(6,3) model can be decomposed as

follows:

(1 - <1>1,2 B - <1>2,2 B
2
) ak,2 = (1 - 81,2 B) ak,1

(1 - <l>1,3B - <1>2,3 B
2
) ak,3 = (1 - 81,1 B) ak,2

which results in the following physical modal parameters (using the discrete-to-continuous

conversion relationships of Table 4.3 ):

Fg,1 = 2.0Hz

~g,1 = 0.50

(Cs/Cd),1 = 5.94

Fg,2 = 5.0Hz

~g,2 = 0.20

(Cs/Cd),2 = 1.0

Fg,3 = 7.0Hz

~g,3 = 0.10

(Cs /Cd),3 = 0.0

The frequency and damping parameters Fg and ~g which do not depend on the moving­

average parameter 81 of the ARMA(2,1) model (see Table 4.3) are conserved, but the

modal "input ratio" parameters Cs/Cd are different. Therefore, the decomposition of the

above ARMA(6,3) model into three ARMA(2,1) models acting in cascade is not unique

and this is a simple illustration of the general situation.

Nonstationary Case

The stochastic model represented by Eqs. (4.27) is stationary. However, it can be

generalized to the nonstationary case without further complication as follows:

j=l,'" ,N (4.30a)

aO,k = 0"e,k ek (4.30b)

where .<I> j,k (B) and 0 j,k (B) represent the time-varying autoregressive and moving-average

discrete operators and 0" e,k the standard deviation envelope of the driving noise process

{ek}' The model represented by Eqs. (4.30) includes both nonstationarity in intensity and
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frequency content, and allows for multi-modal frequency content. A more general inodel

than the one described in Eqs. (4.30) would consider several variance envelopes, one for

each uni-modal component:

$. k (B) a· k], ],
j = 1, .,. , N (4.31a)

(4.31b)

The multiple cascading approach described in this Section is very useful for parametric

modeling of earthquake motions in the context of analytical random vibration studies. It

has the advantage of being intuitive for the "dynamicist" because of its interpretation in

terms of natural frequencies and damping ratios. The time-varying discrete ARMA opera-

tors can be transformed into time-varying continuous differential operators [69].

4.3.2 MuIti-Degree-of-Freedom (MDOF) Dynamic Systems

The result that the uniform samples of a one DOF system excited by white-noise is an

ARMA model is due to Bartlett, 1940 [9]. Walker, 1950 [96], extended that result so that

it is applicable to a general N degrees-of-freedom (N DOF) system. Therefore, ARMA

processes can be interpreted as sampled outputs from randomly excited MDOF linear sys-

terns. Gersch and Liu [34] have shown that a scalar input-scalar output ARMA model

duplicates the scalar output autocorrelation function of a uniformly sampled linear struc-

tural system with a multivariate white-noise input. More precisely, the scalar vibration

response plus additive noise of a randomly excited N DOF structural system has an exact

ARMA(2N,2N) representation. The same authors propose a computationally efficient

method for computing the autocorrelation function of a randomly excited structural system

and a pr~cedure for the computation of the ARMA parameters from the output autocorre-

lation function. For example, in [34] it is shown that an ARMA(2,2) model duplicates the

autocorrelation function of the uniformly sampled relative acceleration response of a SDOF

linear oscillator excited by a zero mean white noise ground acceleration. The synthesized

random vibration records using ARMA time series are valuable to develop procedures for
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estimating the natural frequency and damping parameters of randomly excited linear struc-

tural systems (system identification techniques).

Gawronski and Natke [33] describe the possible ARMA models, which can be

derived for linear vibrating systems. They show the almost certain existence of the

minimal parameter ARMA model and present the classification of ARMA models for

vibrating systems of which the Gersch model [34] is a subcase.

The stationary spectral input-output relationship of a cascading (or series) system of

ARMA filters is multiplicative as shown by Eq. (4.29). On the other hand, the PSD func-

tion of the scalar response of a N DOF linear structure excited by a scalar white-noise (of

constant PSD <1>0) takes the general form:

N 2

Sew) = I~ (Xi Hi (00) I <1>0
i=l

(4.32)

in which the coefficients (Xi represent effective modal participation factors and the functions

Hi(w) are modal complex frequency response functions. The form of Eq. (4.32) shows

that the ARMA model built from the cascading-action of N SDOF type ARMA models

does not represent the single input-single output relationship of a randomly excited N DOF

system whose modal properties are given by the N SDOF systems. Compared to the diffi-

culty of the N DOF interpretation of a higher order ARMA model, it appears that the

multiple-cascading approach, which corresponds to the series-action of uncoupled SDOF

systems, furnishes a much easier and faster physical interpretation of a higher order

ARMA model.
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CHAPTER 5

APPLICATIONS OF STOCHASTIC GROUND MOTION MODELING

5.1 Introduction

The stochastic model identification procedures presented in Chapter 3 have been

applied to two real earthquake records which are very different in nature. The first record

corresponds to the North-South component of the moderate magnitude earthquake

(ML = 6.5), referred to as Event 39, recorded at the station E-02 of the SMART 1

accelerograph array in Taiwan [1]. Hereafter, this record will be referred to as E02NS.

The epicentral distance of the recording site is 22 km. Station E-02 is classified as a rock

site, which explains the high frequency content of the ground shaking (see Fig. 5.2(a».

The peak ground acceleration (PGA) is 0.20g and the strong motion duration is short

(about 5 seconds). The ground acceleration, velocity and displacement time histories and

their corresponding Fourier amplitude spectra are shown in Figs. 5.1 and 5.2, respectively.

As can be seen from Fig. 5.2(a), most of the energy of the ground acceleration is con­

tained in the wide frequency band [2-11 Hz] with an overall predominant frequency of

approximately 9 Hz. A gradual change in instantaneous frequency content can be

obs~rved in Figs. 5.1(a) and (b). The various properties of this record and of the underly­

ing earthquake are summarized in Tables 5.1 and 5.2. This earthquake signal has been

digitally recorded with a time sampling interval of 0.01 second. A baseline correction has

been applied to it by using a high-pass, two-way Butterworth filter set at approximately

0.10 Hz (see Section 5.3).

The second record is the North-South component of the 1940 Imperial Valley earth­

quake recorded at El Centro, California. The source mechanism of this earthquake was a

strike lateral slip on the Imperial Valley fault. The corresponding epicentral distance is 12

km for a moderate earthquake magnitude of 6.4. The soil site condition at the recording
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station is classified as a deep firm alluvium deposit. The PGA of this record is 0.348g.

Only the first 35 seconds of the original record are considered in this study. The ground

acceleration, velocity and displacement time histories and their corresponding Fourier

amplitude spectra are shown in Figs. 5.3 and 5.4, respectively. Most of the energy of the

ground acceleration is contained in the frequency band [0-5 Hz] with an overall.predom­

inant frequency of about 2.0 Hz (see Fig. 5.4(a)). The fault rupture process of the

Imperial Valley earthquake has been studied [89,90] and appears to be a very complex

superposition of several subevents (see Fig. 5.3(a)). As can be seen from Fig. 5.3(a), the

instantaneous frequency content of the ground acceleration changes very rapidly from low

frequencies to high frequencies or vice-versa. The characteristics of this record and o(the

causative earthquake are summarized in Tables 5.1 and 5.2. This record is digitized with

a time sampling interval of 0.02 second. For the baseline correction, it has been band-pass

filtered between 0.070 Hz and 25 Hz according to the standard CALTECH procedure [44].

5.2 Earthquake Analysis

E02NS record

Two low order time-varying ARMA models, namely an ARMA(2,1) and an

ARMA(4,2), have been fitted to the E02NS record using the Kalman filtering technique

described in Section 3.5. The moving window estimation technique (see Section 3.4) has

also been applied for the estimation of the ARMA(2,1) model for the purpose of com­

parison with the Kalman filter solution. These two models have been estimated by imple­

menting the Kalman filter in the reverse direction, from the end to the beginning of the

earthquake record. Since the strong shaking portion of the E02NS record is closer to the

beginning than the end of the record, the Kalman filter applied in the reverse direction has

more time to tune itself with the data prior to reaching the most important segment of the

record.
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ARMA(2,1) Model:

To obtain an estimate for the initial values(l) of the ARMA parameters, a maximum

likelihood estimation has been performed on the last 100 points of the amplitude­

demodulated record shown in Fig. 5.6. The standard-deviation envelope of the E02NS

record, used for amplitude-demodulation, has been computed as the "two-stage weighted

moving average estimate" (using n = 30) described in Section 3.4 and is shown in Fig. 5.5.

For the Kalman filtering, a trade-off value of 0"8 = 0.008 was selected after several trials.

A 0"8 which is too small produces a stable but slow learning rate of the Kalman filter,

which is unable to capture sharp changes in the structure of the earthquake signal. On the

other hand, a 0"8 which is too large yields a fast learning rate, which results in very irregu­

lar and unrealistic model parameter time histories. For application of the moving window

technique, the following parameters have been used (see Section 3.4): nWd~t = 1.0 sec,

nslid~t = 0.25 sec. The time histories of the ARMA(2,1) parameter estimates (4)1,4>2 and

81) and the standard-deviation envelope estimate 0-e of the driving noise are displayed in

Fig. 5.7 for the Kalman algorithm (solid line) and the moving window technique (dashed

line). The results obtained using the two different methods have the same general trends.

By using the discrete-to-continuous conversion relationship presented in Section 4.2,

the time histories of the physical parameters corresponding to the ARMA(2,1) model

parameters of Fig. 5.7 have been computed and are shown in Fig. 5.8. From Fig. 5.8(a),

it can be seen that the predominant frequency, Fg' of the ground acceleration drops from

14 Hz to 7 Hz in the first 4 seconds of the earthquake, then varies between an average of 8

Hz and 6 Hz in the middle portion of the earthquake, and finally drops to an average of 4

Hz at the end of the earthquake. In Fig. 5.8(b), the time history of the damping ratio

parameter ~g indicates that the frequency bandwidth of the ground acceleration decreases

for the first 3 seconds of the earthquake and then increases almost monotonically until the

end of the record. The underlying SDOF model becomes overdamped (~g > 1) only in the

(1) At the end of the record, since the filter is run in the reverse direction.
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last few seconds of the record. Fig. 5.8(c) displays the evolution in time of the input ratio

parameter" sign «Csi Cd)2) «Csi Cd)2)% ". It is observed that the input of the underlying

SDOF model is imaginary «Cs/Cd)2 < 0) until 8 seconds into the earthquake and then

becomes real with a large average Cs/Cd ratio, which means physically that the dashpot

support of the SDOF model shown in Fig. 4.3 is almost fixed.

Using the time histories of the ARMA parameters obtained with the Kalman filter,

the normalized ARMA(2,1) evolutionary power spectral density (EPSD) estimate (see Eq.

(3.20» corresponding to the amplitude-demodulated record of Fig. 5.6 can be evaluated

and is presented in Fig. 5.9. This illustrates the change of the frequency content of the

earthquake in time, referred to as "spectral nonstationarity".

ARMA(4,2) Model:

For the estimation of the ARMA(4,2) model using Kalman filtering, the following

parameters have been selected: n= 50 for the variance envelope estimation and (fa = 0.012

for the "random walk" of the model parameters. The time histories of the ARMA(4,2)

parameter estimates (~1' ~2' ~3' ~4' 91 and 92) are shown in Fig. 5.11. From this figure,

it can be concluded that after 8 seconds of ground shaking, an ARMA(1,2) model would

be sufficient, since ~2' ~3 and ~4 are very small. The convergence of the iterative Kalman

filtering scheme is illustrated in Fig. 5.12 via the convergence of the standard deviation

envelope estimate <Te of the driving noise. Typically, convergence is obtained in only a few

iterations provided the amplitude of the scaled standard deviation envelope of the original

record used in the first iteration is reasonable. The normalized ARMA(4,2) EPSD esti­

mate of the E02NS earthquake record (presented in Fig. 5.10) shows the same trend as the

ARMA(2,1) EPSD estimate (see Fig. 5.9) with more low frequency energy in the second

half of the record.

EI Centro 1940, N-S Component

In Ref. (19], the East-West component of the EI Centro 1940 record was satisfactorily
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fitted to a piecewise stationary ARMA(2,1) model. In the present study, an ARMA(2,1)

model has also been chosen to represent the North-South component of the same earth­

quake. A sliding time window of 3.20 seconds (n= 80) was used to estimate the record's

standard-deviation envelope shown in Fig. 5.13 and to amplitude-demodulate the original

earthquake record (see Fig. 5.14). For the "random walks" of the model parameters, a

standard deviation O"g = 0.005 was chosen. For application of the moving window tech­

nique, the following parameters were used:

nwdLlt = 5.0 seconds, nslid Llt = 0.50 second.

The time histories of the ARMA(2,1) parameter estimates and the standard-deviation

envelope estimate of the driving noise are shown in Fig. 5.15 for both the Kalman filter

(solid line) and the moving window technique (dashed line). The results obtained using

the two methods exhibit the same overall trends, except within the time segments [8-12

seconds] where there is a significant difference. The parameters of the underlying physical

model are presented in Fig. 5.16. The predominant frequency of the ground acceleration

is contained in the range 2.0-2.5 Hz without large overall changes, but several sharp local

changes such as those at t= 1.50, 6.50, 8.50, 11.50 and 13.50 seconds. These sharp local

changes of model parameters coincide with sharp changes in the instantaneous frequency

content visible in the accelerogram of Fig. 5.3(a).

From Fig. 5.16(b), it is apparent that the bandwidth of the frequency content of the

ground acceleration is larger in the first half of the record (larger ~g values). The underly­

ing SDOF model is underdamped (~g < 1), except at around 2 and 12 seconds where the

ground acceleration (Fig. 5.3(a» exhibits relatively long period pulses. Fig. 5.16(c) indi­

cates that the input of the underlying SDOF model is real ((Cs/Cd)2 > 0) at all times and

that the input ratio parameter Cs/Cd = 4 on average. The ARMA(2,1) EPSD estimate of

the amplitude-demodulated record of Fig. 5.14 is illustrated in Fig. 5.17.
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5.3 Earthquake Simulation

To study the probabilistic structure of both ground motion and structural response

parameters associated with a given target earthquake process, a family of artificial earth­

quake ground motions must be generated. For statistical convergence requirements, a

sample size of 100 artificial earthquakes has been selected. Each artificial earthquake is

constructed from a discrete, zero mean, unit variance, Gaussian white-noise. Each

sequence of computer generated uncorrelated pseudo-random numbers corresponds to a

seed number. Each call to the IMSL subroutine GGNML requires a seed number and

returns the desired discrete white-noise with a seed number to be used for the next call to

the subroutine. The use of the seed numbers returned by GGNML ensures statistical

uncorrelation across the different white sequences. A set of 100 seed numbers to be used

for all target earthquakes was obtained by calling the subroutine GGNML 100 times con­

secutively and storing the returned seed numbers in the vector seed(100), starting with

seed(l)= 1.0.

The artificial ground acceleration records shown in Fig. 5.19 represent the same reali­

zation from the ARMA(2,1) model fitted to the E02NS record, but correspond to different

high-pass filters. The four filters used are summarized in Table 5.3 and shown in Fig.

5.18. The solid lines represent the discrete filters actually implemented digitally (frequency

resolution = ~f = 1/1850(0.01 sec) = 0.054 Hz) whereas the dashed lines represent the

corresponding theoretical continuous filters. Notice that the Butterworth Filters I, II and

III correspond to an increasing cut-off frequency (from about 0.09 Hz to about 0.14 Hz).

It should be noted that the Brune's model (Filter IV) has a wider range of action than the

Butterworth filters; it still reduces the 0.3 Hz frequency component by 10%. Figs. 5.20 and

5.21 show the relative influence of these four high-pass filters and the baseline correction

algorithm described in Section 3.6 on the resulting artificial ground velocity and displace­

ment, respectively. By comparing this artificial ground motion (acceleration, velocity and

displacement) with the target record shown in Fig. 5.1, the following observations can be
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made: (i) these high-pass filters have a very small influence on the ground acceleration

time history, (ii) they have a small, but observable influence on the ground velocity time

history and (iii) they have a large influence on the ground displacement time history. The

magnitude of the ground displacement time history obtained using Filter III is close to the

magnitude of the target ground displacement (Fig. 5.1(c». Filter III acts on frequency

components up to 0.17 Hz, which corresponds to the critical excitation range of structures

having a fundamental natural period of about 6.0 seconds. Therefore, this particular

ARMA(2,1) model covers a meaningful range of excitation periods up to about 6.0

seconds. This illustrates the known defect [69,82] of the low order ARMA models, namely

a low frequency error. Figs. 5.22-24 are analogous to Figs. 5.19-21, but for a single realiza­

tion from the ARMA(4,2) model fitted to the E02NS record and using the same initial

discrete white-noise. Based on this particular realization, it can be concluded that the low

frequency error is larger for the fitted ARMA(4,2) model than for the ARMA(2,1) model.

Figs. 5.25-26 present two single realizations of ground acceleration, velocity and dis­

placement from the ARMA(2,1) model fitted to EI Centro 1940 using the Butterworth

filter shown in Fig. 5.27. Again, in this case, the low frequency error of low order ARMA

models appears in the artificial ground velocities and displacements.

5.4 Model Checking

First Level of Model Checking

The first level of model checking is performed on the converged sequence of normal­

ized residuals given by the iterative Kalman filtering algorithm. Two tests for uncorrela­

tion (or .tests of randomness) are accomplished, one in the time domain by means of the

sample autocorrelation coefficient function (ACCF) defined in Eq. (3.44) and the other in

the frequency domain using the periodogram estimate of the PSD of the residual process.
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E02NS record

The time history of the residuals produced by the fitting of the ARMA(2,1) model is

shown in Fig. 5.28(a). The residuals sample ACCF p(kAt) calculated up to a lag-time

equal to one-fifth of the E02NS record duration is plotted in Fig. 5.28(b). Figs. 5.28(c)

and (d) display, in decimal and logarithmic scales, the unsmoothed residuals peri.odogram

using a Parzen taper (Eq. (3.52». Fig. 5.29 is similar to Fig. 5.28, but corresponds to the

fitted ARMA(4,2) model. For comparison with Figs. 5.28 and 5.29, the time history,

sample ACCF and periodogram of a computer generated discrete white-noise sequence

with the same duration and time sampling interval as the E02NS record have been plotted

in Fig. 5.30. The two parallel dashed lines of Figs. 5.28(b), 5.29(b) and 5.30(b) define the

approximate 95% confidence interval for the sample ACCF p(k At) under the hypothesis

that the residual process is purely random (see Eq. (3.46». The residuals associated with

the ARMA(2,1) model fitted to the E02NS record show some correlation structure for

small time-lags (,. < 0.20 seconds) apparent in Fig. 5.28(b). By comparing with Fig.

5.30(b), it is observed that the overall magnitude of the residuals sample ACCF is larger

than in the case of a true discrete white-noise. Figs. 5.28(c) and (d) also reveal a non­

uniformity of the PSD of the underlying residual process, a partial spectral gap (or spectral

lack) between 25 and 40 Hz. Figs. 5.30(c) and (d) show the uniform frequency distribu­

tion of the variance in the case of an underlying "true" white-noise process. By comparing

Figs. 5.28 and 5.29, it can be concluded that based on the analysis of the residuals, the fit­

ted ARMA(4,2) model is better than the ARMA(2,1) model, but still is not a perfect

model.

In the case of the E02NS record, the 95% confidence interval for the sample ACCF

p(k.6.t) is (Eq. (3.46»: ± 2 V liN = ± 2V 1/1850 = ±0.0465. The results of the Port­

manteau and "95% confidence interval" tests are summarized in Table 5.4 for the residuals

of the ARMA(2,1) and ARMA(4,2) models as well as for three computer generated

discrete Gaussian white-noises of the same duration. The discrete white-noise #1 is shown
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in Fig. 5.30. The results of these statistical tests confirm the superiority of the ARMA(4,2)

model over the ARMA(2,1) model since the ARMA(4,2) model has a smaller Portman­

teau statistic value and a smaller percentage of p(k~t) outside the 95% confidence inter­

val. To visualize the uncorrelation or whitening effect of the ARMA filters, the sample

ACCF and the unsmoothed periodogram of the amplitude-demodulated E02NS record

(Fig. 5.6) have been plotted in Fig. 5.31.

Finally, Figs. 5.32 and 5.33 show the results of the normality tests on normal proba­

bility paper for the residuals produced by the fitting of the ARMA(2,1) and ARMA(4,2)

models. For both cases, the linearity of the cumulative distribution of the residuals indi­

cates that the underlying populations of residuals are well represented by the Gaussian dis­

tribution. Therefore, the assumption of the ARMA model of the earthquake is verified.

EI Centro 1940, N-S Component

The results concerning the residuals check are presented for the ARMA(2,1) model

fitted to the EI Centro 1940 record. Fig. 5.34 displays the time history of the residuals,

their sample ACCF and their unsmoothed periodogram computed using a Parzen taper.

Here again, the two dashed lines of Fig. 5.34(b) define the approximate 95% confidence

interval for the sample ACCF p(k~t), which in this case is:

± 2 vi liN = ± vi1/1750 = ± 0.0478. The results of the Portmanteau and "95% confi­

dence interval" tests evaluated from the sample ACCF p(k ~t) of Fig. 5.34(b) are summar­

ized in Table 5.5, together with the test values corresponding to three computer generated

discrete white-noise records of the same duration. These statistical test results show that

the residuals obtained by fitting the ARMA(2,1) model are fairly uncorrelated, which is

also visible on the periodogram of Figs. 5.34(c) and (d). To illustrate the uncorrelation

effect of the fitted ARMA(2,1) model, the sample ACCF and periodogram of the

amplitude-demodulated EI Centro record of Fig. 5.3(a) are presented in Fig. 5.35.

From the results of the normality test presented in Fig. 5.36, it is seen that the under­

lying population of residuals is not Gaussian. The results presented in Chapters 7 and 8
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will indicate if the lack of the Gaussian property of the driving noise has some influence

on the distribution of the structural response parameters.

Second Level of Model Checking

The second level of model checking is performed on simulated earthquake ground

motions (single or ensemble) to verify the extent to which they resemble the target real

earthquake ground motion.

E02NS record

A single realization (acceleration, velocity and displacement) from the fitted

ARMA(2,1) and ARMA(4,2) models has been presented in Figs. 5.19-24. The Fourier

amplitude spectra (acceleration, velocity and displacement) of the same artificial earth­

quake baseline-corrected using Filter I are plotted in Figs. 5.37 and 5.38 for the

ARMA(2,1) and ARMA(4,2) models, respectively. By comparing Figs. 5.37(a) and

5.38(a) with Fig. 5.3(a), it can be concluded that the overall frequency content of the

ground acceleration over the entire duration of the record is well reproduced. By compar­

ing Figs. 5.37(b-c) and Figs. 5.38(b-c) with Figs. 5.3(b-c), the aforementioned low fre­

quency error of the ARMA models can be observed. The artificial motions are too rich in

very low frequency components which increase in amplitude by l/f at every time integra­

tion. These two ARMA-simulated accelerograms have been analyzed, utilizing the estima­

tion algorithm used for the target real earthquake from which they are derived. The

results are presented in Figs. 5.39 and 5.40 for the ARMA(2,1) and ARMA(4,2) models,

respectively. It appears that the "true" model parameters can be recovered from the artifi­

cial realizations with a relatively high degree of accuracy and stability.

The normalized ARMA evolutionary power spectral density (EPSD) estimates derived

from the Kalman filter results are compared to the normalized moving periodogram esti­

mate (see Section 3.7) of the EPSD of the E02NS record. This comparison is shown in

Fig. 5.41. It is observed that when a single predominant peak is present in the periodo-



- 75 -

gram estimate, it is captured accurately by both the ARMA(2,1) and ARMA(4,2) models

(see Figs. 5.41(a),(b) and (c». On the other hand, when several spectral peaks of the

same magnitude are present in the periodogram estimate, both the ARMA(2,1) and

ARMA(4,2) EPSD estimates exhibit a single peak whose position and shape can be inter-

preted as some weighted average of the positions and shapes of the spectral peaks of the

periodogram (see Figs. 5.41(d), (e) and (f». Even though the ARMA(4,2) model is bi-

modal (can develop two spectral peaks), its Kalman filter estimate, in this particular exam-

pie, appears to be uni-modal at all times.

Using a sample of 100 artificial earthquake ground motions, the second order statis-

tics (mean and standard-deviation) of 10 traditional ground motion parameters used to

characterize earthquake ground motions are computed. These ground motion parameters

are:

Peak ground acceleration (PGA), velocity (PGV) and displacement (PGD);

- the peak motion ratios: PGV/PGA and PGD/PGA;

root-mean-square acceleration (RMSA), velocity (RMSV) and displacement (RMSD)

defined as:

RMSX=
r td 1tIf Jxi(t)dt I
l d 0 J

(5.1)

where xg (t) is either the ground acceleration, velocity or displacement and td

represents the duration of the earthquake record;

Arias intensityCl) (AI) defined as:

(1) The,Arias intensity is directly related to the root-mean-square acceleration as follows:

AI = 2'IT
g

td (RMSA)2 .

However, the Arias intensity parameter carnes some insight to the effect of earthquake ground mo­
tions on structural response. Housner and Jennings [42] have shown that for a given earthquake and
critical damping ratio ~, the earthquake input energy dissipated by a series of elastic single-degree­
of-freedom oscillators with fundamental frequencies uniformly distributed between zero and infinity
can be expressed as :
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t.

AI = ~ f ai(t)dt
2g 0

where ag(t) is the ground acceleration time history.

Housner spectral intensity (S1) defined as:

2.50

SI~ = f PSV(LT)dT
0.10

(5.2)

(5.3)

where PSV (~, T) represents the pseudo-spectral velocity for the earthquake record

under consideration and for a SDOF oscillator of damping ratio ~ and undamped

natural period T.

For both the ARMA(2,1) and ARMA(4,2) earthquake models, the statistics of the above

ground motion parameters are presented in Table 5.6, where they can be directly compared

to the corresponding values of the target E02NS record. It is found that:

For both ARMA models, the statistical interval represented by the "mean ± standard

deviation" contains the target parameter in the case of only four ground motion

parameters which are: PGA, PGV, PGV/PGA and S1.

where WF is referred to as "frequency ensemble work". The special case of zero damping gives the
Arias intensity (except for the factor lIg) obtained by Arias in developing a measure of seismic inten­
sity :

00

AI = ~ f aiCt) dt
2g 0

Because the frequency ensemble work is almost unaffected by large changes in the amount of damp­
ing for linear structures, it seems probable that WF may be relatively insensitive to the mechanism by
which energy is dissipated. It implies that the previous result on input energy could apply to the case
of an hysteretic energy dissipation mechanism modeled as equivalent viscous damping. If the earth­
quake energy input is integrated with respect to period, T, of the SOOF oscillators instead of the fre­
quency, w, for an undamped system, the "period ensemble work", WT, is defined:

00

WT = 'jT2 f viet) dt
o

The integral of the squared ground acceleration and the integral of the squared ground velocity are
broadband measures of the energy input capability of the ground motions, the former giving more
weight to higher frequencies than the latter. Since they are energy inputs integrated over all frequen­
cies or all periods, they cannot be related directly to damage observed in a single structure.
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If the target values of the ground motion parameters are compared to the correspond­

ing values generated by the ARMA models, it is concluded that the PGA, RMSA and

AI parameters are underestimated by both ARMA models, whereas the other parame­

ters are overestimated by both ARMA models.

The ground displacement related parameters (PGD, PGD/PGA, RMSD) are largely

overestimated by the ARMA models due to their low frequency error.

Some ground motion parameters are better represented statistically by the ARMA(2,1)

model (PGV/PGA, PGD/PGA, RMSA), whereas some others are better represented

by the ARMA(4,2) model (PGA, PGD, AI and SI).

The coefficients of variation of the ground motion parameters generated by the

ARMA(4,2) model are systematically larger or equal to their ARMA(2,1) counter­

parts.

EI Centro 1940, N-S Component

A single realization (acceleration, velocity and displacement) from the fitted

ARMA(2,1) model has been presented in Fig. 5.25 (Section 5.3). The ground accelera­

tion, velocity and displacement Fourier amplitude spectra of this artificial earthquake are

shown in Fig. 5.42. By comparing these Fourier amplitude spectra with those of the target

record plotted in Fig. 5.4, a low frequency error appears. This low frequency error is

responsible for the excess in amplitude of the artificial ground velocity and displacement.

However, the overall frequency content of the ground acceleration is well duplicated. As

shown in Fig. 5.43, the analysis of this artificial record is able to reproduce the general

trends of the "true" parameters used for its simulation.

The comparison between the normalized ARMA(2,1) EPSD estimate and the normal­

ized periodogram estimate of the EPSD of EI Centro 1940 is displayed in Fig. 5.44. It is

observed that the ARMA(2,1) model is able to capture the spectral nonstationarity fairly

well.
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The ground motion parameters of the El Centro 1940 target record and the second

order statistics obtained by simulation of 100 artificial earthquakes are contained in Table

5.7. By comparing the target values and the statistics of the ground motion parameters, it

is found that:

The PGA, RMSA, AI and SI parameters are very wen described statisticalJy by the

ARMA(2,1) representation of the El Centro record. All the other ground motion

parameters are well overestimated by the ARMA(2,1) model due to its low frequency

error.

5.5 Probability Distribution of Ground Motion Parameters

In this Section, the previously fitted stochastic earthquake models are used to simulate

the target earthquake processes and to investigate the statistical distribution of the ground

motion parameters defined in Section 5.4. The sample size of artificial earthquakes used

for simulation depends on the statistical convergence characteristics. As a preliminary

task, the convergence of the second order statistics of the ground motion parameters versus

the number of artificial earthquakes used is examined. As an illustration, Figs. 5.45(a),

(b) and (c) show the convergence of the statistical mean and standard-deviation of three

ground motion parameters, namely PGA, RMSA and SI, in the case of the ARMA(2,1)

simulation of the El Centro 1940 record. The solid lines correspond to the set of seed

numbers used throughout this study, whereas the dashed lines correspond to a different set

of seed numbers. The second set of seed numbers was used to check that the second order

statistics converge to the same values for two sets of seed numbers, i.e., the asymptotic

behavior of the second order statistics is independent of the set of seed numbers. In the

examples of Fig. 5.45, it is observed that (i) the statistics of the RMSA parameter converge

relatively rapidly (at a sample size of about 50), (ii) the statistics of the PGA and SI

parameters oscillate slightly for a large sample size and converge within a few percent (3­

4%) at 100 artificial earthquakes.
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The probability distributions of the ground motion parameters are plotted as histo­

grams(l) in Figs. 5.46-48 for the ARMA(2,1) and ARMA(4,2) simulations of E02NS and

for the ARMA(2,1) simulation of EI Centro 1940, respectively. Several probability distri-

bution functions, namely Rayleigh, Exponential, Normal and Gumbel type I, have been

fitted to the simulated data, but the lognormal distribution proved to be the most satisfac-

tory. Fig. 5.49 shows the lognormal distribution fits of the data on probability paper in the

case of the ARMA(2,1) simulation of EI Centro. By comparing Figs. 5.46 and 5.47, it

appears that the detailed shape of the histograms depend on the order of the ARMA

model fitted to a given target earthquake record. However, the overall shape and bounds

of the distributions are relatively independent of the model order.

For a given earthquake process, the RMSA is much less variable (much lower coeffi-

dent of variation) than the PGA, which has been used extensively in the past to character-

ize the damage potential of earthquake ground motions. This statement can be verified in

Figs. 5.46(a) and (d), 5.47(a) and (d), 5.48(a) and (d) and also on Fig. 5.45(a) and (b).

The second order statistics of the ground motion parameters (mean, standard deviation,

coefficient of variation) for the three earthquake processes considered in this study are

summarized in Tables 5.6 and 5.7.

(1) In the figures representing histograms, the ordinate "freq" means the frequency of occurrence
in a given interval of the quantity represented along the abscissa.
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CHAPTER 6

STRUCTURAL SYSTEMS, RESPONSE PARAMETERS AND DAMAGE MODELS

6.1 Structural Systems

World-wide seismic design procedures rely implicitly or explicitly on ductile inelastic

behavior of structures to withstand severe earthquake motions. This ductile hysteretic

behavior can provide an economical way to dissipate the earthquake input energy in the

structure without causing structural failure or collapse. In order to understand the nature

of the inelastic seismic behavior of structures, comprehensive nonlinear mathematical

models of real structures are needed. These inelastic structural models are also useful to

design new structures and assess the safety of existing structures.

In general, the restoring forces of a complex structure, modeled as a multi-degree-of­

freedom system, depend on the deformation time histories of all its structural components

in a very complicated way. In this research, the approach has been to use, as a first step,

idealized nonlinear single-degree-of-freedom representations of structures (Fig. B.1). The

SDOF idealization was used to:

1) identify the effects and relative importance of the various factors which influence the

stochastic response of these simple systems;

2) identify general patterns and trends in stochastic inelastic seismic response behavior of

structures;

3) provide foundation and guidance for the study of more complex structures.

Although the concepts of coordinate reduction from MDOF to SDOF systems are usually

applied to linear elastic systems, a good deal of research has been conducted on SDOF

representations of MDOF systems for use in nonlinear response analysis [11,37,79,80].

Such SDOF representations are able to capture the overall inelastic behavior of a complex

structure.
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The structural damping characteristics are modeled by the viscous dashpot of the

SDOF structural model. The amount of viscous damping is controlled by the damping

ratio ~ (see Appendix B and Table B.1). Four simplified piecewise linear resistance-

deformation relationships have been used to characterize the nonlinear spring of the SDOF

systems, namely: the popular bilinear hysteretic model of the softening type (Fig. B.2a) ,

Clough's stiffness degrading model(l) (Fig. B.2b), the slip model (Fig. B.2c) and the bil-

inear elastic model (Fig. B.2d). A possible cycle of deformation for each diagram is

shown by arrows or by consecutively numbered points. The four hysteretic models con-

sidered have a bilinear skeleton curve characterized by a pre-yield stiffness ko, a post-yield

stiffness Ci. ko and a yield force Ry or yield displacement Dr The ratio of the post-yield

stiffness to the pre-yield stiffness, Ci., is called the strain hardening (or softening) ratio.

The post-yield stiffness of the bilinear model, Ci. kQ, can be positive (positive bilinear

model), negative (negative bilinear model) or null. A null post-yield stiffness corresponds

to the classic elastoplastic restoring force model.

A stable non-degrading elastoplastic or positive bilinear model is often used to

represent the restoring force characteristics of a steel moment-resisting frame in the absence

of local buckling. When the frame is subjected to high axial force, a negative bilinear

model is sometimes useful to account for the P-A effect (negative first order geometric stiff-

ness). For simplicity, this bilinear model is sometimes used for a reinforced-concrete (RIC)

frame. Clough's stiffness degrading model allows for the effect of stiffness degradation

caused by load reversals in inelastic ranges in an RIC moment-resisting frame (that yields

by flexure). This model is also representative of RIC shear wall behavior dominated by

flexural deformations [95]. The slip model approximates the behavior of steel-braced

frames (with a significant brace buckling effect) and also the behavior of RIC members in

which shear distortion or bond-slip action dominates overall behavior (e.g., short shear

walls). The bilinear elastic resistance-deformation relationship is representative of

(1) In fact, this is a modified version of the original Clough's stiffness degrading model which is
defined in [21].
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unbonded RIC behavior, uplifting behavior of the foundation of a structure (e.g., multi­

story shear wall) and the moment-curvature relationship for a prestressed concrete beam

[95]. The bilinear elastic model has been included in this study mainly to identify, by

comparison with the bilinear hysteretic case, the influence of the hysteretic energy dissipa­

tion mechanism on the structural response statistics (response amplitude and distribution).

6.2 Structural Damage Characterization

During a major earthquake, disregarding instability, failure of a steel structure may

be characterized by one of three mechanisms [52]. The first and most commonly recog­

nized is the largest excursion failure where failure is due to the exceedence of a strength or

deformation capacity level in a single excursion. This failure mechanism is at the origin of

the first passage problem handled by time-varying reliability theory [25,56,65]. The second

mechanism is fatigue failure which happens upon the exceedence of a deterioration level of

a structural member caused by several excursions into the plastic range. Therefore, this

failure mechanism is associated with a cumulative type of damage. The third failure

mechanism, incremental collapse, comes about when resistance is lost due to the incremen­

tal drifting of the response in one direction.

Under earthquake loadings, RIC structures are generally damaged by a combination

of repeated stress reversals and high stress excursions [72]. These two sources of damage

correspond to the first and second failure mechanisms described above for seismic loading

of steel structures.

Within the scope of structural damage characterization and assessment, several defini­

tions need to be identified and are borrowed from Ref. [51].

Failure: In the context of this study, failure may be defined as the inability of a

structure to provide its intended resistance function. Thus, failure presumes a severe

deteriotation in strength or unacceptable loss of resistance.

Deterioration: This term refers to a gradual loss of strength or stiffness under cyclic

load (or deformation) reversals. Since deterioration often occurs at a slow rate, it may be
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acceptable until a limit value of acceptable deterioration is reached. The limit value which

identifies failure could be defined as a certain percentage of the undeteriorated strength (or

stiffness) of a structure or structural component.

Damage: Within the context of this study, damage is defined as a cumulative param­

eter which measures the "closeness to failure". Every inelastic excursion is presumed to

cause damage in a component, since it accentuates a local failure mechanism (e.g. crack

propagation, local instability) and decreases the safety against failure. Failure is presumed

to take place when the cumulative damage caused by a series of inelastic excursions

reaches a target value depending on the calibration of the damage model.

In earthquake engineering, damage prediction has become an important problem. A

damage theory and damage models for rational quantification of the seismic damage

imparted to structures are needed. Such tools are necessary (i) to evaluate the seismic

safety of new and existing structures against future potential earthquakes or· alternatively

the potential destructiveness of future earthquakes and (ii) to develop damage-limiting or

damage-control procedures for earthquake-resistant design. For example, past seismic

damage of RIC structures has shown that (i) building collapse is caused mainly by damage

concentration, especially in the first story and (ii) buildings sustaining only minor damage

are characterized by a more uniform spatial distribution of damage over the structure.

This implies that the seismic performance of buildings can be improved if uniform poten­

tial damage distribution can be guaranteed in the design stage by using damage-control

earthquake-resistant design procedures. These procedures would help in the proper selec­

tion of strength and ductility of the structural members.

Th~ techniques which have been used in damage prediction can be subdivided in two

types [74]. The first type is based on the balance between some demand on the structure

and its corresponding capacity, and the second on the degradation of some structural pro­

perty. For each type of technique, several damage parameters representative of the dam­

age state can be computed. Damage parameters must be response quantities which can be
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calculated from the results of a dynamic structural analysis. The challenge is to find some

which correlate well with actual physical damage observed in structures. In the "demand

vs. capacity" procedure, possible choices for the demand and capacity include strength, dis­

placement, deformation and energy dissipation. In the "degradation procedure", possible

choices for the structural property include stiffness, strength and energy dissipation capa­

city. In each case, the damage parameter may be based on a single maximum value, a

maximum range, or some cumulative value. In the "demand vs. capacity" approach, it is

relatively easy to compute the demand, but more difficult to estimate the capacity. In the

"degradation approach", the reverse tends to be the case. A typical example of the "degra­

dation procedure" is the damage index based on the lengthening of the fundamental period

of a structure identified from a strong motion record and reflecting overall stiffness degra­

dation [30,31]. Exhaustive reviews of damage parameters and indices used in the past can

be found in [30,74].

Besides the structural engineering approach to damage modeling and analysis, there is

also a continuum mechanics approach called "Continuum Damage Mechanics" (CDM)

[53]. CDM studies the local distribution of damage in engineering materials by postulating

smeared damage models, unlike fracture mechanics which studies the propagation of indi­

vidual cracks. In other words, CDM assumes statistical homogeneity of the material

microstructure and of the developed microcracks and microvoids which physically define

the material damage. Damage mechanics has been applied to model fatigue, creep, creep­

fatigue, ductile plastic and brittle damage [53,54,46,86,87]. The thermodynamics of

irreversible processes is used as framework to derive the coupled elastoplastic-damage con­

stitutive equations describing the damage model mathematically in the case of ductile plas­

tic damage, for example. Depending upon whether anisotropic or isotropic damage is

assumed, the local damage variable or internal variable is of tensorial or scalar nature,

respecfively. However, the assumption of isotropic damage is often sufficient [53].

As implied by the aforementioned coupling between the damage variable and the
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elastoplastic constitutive behavior, the progressive degradation of the material mechanical

properties such as strength, stiffness, etc. is controlled by a damage variable governed by

an evolution equation. Typically, the numerical integration of the elastoplastic-damage

evolution equations is performed in the context of the finite element method [46,86,87J.

Recently, the relationship between parameter-based global damage indices of the

empirical structural engineering approach and local damage variables of the continuum

approach has been established in the case of elastic damage [32}. This gives a theoretical

(thermodynamic) foundation to global damage indices, and opens new areas of research.

In the present research, various inelastic response parameters indicative of damage

(see Section 6.3) and two damage functions describing both the largest excursion and the

cumulative low-cycle fatigue type of damage mechanisms are considered. The damage

parameters and damage functions are used in conjunction with the four resistance­

deformation models presented in the previous Section, but are not directly coupled to the

mechanical properties (strength and stiffness) of these restoring force models. The non­

deteriorating bilinear inelastic model together with a damage parameter or damage func­

tion is able to model a structural damage process characterized by a long deterioration

threshold and a relatively short range of rapid deterioration. Such a damage mechanism is

characteristic of the "crack propagation at weldment" mode of failure in wide-flange com­

ponents of steel structures. Two experimental load-deformation diagrams from [51] are

shown in Figs. 6.1 and 6.2 for constant and variable amplitude cycling. Ignoring the

deterioration range, failure can be defined as the onset of noticeable deterioration which is

associated with the occurrence of a through crack in the flange. On the other hand, the

same eXI?erimental study [51] has shown that in the flange local buckling mode of failure

under cyclic loading, deterioration in strength, stiffness, and hysteretic energy occurs after

a period of deterioration threshold. Three different ranges with almost constant deteriora­

tion rates (relatively high rate first, then decrease in deterioration rate and rapid deteriora­

tion at the end) can be distinguished in the deterioration stage. A typical load-deflection
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diagram from [51] is shown in Fig. 6.3 for the flange local buckling damage mode under

constant amplitude cyclic loading. A comprehensive model representative of this damage

behavior would require the coupling between a cumulative (or evolutive) damage variable

characterizing the past deformation time history and the deteriorated elastoplastic mechani-

cal properties. In other words, the formal concepts from continuum damage mechanics

should be applied to structural engineering damage modeling. Clough's stiffness degrading

model and the slip model are closer to the continuum damage mechanics approach, since

they couple the largest past excursion to the stiffness property. In this case, the largest past

excursion is a single response quantity, not of the cumulative type, and strength degrada-

tion is not modeled.

The first of the damage functions considered in the present study has been developed

by Park, Ang and Wen and is described in [71,72]. In their approach, consistent with the

behavior of RIC components under severe seismic loading, seismic structural damage is

expressed as a linear combination of the damage caused by excessive deformation and that

contributed by repeated cyclic loading effect. Therefore, they define the following damage

index:

(6.1)

where,

8M ::;:: maximum response deformation under an earthquake;

8u ::;:: ultimate deformation capacity under monotonic loading;

Qy ::;:: calculated yield strength ;

13 ::;:: non-negative parameter;

dE = incremental absorbed hysteretic energy.

Values of the damage index, Db are such that D1 2': 1.0 signifies collapse or total damage.

Structural damage, therefore, is a function of both the maximum response (maximum yield

excursion) 8M and the hysteretic energy dissipated f dE, both of which depend on the

loading history and the hysteretic behavior and the parameters 8u ' Qy and 13, which specify
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the structural capacity. The damage index given by Eq. (6.1) is an indicator of closeness

to failure for RIC components under repeated cyclic loading and the condition D1 2: 1.0 is

a criteria for structural failure. Park and Ang [72] analyzed available monotonic and

cyclic test data of RIC beams and columns to evaluate the statistics of the parameters of

their proposed damage model. They found the lognormal distribution to be appropriate

for describing the capacity (in terms of D1) of RIC components (see Fig. 6.4). The statis­

tics of the damage index D1 are characterized by a large coefficient of variation (c.o.v. =

0.5) which indicates a high degree of uncertainty in the damage capacity of RIC com­

ponents under inelastic repeated cyclic loading.

The second damage function (model) considered in this study is a low-cycle fatigue

damage model used, verified and calibrated by Krawinkler et al. [51] in the context of an

extensive experimental study on steel structural component performance. This experiment

considered the deterioration and failure modes of local buckling in beam flanges and of

crack propagation at weldments [51,99]. The conclusion drawn from this study was that

simple cumulative damage models can be utilized to assess deterioration and failure in

structural components.

The low-cycle fatigue (LCF) damage process is caused by a relatively small number of

plastic strain reversals, characteristic of earthquake loading. LCF damage does not accu­

mulate if the applied force is below a certain level. Therefore the contribution of the elas­

tic strain components to the low-cycle fatigue life can be disregarded.

An empirical model for representing low-cycle fatigue data in the case of constant

amplitude cycling was found independently by Manson [60] and Coffin [23] and is cus­

tomarily. referred to as the Coffin-Manson model. It relates the plastic strain amplitude,

~Ep, to the number of cycles to failure, Nf , by the equation

(6.2)

in which C and c are material parameters or structural performance parameters in the case

of structural components. To evaluate the low-cycle fatigue damage caused by complicated



- 88 -

loading histories (e.g. earthquake loading), a damage accumulation law is needed in con-

junction with the empirical Coffin-Manson relationship describing constant amplitude

fatigue test data. The simplest and most commonly employed damage accumulation law is

the one propounded by Miner [62] and proposed earlier by Palmgren [68]. This theory is

based on a linear damage accumulation assumption throughout the fatigue life, and

hypothesizes that the damage due to a set of different stress (strain) amplitudes is equal to

the sum of damages at each amplitude:

N 1 N
D2 = ~ - = C ~ (LlE. 0c

L.i N . L.i p,
i=1 f,1 i=1

(6.3)

where lINfi represents the damage contribution of the ith plastic strain cycle of amplitude,

LlE.p,i. Miner-Palmgren's rule requires that the amount of damage at failure be equal to

unity:

N
Dz = C ~ (LlEp,i)C = 1

i=1
(6.4)

Miner-Palmgren's rule has shortcomings, namely, it ignores both the sequence effect of the

damaging plastic cycles as well as the mean deformation effect. The sequence effect has

been verified by experimental observation. However, it is difficult to account for, since

seismic response cycles do not follow recognizable sequence patterns. Modifications of the

Palmgren-Miner linear cumulative damage theory exist, such as the nonlinear damage

accumulation model proposed by Marco & Starkey [61] or the history-dependent

phenomenological stochastic model of cumulative damage proposed by Bogdanoff, Krieger

and Kozin [12,13,14]. Nevertheless, Minor-Palmgren's rule remains the most widely used

hypothesis.

In order to utilize cumulative damage models in the case of complicated deformation

histories, the history has to be converted into a series of cycles or half cycles (reversals).

This is the task of cycle counting methods such as the rain-flow counting method described

in [99]. However, in the present study, the amplitudes of the plastic deformation ranges or
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plastic half cycles have been obtained directly from the simulated deformation response

time histories as explained in the next Section.

A cumulative damage model can also be formulated using a fracture mechanics (FM)

approach. For example, utilizing a crack growth rate model and information on initial and

critical crack sizes ao and ac, it has been shown [51] that failure is expected to occur under

the condition:

(6.5)

where the parameters ex and 13 depend on the material properties, the geometry of the

specimen and the shape of the crack. A comparison of this equation with the empirical

cumulative damage model presented in the low-cycle fatigue approach (see Eg. (6.4»

shows that both approaches result in identical failure definitions provided that the follow-

ing equivalence in parameters is established:

-1acC = ex(ln-)
ao

c = 13

(6.6a)

(6.6b)

The experimentally observed large uncertainty of the low-cycle fatigue cumulative damage

model (Eg. (6.4» can be explained by differences in initial imperfections (initial crack size

ao). Thus the most critical parameter in life prediction is the equivalent initial crack size

ao, which is a random variable with large scatter. Using the equivalence between the LCF

and PM approaches, it can be concluded that the structural performance parameter C

should be treated as a random variable for structural reliability calculations.

6.3 Response Computation and Response (Damage) Parameters

In this study, the equation of motion of the various inelastic SDOF systems is

integrated analytically, taking advantage of the piecewise linearity of the force-deformation

relationships and assuming piecewise linear ground acceleration time histories. The deriva-
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tion and implementation of this piecewise exact method are explained in detail in Appen-

dix B.

The equation of motion for a SDOF structure (see Eq. (B.1) of Appendix B)

mu(t) + cu(t) + R(t) = -mug(t) (6.7)

can be solved for the response of a particular system. However, it is desirable to express

the basic equation of motion in a normalized form. In this manner, the specific parame-

ters that influence the response can be more readily identified. In addition, the computed

responses can be applied to a family of related systems thereby facilitating the development

of design aids [59]. It is convenient to write Eq. (6.7) as :

where

and

oCt) + 2~owou(t) + lR(t) = -ug(t)
m

1

(
ko )"2
-I

~ m J

~o = _-,,-c_
2mwQ

(6.8)

are the initial natural circular frequency and damping ratio corresponding to the unyielded

system. Eq. (6.8) can be rewritten in terms of the displacement ductility

as

j.i (t) + 2 ~o Wo Ji(t) + ---L-
U

R(t) = - -.1.- ug(t)
m y Uy

The last two terms of Eq. (6.10) can be reworked as follows:

_1_ R(t) = ko R(t) = w6 R(t) = w6P(t)
mUy m koUy Ry

By defining the nondimensional strength coefficient(1)

(1) In seismic design, this strength coefficient is referred to as the structure's yielding seismic resis-

(6.9)

(6.10)

(6.11)

(6.12)
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Ry
'YJ = ­

mg
(6.13)

which expresses a system's yield strength as a fraction of its weight. Eq. (6.12) can be

further reduced as

1 w2 ii (t)
-ii (t) = _0 -g-
Uy g 'YJ g

(6.14)

Eqs. (6.11) and (6.14) can be substituted in Eq. (6.10) which gives the final form of the

normalized equation of motion:

(6.15)

In this form, the displacement ductility responses of all systems having the same initial

natural frequency WQ and damping ratio ~Q' the same normalized hysteretic characteris­

tics(2) and the same strength coefficient 'YJ, subjected to the same ground motion can be

determined from a single analysis. According to the dimensionless equation of motion

described above, each of the inelastic SDOF systems defined in Section 6.1 is completely

defined by the following structural parameters:

(6.16a)

(6.16b)

(6. 16c)

(6.16d)
post-yield stiffness
pre-yield stiffness

a=

Initial natural period: To [sec] , (To = 21T/WO)

Initial damping ratio: ~Q [-]

R
Strength coefficient: 'YJ = -y [-]

mg

Strain hardening (or softening) ratio:

In the numerical implementation of the exact piecewise integration described in Appendix

B, the following initialization is made:

Mass of the system: m = l/g (arbitrary choice) (6.17a)

where g is the acceleration of gravity

tant coefficient (e.g., UBC Code).
(2) The same normalized hysteretic characteristics (R/Ry vs. u/Uy) imply the same strain­

hardening (or softening) ratio a in the case of hysteretic models defined by a bilinear skeleton curve.
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(6.17b)

~d:::: Max lu(t)/Uyl;
Ostst.

Below are presented the various structural response parameters whose statistical distri-

butions within or across real earthquake processes are investigated in the present study.

The damage parameters used in the definition of the two damage indices D1 and Dz

defined in the last Section (Eqs. (6.1) and (6.3)) are of primary concern here:

- Maximum displacement ductility(l) :

- Normalized total hysteretic energy dissipated :
t.

E~ = (f dEH ) I (Ry Uy);
o

- Number of inelastic excursions (positive and negative) :

where N :::: n(+) + n(-);

- Number of yield reversals: nrev;

n(+) and n(-)

- Ensemble of normalized plastic deformation ranges(2) (see Fig. 6.5) :

- Maximum normalized plastic deformation range:

In addition to these basic damage parameters, several others have been considered.

They can be subdivided in three classes. The response parameters of the first class are

directly derived from the force-deformation response:

N
- Normalized cumulative displacement ductility: ~acc = (~ l~up,i1 IUy) + 1;

i=l

- Normalized residual displacement ductility : ~res:::: lUres I/Uy

where ures represents the permanent displacement shift at the end of the earthquake

record;

(1) ~ represents the earthquake record duration.
(2) The definition of the plastic deformation range used in this study is the material science defini­

tion [52]. The quantity ~up used here is equivalent to the plastic strain amplitude ~Ep used in Eqs.
(6.2) through (6.5).
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- Nonnalized mean defonnation with respect to the undeformed configuration:

N

~ (l.iup,i1 /Uy) (up,/Uy)
i=l

where Up,i is illustrated in Fig. 6.6. This response quantity can be interpreted as the

abscissa of the centroid of the plastic defonnation ranges. It indicates how symmetric

the response is with respect to the undeformed configuration and is of possible use to

incorporate the mean effect (which is not contained in the cumulative damage model of

Eq. (6.3» in seismic damage studies [35].

The second class of response parameters is based on the energy responses (see Appen-

dix B, Eq. (B.14»:

(6.19)

where EK(t), ED(t), EE(t), EH(t) and EI(t) are the kinetic energy, the energy dissipated

by linear viscous damping, the recoverable elastic strain energy, the hysteretic energy dissi-

pated and the earthquake input energy at time t, respectively. The following response

parameters are considered:

- Nonnalized maximum input energy during the earthquake:

- Nonnalized input energy at the end of the earthquake record:

EI:end = EI(td) / (Ry Uy) ;

- Nonnalized hysteretic energy ductility: f.LE = (EH(t~ / (Ry Uy» + 1;

- Ratio of the total hysteretic energy dissipated to the total dissipated energy:

The response parameters of the third class are related to the various rate of energy

(power) responses. These rate quantities are indicative of how fast the earthquake input
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energy is imparted to, stored in, and dissipated by the structure. Although not much

research work has been done in this area, these power responses must be correlated to the

amount and type of damage imparted to a structure. For example, a low and uniform rate

of hysteretic energy dissipation or a highly variable, spiky, rate of hysteretic energy dissipa-

tion through a structure must correspond to different levels and types of damage. In [66],

Ohi et al. have defined the energy input rate (EIR) spectrum for viscously damped linear

oscillators or nonlinear oscillators with hysteresis. Then they have used the EIR spectrum

to explain the considerable difference in damage potential observed on a real structure and

caused by two earthquakes of the same apparent overall intensity (very similar variance

envelope and duration). The rates of energy response considered here are:

- Maximum positive rate of normalized earthquake input energy:

• 1 dEI(t)
PI max = Max (R U d )

, O:st::;td y y t

- Maximum rate of normalized hysteretic energy dissipated:

P • _ M ( 1 dEH(t) )H - ax -----
,max O:st:std RyUy dt

- Maximum rate of normalized viscous damping energy:

1 dED(t)
P~ max = Max (-- )

, O:st:st.. Ry Uy dt

6.4 Earthquake Response Simulation

The second part of this study is concerned with characterizing the inelastic stochastic

response process of SDOF structures given the input stochastic earthquake process. For

this purpose, two general classes of methods are available: (i) formal probability theory of

nonlinear random vibration and (ii) statistical analysis on a population of deterministically

simulated nonlinear responses corresponding to an ensemble of realizations of the earth-

quake-process under consideration. The results derived from a random vibration approach

are only applicable in idealized restrictive circumstances. An exact random vibration

analysis of inelastic systems subjected to a nonstationary excitation does not exist.
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Therefore, a number of approximate techniques such as perturbation techniques or

equivalent linearization [8,97] have been developed to obtain approximate solutions. Most

of these methods are limited to small or moderate nonlinearities. In this research, t9 allow

for a general and realistic nonstationary earthquake model and inelastic structural model,

the statistical analysis approach using ARMA Monte Carlo Simulation has been chosen.

In the simulation procedure, a population of artificial ground motions from an origi-

nal earthquake process is generated. The corresponding population of structural responses

for a given structural system is computed deterministically using the analytical integration

scheme described in Appendix B. Since each artificial ground motion belongs to the same

underlying earthquake process, no ground motion scaling is needed and the variability of

the corresponding ground motion and structural response parameters is an intrinsic type of

variability related to the earthquake process under consideration. This is the response vari-

ability which is characteristic of the seismic loading and for which an appropriate design

must be furnished.

Simulated Data Acquisition and Presentation

For each structural system, the response parameters defined in Section 6.3 for 100

artificial earthquakes are stored and constitute the simulated raw data. A family of post-

processing routines has been developed to perform a statistical study on seismic response

parameters of inelastic SDOF structures for damage evaluation. The various possible out-

puts of this statistical analysis are:

- The "evolutionary" second order statistics (mean and standard deviation) of any response

quantity. The term "evolutionary statistics" means the evolution of the statistical esti-

mates 'as a function of the number of artificial earthquakes used. This result is necessary

to examine the statistical convergence. The evolutionary statistical mean and standard

deviation estimates, R (n) and (TR (n) of any response quantity R are computed as:

n
R (n) = ( ~ ri ) / n, n = 1, . . . ,N

i=l
(6.20)
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<T~(n) = ( f (ri - R(n))2 )/n, n= 1, ... ,N
i=l

(6.21)

where N is the total number of artificial earthquakes used, chosen to be 100 in this

study.

- The histogram of any response quantity of a given system. The "distance" between the

minimum and maximum response parameter values is divided in N intervals (N=50 for

response parameters and N= 100 for plastic deformation ranges) and the frequency of

occurrence of the response parameter under consideration within each interval is

counted. Histograms are used to visualize the form of the distribution and to suggest an

underlying theoretical probability distribution.

- Probabilistic model fitting of any response quantity of a given system. Attempts to fit

probability models have been made using the visual method of probability paper [4,5],

according to which the sample points plotted should be on a straight line if the fitted

model is correct. The typical probabilistic models considered are the lognormal, Ray-

leigh, Gumbel type I and exponential distributions.

- Probability distribution of any response parameter of a given system using the fractile

method of order statistics. The 5, 10, 30, 50, 70, 90 and 95 percentile values of the ran-

dom response variable are estimated by the 5th, 10th, 30th, 50th, 70th, 90th and 95th

largest response values from the 100 simulated response values.

In this study, special attention has been given to statistical information on the number

and magnitude of the plastic deformation ranges which define the damage index D2 for

low-cycle fatigue (see Eq. (6.3)). For a given system, their probability distribution is

investigated based on the plastic deformation ranges produced by the family of 100 artifi-

cial earthquakes, providing a large data base enabling reliable statistical estimation. In

addition to the statistical analysis results, the structural response simulation tools developed

allow the generation of individual response time histories such as deformation, force,

energy and rate of energy. In the presentation of the results, graphical representation is
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emphasized for visual inspection of patterns and trends in response behavior.

As an illustration of the earthquake response simulation capabilities mentioned

above,

- Figs. 6.7(a), (b), (c) and (d) show the hysteresis behavior of the four systems included

in this study, all corresponding to the same bilinear skeleton curve and subjected to the

same artificial record derived from EI Centro 1940 (see Fig. 5.25).

- Figs. 6.8(a), (b), (c) and (d) show the normalized energy histories of the same four sys­

tems subjected to the same artificial earthquake.

- Figs. 6.9(a), (b), (c) and (d) show the normalized rate of hysteretic energy time histories

of the same four systems subjected to the same artificial earthquake. The case of the bil­

inear elastic system is trivial since it does not dissipate hysteretic energy.

- Figs. 6.1O(a) and (b) present the convergence of the second order statistics of the dis­

placement ductility and normalized hysteretic energy ductility of a given system to the

number of artificial earthquakes for the ARMA(2,1) El Centro earthquake process.

- Fig. 6.11 shows the histogram and a lognormal probabilistic model fit of the plastic

deformation ranges produced by 100 artificial earthquakes from the ARMA(2,1) EI

Centro process on a given bilinear inelastic structure.

6.5 Comprehensive Parametric Study

With the nonstationary stochastic earthquake modeling and inelastic structural

response simulation tools in hand, a comprehensive parametric study has been undertaken

to better understand the complex relationships between ground motion features, structural

properties and response (damage) parameters in a probabilistic framework. Such a

parametric study provides insight into the probabilistic nature of seismic response of struc­

tures. Another objective of the study is to find the hierarchy of sensitivities of structural

response statistics with respect to ground motion and structural parameters. For the pur­

pose of the sensitivity study, three different approaches are taken. In the first approach,
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the target earthquake record and the fitted stochastic process are kept fixed. First struc­

tural parameters and then structural models are varied to study their influence on the pro­

babilistic seismic response (motion-to-motion variability within an earthquake process). In

the second approach, the target earthquake record as well as the structural model and

parameters are kept fixed. The fitted stochastic earthquake model is varied to study its

influence on the stochastic response process. In the third approach, the structural model

and parameters are kept fixed and the target earthquake record is varied to study its influ­

ence on the response parameter statistics. The flow chart of Fig. 6.12 summarizes the vari­

ous options of the sensitivity analysis. The results of this parametric and sensitivity study

are presented in Chapter 8.
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CHAPTER 7

STATISTICAL RESPONSE OF LINEAR ELASTIC STRUCTURES

7.1 Introduction

Before focusing on inelastic SDOF systems, this Chapter is concerned with the proba-

bilistic nature of the peak responses of linear elastic SDOF systems to seismic loading. In

earthquake engineering, the concept of response spectrum is used to characterize the peak

response of a SDOF linear oscillator with undamped natural period T and damping ratio £

to a ground motion input. For a deterministic earthquake ground motion input, the

response spectrum is defined as a function of T and ~ as:

RS(T,~) = Max Iret) I
Qsts oo

(7.1)

where the response quantity under consideration ret) is either the displacement or velocity

or acceleration of the oscillator. The response spectra corresponding to individual meas-

ured acceleration records are quite irregular in shape with numerous sharp peaks and val-

leys. Therefore, such individual response spectra cannot be used for design purposes, since

these irregularities are considered to be random variations which do not represent a reliable

property of the earthquake process for design [91]. For this reason, Housner [40]

developed a smoothed design spectrum by computing the response spectra of different

earthquake records and then normalizing, averaging and smoothing the resulting curves.

However, smoothed design spectra derived in this fashion have no guarantee of risk-

consistency or uniform hazard level. In other words, their values at different natural fre-

quencies' do not necessarily correspond to the same level of probability.

If an earthquake ground excitation is defined as a stochastic process, then the oscilla-

tor response r (t) will be a stochastic process as well. In this case, an extension to the deter-

ministic response spectrum (Eq. (7.1)) is necessary. This leads to the concept of proba-

bilistic response spectra, which is very useful for probabilistic seismic design and seismic
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safety assessment. Such spectra correspond to a uniform hazard level for different struc­

tural natural frequencies. They provide a tool to answer in a probabilistic sense the ques­

tion of whether a structure will safely sustain a given class of stochastic ground excitation.

In this study, a methodology is proposed to derive such probabilistic response spectra using

the ARMA stochastic earthquake modeling. The derived probabilistic spectra are also

used to check the adequacy of the stochastic earthquake models fitted to real target earth­

quake records (Le., third level of model checking).

7.2 Probabilistic Response Spectra

For a given stochastic ground motion, the probabilistic response spectrum (PERS) for

a confidence level p is defined as a function of T, ~ and p:

PERS(T ,Lp)

such that the following probability relation holds:

P [RS (T , ~) :s PERS (T , ~ , p)] = p

(7.2)

(7.3)

Therefore (1 - p) corresponds to the probability of exceedence of the response level,

PERS (T , ~ , p).

Even in the idealized case of stationary Gaussian input excitation, there is no exact

closed-form solution for the probability distribution of the peak response of a linear SnOF

oscillator over a specified duration. Indeed, such a solution depends on the well known

first-passage problem which has not yet been solved in an exact form. Several researchers

have provided approximate closed-form solutions to this problem by using various assump­

tions [26,92,93]. For example, Vanmarcke [92] has shown that in the special case of Gaus­

sian response, the mean, variance and distribution of the peak response over a specified

duration can be approximated in terms of the spectral moments of the response power spec­

tral density. In Ref. [28], Der Kiureghian derived closed-form solutions for the spectral

moments of the response of single and multi-degree-of-freedom structures to the classes of

white-noise and filtered white-noise input excitations. These spectral moments are func-
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tions of the parameters of the input power spectral density and of the dynamic structural

characteristics (natural frequencies and damping ratios). To solve the realistic case of a

nonstationary excitation in both amplitude and frequency content, analytical methods

become extremely complicated and can give unreliable results due to the crudeness of the

assumptions made. In this case, a solution using Monte Carlo simulation is justified and

has been used in the present study.

Beck and Dowling's quick numerical algorithm to compute elastic response spectra

[10] has been used to generate the population of response spectra. PERS corresponding to

the ARMA stochastic models fitted to real earthquake records (see Chapter 5) have been

generated using two methods: (i) the "statistical fractile method" described in Section 6.4

and (ii) an "analytical fractile method" which uses a fitted probability distribution of the

peak responses. In both cases, the larger the number of artificial earthquakes, the

smoother the PERS curves. However, for a given number of artificial earthquakes, the

second method provides smoother PERS curves.

Figs. 7.1(a) and (b) show the convergence of the second order statistics of the peak

pseudo-acceleration response Pa [g] of a given linear oscillator to the ARMA(2,1) earth­

quake models derived from the E02NS and EI Centro records. It is observed that a sample

of 20 artificial acce1erograms, typically used in the literature, may be too optimistic if a sta­

tistical convergence within a few percent is required. In the present study, a sample size of

100 has been used to generate the PERS.

Probabilistic Response Spectra Using the "Statistical Fractile Method"

Fig. 7.2 displays the probabilistic relative displacement, relative velocity and absolute

acceleration response spectra (dashed lines and dash-dot line for the median ERS) together

with the corresponding deterministic response spectra (solid lines) related to the E02NS tar­

get record. The PERS of Fig. 7.2(a) have been generated from the ARMA(2,1) stochastic

model fitted to E02NS, whereas Fig. 7.2(b) corresponds to the ARMA(4,2) model fitted to

the same target record (see Chapter 5). Fig. 7.3(a) shows similar results for the
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ARMA(2,1) model fitted to EI Centro 1940. In all cases, the PERS correspond to confi­

dence levels (or probability of non-exceedence) p = 5, 10, 30, 50, 70, 90 and 95 %. From

these figures, the following remarks are made:

For the E02NS target record, the ARMA(4,2) model provides a better match between

probabilistic and target elastic spectra than the ARMA(2,1) model. This is i?- agree­

ment with the relative rating of these two ARMA models given by the first level of

model checking (residuals checks, see Section 3.7). However, for both models the tar­

get spectra are not contained within the (5-95%) statistical range for periods larger

than To = 1.40 second. At these periods, the two ARMA earthquake models overes­

timate the peak elastic response, since, as seen previously, these ARMA models are

too rich in low frequency content. In the lower period range (To < 1.40 second), the

target spectra tend to lie above the corresponding median spectra (p= 50%), suggesting

an underestimation of the peak elastic response by the earthquake models in this

period range. However, this is not necessarily a sign of model inadequacy, since the

deterministic spectra derived from specific realizations of a stochastic process may not

oscillate symmetrically around the corresponding median spectra as illustrated in Fig.

7.6.

- The match between probabilistic and target response spectra is better for the EI Centro

target record than for the E02NS target record. In the case of EI Centro, the target

spectra are contained in the (5-95%) statistical range up to a period of

To = 3.50 seconds. The wider period range of "good match" for EI Centro than for

E02NS is explained by the noticeably broader and higher frequency content of the

E02NS record (compare Figs. 5.2 and 5.4). In the latter case, the model fitting algo­

rithm accomodates the capture of the predominant high frequency components of the

target record at the cost of a lesser quality representation of the longer period com­

ponents.
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Probability Distribution of Peak Responses of Linear SDOFSystems

The probability distribution of the peak responses (displacement, velocity and

acceleration) of linear SDOF oscillators subjected to the stochastic ground motion inputs

has been studied. Histograms of the peak responses of specific SDOF systems have been

plotted to suggest the underlying distribution. Some of these have been reported on Fig.

7.4 where the distributions are observed to be unsymmetric with a positive skewness coeffi-

cient (longer tail to the right).

The simulated peak response values have been plotted on different probability papers

such as, Gaussian, lognormal, Rayleigh and Gumbel type 1(1) extreme value distribution.

Fig. 7.5 presents two of these attempts of probabilistic model fitting, namely, Gumbel type

I and lognormal, for a specific stochastic model and a given oscillator. It was found that a

lognormal distribution represented the data reasonably well for all the individual cases

examined.

Probabilistic Response Spectra Using the "Analytical Fractile Method"

For a given number of artificial accelerograms, smoother PERS than the ones gen-

erated using the "statistical fractile method" can be obtained by assuming an underlying

probability distribution for the peak responses. In this study, the lognormal distribution

has been assumed. The parameters of the lognormal distribution, A and ~, are estimated

using the simulated data:

N _
A = E[ln(rmax(T,~»]:::; (2:rmax,i)/N = A(T,~)

i=l

N _

~2 = Var[ln (rmax (T, ~»] :::; (2: (rmax,i - A)2)1 N = P(T ,~)
i=l

(1) It is known from the theory of random vibration [56,65] that for a narrow-band stationary ran­
dom process, the distribution of the peaks (all peaks independently of magnitude) is the Rayleigh dis­
tribution. The stationary response of a lightly damped SOOF linear system to a stationary Gaussian
excitation is often a narrow-band process. It is also known [5] that in the case of an initial variate
with the Rayleigh probability distribution, the distribution of the largest value (out of a sample of n
outcomes) from this initial variate will converge, for large n, to the Gumbel type I asymptotic form.
These results, valid in the stationary case, justify the attempt to fit a Gumbel type I distribution to the
simulated results. Apparently, they don't extend to the nonstationary case considered in this study.

(7.4)

(7.5)
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Where N = 100 and the (rmax,i' i = 1, ... ,N) are the individual peak responses

corresponding to the artificial earthquakes. These estimated parameters are then used to

compute the 5, 10, 30, 50, 70, 90 and 95 percentile values of the random peak response

variable as

In [PERS(T ,L p)] = t (T ,~) q>-l(p) + ~ (T ,~)

PERS(T ,L p) = exp[t (T,~) q>-l(p) + ~ (T ,~)]

(7.6)

(7.7)

in which q>-1( ) represents the inverse standard normal probability function. Fig. 7.3(b)

shows the PERS corresponding to the ARMA(2,1) model of EI Centro 1940 and derived

using Monte Carlo simulation and the assumption of a lognormal underlying distribution.

They are smoother than those illustrated in Fig. 7.3(a) derived using the "statistical fractile

method".

Finally, to conclude the topic of probabilistic response spectra, Fig. 7.6 shows, on the

same graph, the acceleration PERS corresponding to the ARMA(2,1) model of EI Centro

1940 and two deterministic response spectra derived from two single realizations of this sto­

chastic process. This illustrates the risk-inconsistency of response spectra derived from sin­

gle earthquake records and demonstrates that the irregularities (peaks and valleys) of such

spectra are random variations which do not represent a reliable property of the earthquake

process.

7.3 Probabilistic Seismic Design and Seismic Safety Analysis of Elastic Structures

In earthquake engineering, probabilistic design spectra are very useful in two dif­

ferent situations, namely, for the seismic design of a new structure and for the seismic

safety assessment of an existing structure. These two situations will be examined in more

detail after the use of probabilistic response spectra for MDOF linear elastic structures is

discussed.
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Probabilistic Response of MDOF Linear Elastic Structures

In the case of a classically damped (proportional damping) MDOF linear elastic struc­

ture, the coupled equations of motion expressed in terms of the geometric coordinates

(nodal displacements) can be completely uncoupled by making use of the modal or normal

coordinates (amplitudes of normalized undamped mode shapes) [22]. Each uncoupled

modal equation of motion is identical, except for a modal participation factor scaling the

input excitation, to the equation of motion of a linear viscously damped SDOF oscillator

having, for dynamic characteristics, the natural frequency and damping coefficient of the

mode under consideration. After the time-history solutions for the normal coordinates are

computed, any total structural response can be obtained as a linear combination of these

modal response time histories.

However, in practical applications, the lengthy modal response time histories are not

computed. Instead, the maximum total response of interest is approximated using a tech­

nique for combining modal maxima. Examples of these modal combination methods are:

square-root-of-sum-of-squares (SRSS), sum of absolute values, complete quadratic combi­

nation (CQC). The maximum modal responses are directly obtained from the correspond­

ing response spectra. This analysis procedure is called the "response spectrum method".

The simple response spectrum analysis technique can still be applied in the case of the sto­

chastic response of a MDOF structure to a stochastic ground motion provided:

(i) risk-consistent response spectra are used. In other words, the peak modal responses

(corresponding to different natural frequencies) read from the response spectra should

all correspond to the same level of probability (risk or hazard).

(ii) The· statistical correlation between the modal responses are accounted for. The cross­

modal contributions can be highly significant for structures with closely spaced natural

frequencies [98].

The requirement (i) above, which is the same as for SDOF structures, is satisfied if use is

made of the probabilistic response spectra (PERS) defined and computed in Section 7.2.
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By definition, these PERS are risk-consistent for a specific stochastic ground motion. The

requirement (ii) is specific to MDOF structures only. In general, the cross-modal contribu­

tions depend on the properties of the stochastic ground motion (duration and frequency

content) and on the modal dynamic characteristics (wi' Wj, ~i' ~j)' Modal correlation coef­

ficients have been defined analytically for the classes of white-noise and filtered white-noise

input excitations [28]. They are at the origin of the development of the CQC method [29].

In the case of the non-parametric nonstationary ARMA stochastic earthquake ground

motion models used in this study, the cross-modal contributions could be approximated in

three different ways:

(i) by using ARMA Monte Carlo simulation for several characteristic pairs of SDOF

oscillators [(Wi> ~i), (Wj' ~j)]' Of course, this would require a large computational

effort, but for a given earthquake process, it would have to be done only once.

(ii) by using the expressions for the modal correlation coefficients based on a white-noise

input (found in Ref. [28]) as an approximation for the nonstationary stochastic excita­

tion considered here.

(iii) by deriving approximate analytical results using random vibration theory and analyti­

cal parametrizations of the ARMA stochastic ground motion models.

Probabilistic Seismic Design of Linear Elastic Structures

Imagine the general situation in which a structure has to be designed to resist elasti­

cally, with a specified reliability level, an ensemble of n stochastic earthquake ground

motions. The stochastic ground motion models characterize different seismotectonic zones

(e.g., faults) or seismogenic zones. The seismic activities of these different seismic sources

are assumed to be independent. Suppose that, at the time of the design, the annual proba­

bility of occurrence of an earthquake is known for each seismic source:

(7.8)

where S the event that an earthquake occurs in source i. The annual probability of
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occurrence vi is given by an earthquake occurrence model in time such as the Poisson

model [27], the Markov and Semi-Markov models [48], calibrated for a given source-site

condition. For example, if the homogeneous Poisson model is used, the annual probability

of occurrence of an earthquake corresponds approximately with the average rate of earth-

quake occurrences (No. of earthquakes/year) provided this number is small ( < 0.1 ).

The uniform hazard elastic response spectrum UHERS (T , ~ , p) for a confidence level

p, corresponding to a given site and multi-source uncertain seismic environment, is defined

such that:

P [ RS (T ,~) s UHERS (T , ~ , p)] = p (7.9)

In fact, the UHERS (T , ~ , p) plays the role of the inverse cumulative distribution function

of the random response spectrum variable. Its inverse, the function UHERS-1(T ,~, rs)

satisfies the following probability statement:

P[RS(T,~) s rs] = UHERS-1(T,~,rs) (7.10)

and plays the role of the cumulative distribution function of the random response spectrum

variable. By use of the total probability theorem, UHERS -l(T, ~ ,rs) is obtained from the

probabilistic response spectra conditional on a given earthquake process (seismic source)

derived in Section 7.2:

n

= ~ P [ (RS (T ,~) s rs) IEd P [EJ
i=l

n
= ~ PER8.i-1(T ,L rs) Vi

i=l
(7.11)

In the above, E = the event that an earthquake occurs in one of the seismic sources, i.e.,

E = E1U E2 U . . . U En and the total probability theorem is applicable since the Ei are

mutually exclusive and collectively exhaustive events. The inverse conditional probabilistic

response spectra PER~-1 (T , ~ , rs) are defined such that:
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P[RS(T,~):::;; rs IEJ = PER~-l(T,~,rs) (7.12)

and can be derived from the PER~ (T , ~ , p) discussed in Section 7.2, by linear interpola-

tion, for example.

In the context of probabilistic design, the design criteria are reliability-based. For

example, in order to maintain the structure in the elastic range of behavior, one or several

elastic limit states such as maximum admissible displacement, deformation or force, have

to be satisfied within a specified target reliability level. In the iterative design process, the

engineer selects the design parameters (structural system, geometrical configuration, stiff­

ness, strength) and evaluates the inverse cumulative distribution function(l) FR;l (p) of the

response quantities Ri defining the various limit states. The functions FR;l (p) are

evaluated using the previously defined UHERS(T, ~ ,p) in the context of the probabilistic

response spectrum method. Finally, by comparing the computed reliability levels Pi with

the target reliability levels Ptarg,i corresponding to the specified maximum admissible

response values, the trial design is accepted or the iterative design process is continued.

Seismic Safety Analysis of Linear Elastic Structures

Sometimes, the safety of an existing structure with known structural properties

(geometry, stiffness, strength) has to be evaluated for a given uncertain multi-source

seismic environment. In this case, the uniform hazard response spectra UHERS (T , ~ , p)

corresponding to the stochastic seismic environment, are developed as described above. At

this point, they are used with the probabilistic response spectrum method to derive the

cumulative distribution function(2) Fa. (ri) of the various controlled response quantities.

The reliability levels corresponding to the various elastic limit states are given by:

(1) The inverse cumulative distribution function FR;l (p) is defined such that:

P[Ri :::;; FR;l (p)] = P

(2) The cumulative distribution function Fa. (ri) is defined such that:

P[Ri :::;; rJ = Fa. (rV
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These reliability levels are safety indicators for the structure.

(7.13)
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CHAPTER 8

STATISTICAL RESPONSE OF INELASTIC SDOF STRUCTURES

8.1 Introduction

In this Chapter, the results of the inelastic structural response simulations and

parametric study are presented, analyzed and discussed in the context of the two main

objectives of this research. The first objective is to examine the "match" between the ine­

lastic structural response to the target earthquake motion and the probabilistic inelastic

response to the fitted stochastic earthquake model. This serves as a basis for the third level

of earthquake model checking (see Section 3.7). The second objective is to investigate the

sensitivity of the stochastic inelastic response with respect to the earthquake ground motion

model, the structural hysteretic model and the structural parameters. These results provide

insight into the probabilistic nature of the seismic response of structures, e.g., the structural

response variability to be expected in case of an earthquake. The results are presented

graphically to better capture the general patterns and trends in response behavior.

8.2 Presentation of Simulation Results

The entire parametric earthquake response simulation study is represented in the form

of a flow chart in Fig. 8.1. Two target earthquake records have been used: the E02NS

record from Event 39 of the SMART I Array and the El Centro record from the 1940

Imperial Valley earthquake. The ARMA(2,1) and ARMA(4,2) models fitted to the

E02NS record as well as the ARMA(2,1) model fitted to the El Centro record (see Chapter

5) have been employed as earthquake "simulators". The structural hysteretic behavior has

been represented by four different restoring force models, namely: (1) the bilinear nonde­

grading inelastic model (BILIN), (2) Clough's stiffness degrading model (CLD), (3) the

slip model (SLIP) and (4) the bilinear elastic model (BILEL). A damping ratio of 5 per­

cent has been used throughout the study. The structural parameters defining the bilinear
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skeleton curve of the restoring force models, namely: (1) the initial stiffness or undamped

natural period To, (2) the strength coefficient TJ and (3) the strain-hardening/softening

ratio a are also indicated in Fig. 8.1 for each simulation case. The following ensemble of

undamped natural periods has been used: To = 0.10, 0.20, 0.30, 0.40, 0.50, 0.60, 0.70,

0.80,0.90, 1.00, 1.20, 1.40, 1.60, 1.80,2.00,2.50,3.00 [seconds].

In earthquake engineering, the concept of the elastic response spectrum has been

extended to the case of inelastic SDOF systems [59]. An inelastic response spectrum (IRS)

characterizes a response parameter (or damage parameter) of an inelastic SDOF system

subjected to a ground motion input. In general, for a deterministic earthquake ground

motion input, the inelastic response spectrum is defined as a function of the restoring force

model, the response parameter rp under consideration, the initial undamped natural period

To and the damping ratio ~o, i.e., the function can be expressed as:

IRSMODEL (rp , To , ~o) (8.1)

As world-wide design procedures change from elastic to ultimate state design, inelastic

response spectra are gaining greater importance than elastic spectra for certain classes of

structures.

For a given stochastic ground motion, the probabilistic inelastic response spectrum

(PIRS) for a confidence level p, PIRSMODEL (rp , To , ~o , p), is defined such that the follow­

ing probability relation holds:

(8.2)

In other words, p corresponds to the probability of non-exceedence of the response level

PIRSMODEL(rp, To, ~o, p). In this study, the PIRS's corresponding to the response or dam­

age parameters defined in Section 6.3 have been estimated using the statistical fractile

method described in Section 6.4. The various confidence levels considered were p = 5,

10, 30, 50, 70, 90 and 95 %.

Figs. 8.2 through 8.11 show the probabilistic inelastic response spectra corresponding
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to the ARMA(2,1) and ARMA(4,2) models fitted to the E02NS record and to the dif­

ferent hysteretic models with several sets of structural parameters. In these figures, the

solid curve represents the deterministic inelastic response spectrum corresponding to the tar­

get record. The estimates of the probabilistic inelastic response spectra are shown as

dashed lines, except for the median IRS (p= 50%) which is shown as a dash-dot line. All

these figures contain the whole set of response parameters defined in Section 6.3. Figs.

8.12 through 8.20 display exactly the same information as Figs. 8.3 through 8.11, but for

the ARMA(2,1) model fitted to the EI Centro 1940 record.

Figs. 8.30 through 8.36 and Figs. 8.37 through 8.43 show the histograms and lognor­

mal distribution fits for the plastic deformation ranges generated by the various simulation

cases corresponding to the E02NS and El Centro 1940 target records, respectively. Each

sample of plastic deformation ranges is produced by an ensemble of 100 artificial earth­

quakes. Comparisons between lognormal and shifted exponential distribution fits are

presented in Figs. 8.31 and 8.38.

8.3 Earthquake Model Checking Based on Inelastic Response Parameters

A comparison between probabilistic inelastic response spectra (PIRS) derived from a

stochastic ground motion process and the corresponding deterministic IRS derived from

two single realizations of this stochastic process is shown in Fig. 8.21. As already observed

by Housner [38], the spectrum of a specific earthquake realization may show a tendency to

be high or low in certain regions instead of having rather symmetrical fluctuations about

the mean (or median). Since, in a probabilistic approach, the target earthquake record is

viewed as a single realization of the earthquake process, Fig. 8.21 illustrates the type of

"match" to be expected between a PIRS and the corresponding deterministic IRS derived

from the target record.

As mentioned in Section 3.7, a way to check the earthquake model capability in

characterizing earthquake accelerograms for inelastic structural response studies is to com­

pare the derived probabilistic response spectra with the corresponding deterministic
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response spectra of the analyzed "target" accelerogram. This comparison is shown in Figs.

8.2 through 8.11 for the E02NS target record and in Figs. 8.12 through 8.20 for the El

Centro 1940 target record. The following remarks can be made regarding these figures:

- For the two target records analyzed (with a few exceptions), the target IRS lie between

the corresponding PIRS's of confidence levels p = 5 and 95%. In general, they do not

oscillate around the median spectra (p= 50%), but this is not a condition of model ade-

quacy, as seen at the beginning of this Section (see Fig. 8.21).

- In the case of the E02NS target accelerogram with a bilinear hysteretic model, the

ARMA(4,2) model allows a better "match" between PIRS's, median spectra and target

IRS's than the ARMA(2,1) model (see Figs. 8.2 and 8.3). Hence, in this case, the third

level of model checking confirms the results from the first and second levels of model

checking (see Section 5.4).

- Based on the two examples considered in this study, the quality of the "match" between

PIRS's and corresponding target spectra does not seem to be dependent on the hysteretic

models or on the structural parameters.

- A major deficiency of both the ARMA(2,1) and ARMA(4,2) models for the E02NS

record is the overestimation of the target maximum displacement ductility flod at long

periods (To ~ 1.20sec) as shown in Figs. 8.2, 8.3, 8.4, etc. This deficiency exists for all

hysteretic models and is due to the low frequency error (already pointed out) for these

two earthquake models. This low frequency error is also visible in the probabilistic elas-

tic displacement response spectra (see Figs. 7.2 and 7.3). In spite of the high-pass filter-

ing, these two stochastic ground motions are still too rich in low frequency content. This

model. deficiency is also responsible for the overestimation of the target input energy

spectra (E;max or E;end) at long periods (To 2:: 2.0 secs) visible in Figs. 8.2, 8.3, etc., ,
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8.4 Influence of Earthquake Model and Structural Parameters on Stochastic Response

Parameters

8.4.1 Type of Probability Distributions

The statistical distribution of the various response (damage) parameters defined in

Section 6.3 is obtained through the structural response simulations performed using the

derived stochastic earthquake ground motion models. These statistical distributions

displayed in the form of histograms or PIRS curves estimated using the fractile method are

used to suggest underlying theoretical probability distributions. These analytical distribu-

tions characterizing the structural demand from the earthquake can then be used for

seismic reliability calculations in which the failure probability is obtained as the convolu-

tion of the probability distributions of the demand and the corresponding structural capa-

city.

From the PIRS shown in Figs. 8.2 through 8.11 and 8.12 through 8.20 for the E02NS

and El Centro cases, respectively, and from numerous probability model fits not shown

here, the following observations can be made:

- The PIRS curves corresponding to the response parameters fJ-d' fJ-E' Er:max' E;'end' Pr:max

and P~ max tend to be symmetrically distributed with respect to the median curve,

(p= 50%) when plotted on a logarithmic scale. From model fits on probability paper, it

was found that the statistical distribution of these six positive-definite (always> 0)

response parameters is very well described by a lognormal distribution. In the case of

the normalized hysteretic energy ductility factor fJ-E which takes the value of 1.0 when

the system remains elastic, only the distribution of fJ-E conditional on yielding of the sys-

tern is well described by a lognormal distribution.

- The PIRS curves corresponding to the response parameters fJ-acc' fJ-res' (AUp/Uy)max'

(AUp/Uy), E~ and P~ exhibit a pronounced degree of asymmetry when plotted on a

decimal scale. This asymmetry is characterized by a positive skewness coefficient (Le.,

large values are more widely dispersed than small values). From model fits on
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probability paper, it was found that the statistical distribution of J.Lacc (:::: 1) and of the

other five positive-semi-definite (:::: 0) response parameters is well represented by a log­

normal distribution, conditional on the yielding of the system. The conditional statisti­

cal distribution of (Llup/Uy)max is very well described by a lognormal distribution.

- The PIRS curves corresponding to the discrete response parameters n(+), n(-) and nrev

characterizing the number of yield excursions and reversals tend to be symmetrically dis­

tributed with respect to the median curve, when plotted on a decimal scale. Plots on

probability paper have shown that these three discrete parameters treated as continuous

random variables are very well described by a normal distribution provided the probabil­

ity of no yielding is small. If the latter condition is not satisfied, a truncated (to the left)

normal distribution seems very appropriate.

- The PIRS curves corresponding to the response parameter EH/TDE (::::0) are asym­

metric on a decimal scale. The skewness coefficient is negative (i.e., small values are

more widely dispersed than large values). Therefore, a probability distribution allowing

for a negative skewness coefficient such as the Gumbel type I smallest value distribution

should be used to describe this random response parameter.

- For all the response parameters whose probability distributions are conditional on the

yielding of the system, the unconditional probability distributions are of the mixed type

(probability mass function at the lower bound value and probability density function for

the positive range of values).

- From the results of the parametric simulation study, it seems that the type of probability

distribution of the various response parameters is insensitive to (i) the target accelero­

gram, .(ii) the ARMA model order, (iii) the type of hysteretic model and (iv) the struc­

tural parameters.

8.4.2 Influence of Target Earthquake

In an attempt to determine if the dependence of PIRS's on structural period varies

across earthquakes, a double comparison has been made: (i) comparison case A - case B
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and (ii) comparison case A - case C, where cases A, Band C are defined below (see also

Fig. 8.1).

Case A: E02NS target record

ARMA(2,1) model

Elastoplastic hysteretic model

~o = 0.05, 11 = 0.05, a. = 0.00.

Case B : EI Centro 1940 target record

ARMA(2,1) model

Elastoplastic hysteretic model

~o = 0.05, 11 = 0.10, a. = 0.00.

Case C : EI Centro 1940 target record

ARMA(2,1) model

Elastoplastic hysteretic model

~o = 0.05, 11 = 0.20, a. = 0.00.

The PIRS's corresponding to these 3 cases are shown in Figs. 8.2, 8.12 and 8.18, respec­

tively. The comparison between cases A and B indicates that the EI Centro stochastic

ground motion produces a larger response in the elastoplastic (EP) structure whose strength

coefficient 11 = 0.10, in comparison to the E02NS stochastic ground motion in the EP

structure whose strength coefficient 11 = 0.05. The relative effectiveness of the E1 Centro

earthquake process is manifested in all the inelastic response parameters considered and

over the whole structural period range (0.10::; To::; 3.0sec.). From the comparison

between cases A and C, it is seen that the E02NS earthquake process produces a larger

response in the EP structure whose strength coefficient 11 = 0.05, in comparison to the EI

Centro earthquake process in the EP structure whose strength coefficient 11 = 0.20, only in

the short period range (To::; 0.30 sec.). For larger structural periods, the situation is

reversed. In addition, it is seen that the relative destructiveness of an earthquake depends

on the relative spectral properties of the structure and of the earthquake. This example is
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also able to show that the relative destructiveness of two target earthquakes with respect to

a given structure, given by the comparison of (i) the deterministic inelastic spectra and (ii)

the probabilistic inelastic spectra, can be different. More confidence can be placed in the

answer given by comparison of the PIRS's, since the latter eliminate the random effects

attached to a particular earthquake realization.

From the same comparisons, it is also observed that the shape of the PIRS curves for

a given inelastic response parameter can change for two different target earthquakes (as

illustrated by a comparison of Fig. 8.2 with Fig. 8.12 for the response parameters n(+),

n(-), nrey , E{,rnax and Er:end . Another noticeable difference between the two earthquake

processes is the larger ratio "nrey / (n( +) + n(-)" for the E02NS earthquake process, indicat­

ing that in the case of the EI Centro process, elastoplastic structures have more tendency to

yield consecutively in the same direction (less yield reversals for a given number of yield

excursions) .

The coefficients of variation (c.o.v. = standard deviation / mean) of the various ine­

lastic response parameters as a function of structural period have been compared between

cases A, Band C. It has been observed that, (i) the trends of the c.o.v.'s as a function of

period are very similar between cases Band C and, (ii) except for a few local exceptions,

the same trends also prevail between case A and case B or case C.

8.4.3 Influence of ARMA Model Order

Two different ARMA models, the ARMA(2,1) and the ARMA(4,2), have been fit­

ted to the same target accelerogram E02NS. By subjecting a class of inelastic structures to

these two stochastic ground motion models, the influence of the model order on the struc­

tural response statistics can be evaluated. With this in mind, two simulation cases are com­

pared (see Fig. 8.1).

Case I: E02NS target record

ARMA(2,1) model

Elastoplastic hysteretic model
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~o = 0.05, 'T] = 0.05, a = 0.00.

Case II: E02NS target record

ARMA(4,2) model

Elastoplastic hysteretic model

~o = 0.05, 'T] = 0.05, a = 0.00.

The PIRS's corresponding to these two cases are shown in Figs. 8.2 and 8.3, respectively.

Comparison of these PIRS's leads to the conclusion that for all the inelastic response

parameters considered, except for the number of yield excursions and reversals (n(+), n(-)

and nrev), the ARMA(4,2) earthquake model appears a little more intense than the

ARMA(2,1) model over the whole period range. In terms of their effects on the number

of yield excursions and reversals, these two earthquake models are very similar.

In this comparison, the earthquake model dependence of the c.o.v. of the various

inelastic response parameters as a function of structural period has been carefully studied.

For elastoplastic structures, it was found that the ARMA(4,2) earthquake model produces

a larger structural response variability (dispersion) than the ARMA(2,1) model, except in

the following cases: (i) ll-R, (~up/Uy)max and ~up/Uy for To 2: 0.7 sec, (ii) n(+), n(-) and

nrev , (iii) EH/TDE and (iv) P~,max for To 2: 0.7sec. Therefore, the ARMA(4,2) model

does not systematically produce less structural response variability than the ARMA(2,1)

model, even though it has been diagnosed better than the ARMA(2,1) model for the three

levels of model diagnostic checking in the case of the E02NS record. The response statis­

tics showed that the trends of the c.o.v. of the various inelastic response parameters as a

function of structural period were similar for the two earthquake models fitted to the same

target record.

8.4.4 Influence of Hysteretic Model

The restoring force models considered in this study are (see Section 6.1): (i) the bil­

inear inelastic model (BILIN), (ii) modified Clough's stiffness degrading model (CLD),

(iii) the slip model (SLIP) and (iv) the bilinear elastic model (BILEL). The influence of



- 119 -

the restoring force model on the statistics of the inelastic response parameters is examined

for two simulation cases (see Fig. 8.1): (i) the ARMA(4,2) simulation of the E02NS target

record with: ~o = 0.05, 'TI = 0.05 and a = 0.00, for all structural models and (ii) the

ARMA(2,1) simulation of EI Centro with: ~o = 0.05, 'TI = 0.10 and a = 0.00, also for all

structural models. It was established in Section 8.4.2 that the ARMA(2,1) EI Centro sto-

chastic ground motion is more destructive than the ARMA(4,2) E02NS stochastic ground

motion in terms of all inelastic response parameters, over the whole structural period range

for all restoring force models. Some of the differences found when comparing response

statistics for various hysteretic models for these stochastic ground motions may be caused

by the different levels of inelastic behavior. It is also noted from Section 8.4.1 that the

type of probability distribution of the various inelastic response parameters seems to be

insensitive to the type of restoring force model. The comparisons between different hys-

teretic models have been made based on the PIRS's shown in Figs. 8.3 through 8.6 for the

ARMA(4,2) E02NS simulation and in Figs. 8.12 through 8.15 for the ARMA(2,1) EI

Centro simulation. Also, use has been made of Figs. 8.22 and 8.23 which represent the

coefficient of variation (c.o.v.) of the various response parameters as a function of struc-

tural period for the different restoring force models. Listed below are the main differences

with respect to the hysteretic models which have been observed for the two stochastic

ground motions considered. Other differences across hysteretic models differed from one

target earthquake to the other.

J.Ld : For a given confidence level p, the maximum displacement ductility factor is:

- largest for the SLIP model in the period range(l) To s 0.80sec;

larger for the CLD model than for the BILIN model in the short period range

To s 0.20 sec;

- larger for the BILEL model than for the BILIN and the CLD models.

(1) When the period range is not specified, the entire period range is implied:
[0.10 s To s 3.0sec].
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The fJ.d response parameter produced by the SLIP model has a lower variability than for

the other models in the period range To ::::; 0.60sec (see Figs. 8.22 and 8.23 for fJ.d)'

fJ-E (Eli) : For a given confidence level p, the hysteretic energy ductility factor fJ.E or

normalized hysteretic energy dissipated (E~) is:

- lowest for the SLIP model. This result is obvious from the pinched hysteresis loops of

the slip model.

- larger for the CLD model than for the BILIN model in the period range To 2:: 0.20 sec.

The SLIP model produces a fJ.E response with a lower variability than the other models in

the period range To::::; 0.70 sec (see Figs. 8.22 and 8.23 for fJ.E or E~).

fJ.R : For a given confidence level p, the residual displacement ductility factor fJ.R is:

• largest for the BILIN model. This result is in agreement with previous deterministic

studies regarding the large permanent offset developed by elastoplastic structures

[21,94].

For the SLIP model, the PIRS curves don't decay as fast with period as for the other

models.

(dUp/Uy)max : For a given confidence level p, the maximum normalized plastic defor-

mation range is:

- largest for the CLD and BILEL models;

- lowest for the SLIP and BILIN models. However, it tends to be larger for the SLIP

model than for the BILIN model as the ground motion intensity increases;

(~up/Uy) : For a given confidence level p, the normalized mean deformation with

respect to the undeformed configuration is:

- lowest for the BILEL model. This result means that the centroid of all plastic deforma­

tion ranges is much more centered for the BILEL model than for the other models,

which could be expected.



- 121 -

The (LlUp/Uy) response produced by the BILEL model has a larger variability than the

other models in the period range To :5 0.50 sec (see Figs. 8.22 and 8.23 for (LlUp/Uy».

n(+) , n(-) : For a given confidence level p, the number of yield excursions,

N = n(+) + n(-), is:

- largest for the CLD model. This result is obvious from the definition of the CLD

model (see Fig. 6.5(b» which, after the first yielding, yields twice per cycle;

- lowest, by far, for the SLIP model;

- larger or equal for the BILEL model relative to the BILIN model, which indicates that

inelasticity tends to reduce the number of yield excursions. In the case of a larger

number of yield excursions by the BILEL model, the corresponding variability is also

larger (see Fig. 8.23 for n(+) and n(-».

__ n re!..__ .
n(+) + nc-) .

For a given confidence level p, the ratio of the number of yield reversals

to the total number of yield excursions is:

- larger for the BILEL model than for the BILIN model, which means that the BILIN

model tends more to yield consecutively in the same direction than the BILEL model.

*EI,max: For a given confidence level p, the normalized seismic input energy is:

- lowest for the BILIN model, which means that the "fatter" the hysteresis loop, the more

reduction in seismic energy input;

- not necessarily the largest for the BILEL model (nonlinear elastic);

- comparable for the CLD model and the SLIP model.

The no~alized seismic input energy has the largest variability in the case of the BILEL

model and the lowest in the case of the BILIN model (see Figs. 8.22 and 8.23 for Er'"max).,

For a given confidence level p, the ratio of the hysteretic energy dissipated

to the total energy dissipated (TDE = EH + ED) is:
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much smaller for the SLIP model than for the other models, especially in the period

range To ::; 0.60 sec. This means that, in the case of the SLIP model, most of the

seismic input energy has to be dissipated through viscous damping.

The "EH/TDE" response has the lowest variability for the CLD model in the period range

To 2:::: 0.5 sec.

For a given confidence level p, the normalized peak rate of seismic input

energy is:

lowest for the BILIN model, which already had the lowest normalized seismic input

energy. However, the ratio "P1,max I E1,max" is not the smallest for the BILIN model. It

is smaller for the BILEL model, indicating a smoother flow of seismic input energy into

the BILEL model than into the BILIN model.

*PH,max : For a given confidence level p, the normalized peak rate of hysteretic energy

dissipation is:

- largest for the SLIP model;

- lowest for the BILIN model, which is another advantage of the BILIN model if struc-

tural damage is produced by a threshold value of the rate of hysteretic energy dissipa-

tion. However, the ratio "PH,max/EH" is not necessarily the smallest for the BILIN

model. For example, in the case of EI Centro, it is smaller for the CLD model than for

the BILIN model, which means a smoother dissipation of hysteretic energy for the CLD

model. The latter can be explained from the yielding at every half cycle of the CLD

model after it has first yielded, which represents a more "continuous" yielding process

than in the case of the BILIN model.

The P~,max response from the BILEL model has the lowest variability in the short period

range To ::; O.4sec.

*- PD,max: For a given confidence level p, the normalized peak rate of viscous damp-

ing energy dissipated is:
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lowest for the BILIN model, since most of the seismic input energy IS dissipated

through hysteretic behavior;

largest for the SLIP model which must dissipate most of the seismic input energy

through viscous damping.

In the short period range (To :s O.4sec) this response parameter has the smallest variance

for the BILEL model and the largest for the BILIN model.

8.4.5 Influence of Structural Parameters

The structural parameters characterizing the four restoring force models considered in

this study are: (i) the initial undamped natural period of the structure To, (ii) the strain­

hardening (or softening) ratio (x, and (iii) the strength coefficient 11. The sensitivity of the

response parameter statistics with respect to these structural parameters is examined based

on several structural response simulation cases summarized in Fig. 8.1. The statistical

results used to describe the desired sensitivities are the PIRS curves (shape and amplitude)

and the c.o.v. vs. period curves corresponding to the various inelastic response parameters.

Influence of Structural Period To:

Since the statistical results used in this study (PIRS's and c.o.v.'s) are plotted as a

function of structural period To, the influence of To on the statistics of the various response

parameters is readily available on all the plots (Figs. 8.2 through 8.23). Only the main

results from this sensitivity study are listed below.

- For given strength and confidence levels 11 and p, the !J.d, P;max and P~ max response, ,

parameters plotted on a logarithmic scale decrease nearly linearly with respect to the

logarithm of initial structural period. This result is observed for all four restoring force

models. In the E02NS case, this close-to-linear relationship also applies to the response

parameters !J.E, E;max and E;end' Turkstra and Tallin have also reported this property, ,

[91J for average nonlinear spectra. The above result signifies that the sensitivities of the

maximum displacement and hysteretic energy ductility factors (!J.d and !J.E> decrease
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dramatically with structural period in the short period range. This is a well known

result from deterministic studies [21,94].

- For a given probability level p and with other structural parameters fixed, all the inelas-

tic response parameters considered in this study, except the ratio EH/TDE are very sen-

sitive to structural period in the short period range (To :5 O.4sec). This is a. general

result observed for all hysteretic models.

- In the case of the EI Centro ARMA(2,1) earthquake model, the PIRS's corresponding

to the number of yield excursions and reversals exhibit a stationary level (maximum) at

To = O.20sec (see Figs. 8.12 and 8.14 for n(+), n(-) and nrev) for the bilinear (elastic

and inelastic) models.

- The PIRS curves corresponding to the ratio EH/TDE exhibit a maximum (see Figs.

8.3, 8.4, 8.5 and 8.12, 8.13, 8.14 for EH/TDE) for the three hysteretic models (BILIN,

CLD and SLIP). However, the structural period at which this maximum occurs is dif-

ferent for the three models; it is lowest for the BILIN model and highest for the SLIP

model.

- From the c.o.v. vs. period curves represented in Figs. 8.22 and 8.23, it is obvious that

the C.o.v. of the response parameters characterized by a zero value at the transition

point between elastic and inelastic behaviors (Le., iJ-R, (AUp/Uy)max, aUp/Uy, n(+),

(-)n , EH/TDE, P~,max) are very large (> 2) at long periods

(To ;::: 2.0 sec). This result is explained by the mixed behavior of structures at long

period, i.e., within a sample of structural responses, only a few structures undergo ine-

lastic behavior, resulting in large standard deviations of the response parameters com-

pared to their very small mean values.

- Aside from the behavior of the c.o.v. of certain response parameters at long periods as

described above, the following trends with respect to the C.o.v. vs. period are noticed:

(i) The c.o.v. of the maximum and residual displacement ductility factors (J.'.d and J.'.R)

do not vary significantly with structural period (see Figs. 8.22 and 8.23 for J.'.d and
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!J..reJ. The amplitude of the c.o.v. of !J..d decreases with the intensity of the inelastic

behavior;

(ii) In the period range To:S l.Osec, the C.O.v. of (ilu/Uy)max is almost constant with

respect to structural period;

(iii) The c.o.v. of the number of yield excursions and reversals is constant with respect to

period in the period range To:S 0.60sec;

(iv) The c.o.v. of EI~max increases slightly with period;

(v) The C.O.v. of P1: max, P~,max and P~,max is nearly constant over structural periods.

Influence of Positive Strain-Hardening

The influence of a positive strain-hardening ratio 0: on the response parameter statis­

tics is examined through the parametric simulation cases I and II described below (see also

Fig. 8.1).

Case I : E02NS target record

ARMA(4,2) earthquake model

Bilinear inelastic hysteretic model with ~o = 0.05 and 11 = 0.05

Values of strain-hardening ratio: 0: = 0.00,0.01,0.05

The corresponding PIRS's and c.o.v. vs. period curves are found in Figs. 8.3,

8.7, 8.8 and 8.24, respectively.

Case II: El Centro target record

ARMA(2,1) earthquake model

Bilinear inelastic hysteretic model with ~o = 0.05 and 'YJ = 0.10

Values of strain-hardening ratio: 0: = 0.00,0.01,0.05

The corresponding PIRS's and C.o.v. vs. period curves are found in Figs. 8.12,

8.16, 8.17 and 8.25, respectively.

The chosen values of 1 and 5 percent for the strain-hardening ratio are characteristic of

real material (e.g., steel). The following observations can be made from the simulated sta-
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tistical data. For a given probability level p, a few percent of positive strain-hardening:

- substantially decreases (e.g., more than a 40% decrease for 5% of strain-hardening) the

maximum displacement ductility factor (J.Ld) of short period structures only

(To::::; 0.4 sec); For longer period structures, the effect is much smaller (negligible);

- can have a slight increasing or decreasing effect on the hysteretic ductility fa~tor (J.LE)

of short period structures (To::::; 0.3 sec);

- tremendously decreases the residual displacement ductility factor (J.LR) for structures in

the period range (To::::; 0.60 sec). This confirms a well known result from deterministic

studies [59,94] where a very small amount of positive strain-hardening suffices to center

the nonlinear oscillation of a bilinear inelastic hysteretic structure around the unde­

formed configuration;

- substantially decreases the (dUp/Uy)max and (dUp/Uy) response parameters for short

period structures (To::::; O.4sec);

- can slightly increase the number of yield excursions without increasing the number of

yield reversals, indicating slightly more consecutive yielding in the same direction;

- slightly decreases the normalized seismic input energy and normalized hysteretic energy

dissipation for short period structures (To::::; 0 .3 sec);

- has no effect at all on the ratio EHI TDE;

decreases the normalized peak rates of seismic input energy and viscous damping

energy dissipation for short period structures (To::::; 0.3 sec);

- significantly increases ( by 50 %) the normalized peak rate of hysteretic energy dissipa-

tion.

From Figs. 8.24 and 8.25 representing the C.O.v. vs. period curves for the various response

parameters and for different strain-hardening ratios, it is seen that a few percent of positive

strain-hardening has no influence on the c.o.v. of the response parameters, except in the

following cases:
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- it slightly reduces the c.o.v. of ~d and (~up/Uy)max in the period range To:::; O.4sec;

- it slightly increases the c.o.v. of the number of yield excursions in the period range

To:::; 0.4 sec;

- it increases the C.O.v. of P~ max in the period range To :::; 0.6 sec.,

Influence of Negative Strain-Hardening (P-~ Effect)

In structural engineering, when geometric effects are taken into account, they soften

the structure. A first order treatment of geometric effects consists in adding a negative

stiffness (of value - W /h where W is the weight of the structure and h its height) to the

restoring force model [22]. This first order geometric effect is commonly called the "P-~

effect". When the negative geometric stiffness is added to the post-yield stiffness (a ko) of

the restoring force model of the structure, the resulting effective post-yield stiffness can

become negative (strain-softening). The effect of strain-softening (or negative strain-

hardening) on the response parameter statistics is examined using the parametric simula-

tion cases lIT and IV described below (see also Fig. 8.1).

Case ITl: E02NS target record

ARMA(4,2) earthquake model

Bilinear inelastic hysteretic model with ~o = 0.05 and 'TJ = 0.10

•
Values of strain-softening ratio: a = 0.00, -0.01

The corresponding PIRS's are found in Figs. 8.9 and 8.11.

Case IV: EI Centro target record

ARMA(2,1) earthquake model

Bilinear inelastic hysteretic model with ~o = 0.05 and 'TJ = 0.20

Values of strain-softening ratio: a = 0.00, -0.005

The corresponding PIRS's are found in Figs. 8.18 and 8.20.

A very small strain-softening ratio has been selected (:s 1 %) in order to keep all the struc-

tures out of the collapse range (i.e., zero or negative residual strength) for each artificial
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ground motion. Violation of this restriction significantly complicates the statistical treat­

ment of the response parameters. Examination of the statistical simulated data indicates

that for a given probability level p, a very small (~ 1 %) strain-softening ratio:

- significantly increases the maximum displacement ductility factor (Il-d) for short period

structures only (To ~ OAsec);

- can slightly increase or decrease the hysteretic ductility factor (Il-E) for short period

structures only (To ~ 0.3);

- increases the Il-R and (dUp/Uy) response parameters for short period structures only;

- slightly increases the number of yield excursions with a simultaneous slight decrease in

the number of yield reversals. This indicates a greater tendency for the structure to

drift in a given direction;

slightly decreases the normalized peak rates of seismic input energy, hysteretic and

viscous damping energy dissipation for short period structures only (To ~ 0.3 sec).

The C.O.v. vs. period curves, not represented here, show no effect of a small strain­

softening on the c.o.v. of the various inelastic response parameters.

Influence of Strength Level:

The influence of the strength level on the response parameter statistics is studied

through the parametric simulation cases V and VI described below (see Fig. 8.1):

Case V : E02NS target record

ARMA(4,2) earthquake model

Bilinear inelastic and Modified Clough's hysteretic models

with ~o = 0.05 and ex = 0.00

Values of strength coefficient: 1] = 0.05,0.10

The corresponding PIRS's and c.O.V. vs. period curves are shown in Figs. 8.3,

804, 8.9, 8.10 and Figs. 8.26, 8.27, respectively.
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Case VI: EI Centro target record

ARMA(2,1) earthquake model

Bilinear inelastic and Modified Clough's hysteretic models

with ~o = 0.05 and (X = 0.00

Values of strength coefficient: 'TJ = 0.10,0.20

The corresponding PIRS's and C.o.v. vs. period curves are shown in Figs. 8.12,

8.13, 8.18, 8.19 and Figs. 8.28, 8.29, respectively.

Hence, in each of these two cases, the effect of doubling the strength level (yield force)

keeping all the other parameters fixed has been studied. The following observations are

made from the simulated data statistics. For a given confidence level p:

- the relationship between the amplitude of the inelastic response parameters and the

strength level is clearly nonlinear. In these two cases, most response parameters were

reduced by a factor 3 to 10 in the short period range when the strength level was dou­

bled. The exception is the number of yield excursions and reversals which responded

almost linearly to the strength level change;

- the influence of the strength level is more significant in the short period range than in

the long period range;

- overall, the influence of the strength level tends to be more significant for the bilinear

inelastic hysteretic model than for the modified Clough's model;

- the more intense the inelastic behavior of a structure, the more influence its strength

level has on the reduction of the inelastic behavior.

From the C.O.v. vs. period curves for the various inelastic response parameters (Figs. 8.26

through 8.29), the following trends are observed for the E02NS and EI Centro cases for

both the BILIN and CLD models. An increase of the strength level (yield force):

- increases the C.O.v. of the maximum displacement and hysteretic energy ductility factors

(fLd and fLE) in the short period range and decreases it elsewhere;
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- increases the c.o.v. of the number of yield excursions and reversals for the bilinear ine-

lastic hysteretic model;

- increases substantially the c.o.v. of the response parameters E~, EH/TDE and P~ for

long period structures, because of the mixed elastic-inelastic behavior mentioned previ-

ously;

- decreases the c.o.v. of P;max and PD· max in the intermediate period range., ,

8.5 Probability Distribution of Plastic Deformation Ranges

This Section is concerned with the normalized plastic deformation ranges (PDR's)

~up,/Dy' their probability distribution and their sensitivity with respect to hysteretic

models and structural parameters. Plastic deformation ranges are very important inelastic

response parameters, since they define the low-cycle fatigue damage index presented in Eq.

(6.3). Their probability distribution is investigated based on very large samples of PDR's

produced by a family of 100 artificial earthquakes. For a given hysteretic model and a

given set of structural parameters, the histogram of the corresponding sample of PDR's is

determined by subdividing the interval between the minimum and maximum PDR into 100

equal subintervals. For comparison purposes, the maximum abscissa value of each histo-

gram corresponds to the maximum PDR, (~up/Uy)max' of the case under consideration.

Such histograms are represented in Figs. 8.30 and 8.32 through 8.36 for the ARMA(4,2)

E02NS simulation and in Figs. 8.37 and 8.39 through 8.43 for the ARMA(2,1) El Centro

simulation. Each figure corresponds to a given restoring force model with a given set of

structural parameters (~o, 11 and ex). Five natural periods are represented in each figure:

To = 0.10,0.50, 1.00, 1.40 and 2.50 seconds.

The most representative theoretical probability distribution among several candidate

distributions (normal, Rayleigh, shifted exponential and Gumbel type I) has been deter-

mined to be the lognormal distribution using the visual method of inspection of plots on

probability paper. This result agrees with another statistical study on the distribution of

PDR's based on a sample of real earthquake accelerograms [52]. To the right of each
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histogram is the corresponding lognormal distribution fit on probability paper. Superim­

posed on each histogram is the lognormal distribution function corresponding to the least

squares linear fit on probability paper. The total number of PDR's is also indicated for

each histogram. The quality of the lognormal distribution fit to the simulated PDR's

decreases with increasing natural period, possibly due the decreasing sample size of PDR's

with increasing period. The general appearance of the histograms suggests a shifted

exponential distribution; however, as shown in Figs. 8.31 and 8.38, which compare lognor­

mal and exponential probability fits for two simulation cases, this is not true. The fitted

lognormal distributions appear to be very asymmetric with a very narrow peak close to the

origin.

Influence of Positive Strain-Hardening:

The influence of a positive strain-hardening of 5% on the PDR's is seen by compar­

ing Figs. 8.30 and 8.32 for the E02NS case and Figs. 8.37 and 8.39 for the El Centro case.

These figures correspond to bilinear inelastic structural models and show that a few percent

of positive strain-hardening:

- substantially reduces the maximum PDR, (AUp/Uy)max' for short period structures (this

confirms a previous result);

- increases the number of PDR's (or number of yield excursions) over the whole period

range [0.10::5 To::5 3.0 seconds];

- does not produce a noticeable change in shape of the PDR histograms. However, it

does slightly degrade the quality of the fit of the simulated PDR's by a lognormal distri­

bution (see fits on probability paper).

Influence of Strength Level:

The influence of the strength level on the simulated PDR's is seen by comparing Figs.

8.30 and 8.33 for E02NS and Figs. 8.37 and 8.40 for El Centro. These figures correspond

to bilinear inelastic structures. They demonstrate that doubling the strength level in these
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two cases:

- reduces the largest PDR, (Llup/Uy)max, by 70 to 80%;

- reduces, by 40 to 70% in the E02NS case and by 60 to 70% in the EI Centro case, the

number of PDR's for the periods illustrated. This relative reduction in the number of

PDR's is increasing, with natural period To;

- only slightly reduces the quality of a lognormal distribution fit (see fits on probability

paper). Hence, the shape of the underlying probability distribution of the PDR's does

not appear very sensitive to the strength coefficient'll'

The effects of doubling the strength level on the PDR's produced by the modified Clough's

model are the following:

- it has the same effect on (Llup/ Uy)max as in the case of the bilinear inelastic model;

- it noticeably increases (up to 40%) the number of PDR's in a short period range, the

size of which depends on the intensity of the ground motion.

Influence of the Restoring Force Model:

To investigate the influence of the restoring force model on the PDR's, the modified

Clough's model (CLD), the slip model (SLIP) and the bilinear elastic model (BILEL) are

compared to the bilinear inelastic model (BILIN) which serves as a reference model.

Modified Clough's Model:

(compare Figs. 8.30 and 8.34 for E02NS and Figs. 8.37 and 8.41 for EI Centro).

- the maximum PDR, (Llp/Uy)max, is much larger in the low period range for the CLD

model;

- the total number of PDR's is much larger for the CLD model. This result is obvious

from the definition of the CLD model (see Fig. 6.5(b». The ratio of the number of

PDR's produced by the CLD model to the ones produced by the BILIN model is

increasing with structural period;
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the histogram of the PDR's decays much faster, especially in the period range

To s 0.50second. This indicates that the CLD model has relatively smaller PDR's with

respect to the BILIN model;

- for the EI Centro case, the quality of a lognormal distribution fit for the PDR's of the

CLD model is not as good as in the case of the BILIN model: the smallest PDR sizes as

well as the largest are too small.

Slip Model:

(compare Figs. 8.30 and 8.35 for E02NS and Figs. 8.37 and 8.42 for EI Centro).

- the largest PDR, (Ap/Uy)max' tends to be larger for the SLIP model when the ground

motion intensity increases;

- for the same stochastic ground motion and structural parameters, the SLIP model has

the lowest number of PDR's (or yield excursions) among the hysteretic models investi­

gated. In the low period range, the number of PDR's produced by the SLIP model is

considerably lower than for the other models;

- the PDR histograms decay slower than in the case of the BILIN model as the ground

motion intensity increases (compare Figs. 8.37 and 8.42). This signifies that for the

SLIP model, the medium size PDR's are relatively more frequent;

- the quality of a lognormal distribution fit is the same for the SLIP and BILIN models

in the E02NS case. It is not as good for the SLIP model as for the BILIN model in the

short period range for EI Centro.

Bilinear Elastic Model:

(compare Figs. 8.30 and 8.36 for E02NS and Figs. 8.37 and 8.43 for EI Centro).

- the largest PDR, (AUp/Uy)max' is larger for the BILEL model than for the BILIN

model in general;

- the number of PDR's is larger for the BILEL model than for the BILIN model in gen­

eral;
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the PDR histograms tend to decay slower, indicating relatively more medium size

PDR's for the BILEL model;

- the lognormal distribution fit is not as good for the BILEL model as for the BILIN

model.

8.6 Variability of Structural Response Parameters vs. Variability of Ground' Motion

Parameters.

The variability, expressed in terms of the coefficient of variation (c.o.v.), of the tradi-

tional ground motion parameters defined in Section 5.4, are found in Table 5.6 for the

ARMA(2,1) and ARMA(4,2) simulations of E02NS and in Table 5.7 for the ARMA(2,1)

simulation of EI Centro. The c.o.v. of the peak elastic response parameters (displacement,

velocity and acceleration) as a function of period have been plotted in Figs. 8.44 and 8.45

for E02NS and EI Centro, respectivelyC1). The lower and upper bounds of the C.O.v.

corresponding to the various elastic and inelastic response parameters have been reported

in Table 8.1 from Figs. 8.22, 8.23, 8.44 and 8.45. These lower and upper bounds include

all hysteretic models considered (with structural parameters: ~o = 0.05, Ct = 0.00,

T\ = 0.05 for E02NS and T\ = 0.10 for EI Centro) and correspond to the period range

[0.10:s To :s 3.0seconds]. Observation of Tables 5.6, 5.7 and 8.1 leads to the following

remarks:

- In general, the lower and upper bounds correspond to short and long period structures,

respectively;

- The variability of the ground motion parameters (see Table 5.6) and of the peak elastic

response parameters (see Fig. 8.44) depend on the order of the ARMA model. For

example, the c.o.v.'s generated by the ARMA(4,2) E02NS earthquake model are

(l) It is noticed that the C.O.v. of the relative displacement {S<V and absolute acceleration {SJ are
almost identical, independently of the structural period. This is explained by the fact that for small
damping values (here ~o = 0.05), the absolute acceleration (Sa) and pseudo-acceleration {Pal
response spectra are almost identical. Moreover, the relative displacement and pseudo-acceleration
response spectra are simply related as: Pa = (2 'rr / T 0)2 Sd' Hence, Sd and Pa have exactly the
same C.O.v.
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consistently larger than the c.o.vo's generated by the ARMA(2,1) E02NS earthquake

model;

- The upper bounds of the c.o.vo's of the inelastic response parameters characterized by a

zero value in the elastic range are considerably larger for E02NS than for EI Centro.

As already explained in Section 8.4.5, this results from the larger intensity of the EI

Centro stochastic ground motion with respect to the E02NS stochastic ground motion.

In the EI Centro case, more artificial ground motions drive long period structures into

the plastic range than in the case of E02NS;

- The c.o.vo's of the peak elastic response parameters (Sd' Sv and Sa) are inside the range

defined by the minimum ground motion parameter c.o.v. (RMSA) and the maximum

ground motion parameter c.o.v. (PGD, RMSD);

In the E02NS case, several inelastic response parameters (J.Lacc, J.LE' n+, n , n rev '

EH/TDE) have a lower variability in the low period range, than the least dispersed

ground motion parameter (RMSA). This is not the case for EI Centro. However, in

the EI Centro case, the majority of inelastic response parameters have a lower bound

c.o.v. substantially smaller than the maximum ground motion parameter c.o.v;

- In the long period range, inelastic response parameters have a c.o.v. considerably larger

than the largest ground motion parameter c.o.v;

The majority of the inelastic response parameters have a larger variability over the

whole period range than the elastic peak response parameters. However, some inelastic

response parameters, such as J.Lacc' J.LE' n+, n-, nrev ' E~ and EH/TDE, have a lower

variability in the low period range than the peak elastic response parameters;

- The relative difference between c.o.v. lower and upper bounds is considerably larger for

inelastic than for elastic response parameters. This is due to the mixed elastic-plastic

behavior already mentioned.
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CHAPTER 9

CONCLUDING REMARKS

9.1 Summary of Work

The first part of the present work was undertaken as an initial step toward solving the

complicated and important problem of realistically modeling the inherent variability associ­

ated with the ground motion time histories corresponding to a specific source-site pair.

The solution to this problem is crucial for a realistic solution to the more general problem

of seismic risk analysis of structures. The quantitative description of the uncertainty of the

earthquake input into structures is critical in earthquake engineering, because the variabil­

ity of the seismic response of structures is mainly driven by the input uncertainty.

To account for their uncertainty or variability, real earthquake ground motions are

viewed as particular realizations of underlying earthquake stochastic processes. The versa­

tile family of discrete stochastic linear ARMA models is used for the stochastic process

representation. The discrete-time ARMA models are of generality equal to linear

continuous-time analytical models, but have a number of significant advantages for digital

analysis and simulation purposes. For example, they fulfill the desirable condition of model

parsimony. Because their parameters are estimated directly form data in the time domain,

the number of steps from analysis to simulation is also reduced since it is not necessary to

convert back and forth between discrete and continuous models, or between time domain

and frequency domain characterizations.

Chapter 2 contains a review of the state-of-the-art continuous-time stochastic earth­

quake models. It emphasizes the similarity between continuous and discrete stochastic

models. The concepts used in continuous stochastic processes and in time series analysis

are shown to be the same. The complete equivalence between the low order ARMA(2,1)

model described by a stochastic second order difference equation and the continuous
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second order stochastic differential equation is described in detail in Chapter 4. The

derived parameter relationships between ARMA parameters and physical parameters pro­

vide a very useful physical insight for ARMA models.

An existing Kalman filter algorithm for the estimation of a time-varying stochastic

ARMA model from a real earthquake accelerogram has been improved and applied to two

earthquake records very different in nature: (i) Seismic event no. 39 (ML = 6.5, January

1986) recorded at the rock station E-02 of the SMART 1 Array in Taiwan (E02NS) and

(ii) the North-South component of the 1940 Imperial Valley earthquake recorded at El

Centro, California. The time-varying property of the ARMA models used is necessary to

account for both temporal and spectral nonstationarities characterizing real earthquake

motions. The spectral nonstationarity, often neglected in the past, is very important to

predict the response of inelastic degrading structures.

An ARMA(2,1) and an ARMA(4,2) model have been fitted to the E02NS record

and an ARMA(2,1) model has been fitted to the El Centro record. The Kalman filter

results were compared to a more traditional nonstationary estimation technique using the

concept of a stationary moving time window.

Goodness of fit of the ARMA models was performed at three different levels: (i)

check of the residuals for both uncorrelation and normality, (ii) comparison between the

properties (both individual and statistical) of the simulated earthquake motions and the

corresponding properties of the target earthquake and (iii) comparison between the probal­

istic elastic and inelastic response characteristics of single-degree-of-freedom (SDOF) sys­

tems produced by the fitted ARMA earthquake models and the corresponding determinis­

tic resp0I!se parameters associated with the target record.

Using the fitted nonstationary ARMA models, populations of 100 artificial earth­

quake ground accelerations were generated. The corresponding populations of traditional

ground motion parameters used to characterize earthquake records were computed and

analyzed stochastically to investigate their underlying probability distributions and their
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relative variabilities (measured by their c.o.v.).

In the second part of the present work (from Chapter 6), the populations of artificial

earthquakes were used to perform a comprehensive parametric study of the stochastic elas­

tic and inelastic response of SnaF representations of structures by Monte Carlo simulation.

To represent the nonlinear force-deformation characteristics of a structure, four different

models were used, namely (1) the bilinear nondegrading inelastic model, (2) modified

Clough's stiffness degrading model, (3) the slip model and (4) the bilinear elastic model.

All these restoring force models are characterized by the same bilinear skeleton curve.

Each of the nonlinear elastic or inelastic dynamic SnaF systems is uniquely defined by

four structural parameters: (1) the initial natural period To, (2) the initial damping ratio go,

(3) the strength coefficient 11 expressing the yield strength of a system as a fraction of its

weight and (4) the strain-hardening (or -softening) ratio defined as the ratio of the post­

yield stiffness to the initial stiffness.

The dynamic response of the nonlinear snaF systems to the earthquake loading is

characterized by several response parameters. Some of these response parameters have

been correlated experimentally by several investigators to the most common damage

mechanisms experienced by steel and reinforced concrete structures during major earth­

quakes or during earthquake like cyclic dynamic loading under laboratory conditions.

These damage mechanisms are (i) the largest excursion failure, for which a pertinent dam­

age index is the well known maximum displacement ductility factor and (ii) the low cycle

fatigue damage, a cumulative type of damage which can be characterized by the cumula­

tive hysteretic energy dissipation response parameter or by some linear or nonlinear aggre­

gation of the plastic deformation ranges response quantities. Additional single or cumula­

tive response quantities based on the deformation, the energy and the power responses

have also been included in this study.

The stochastic response parameters were represented in terms of (i) probabilistic elas­

tic response spectra (PERS), (ii) probabilistic inelastic response spectra (PIRS) and (iii)
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coefficient-of-variation (c.o.v.) vs. structural period curves for the various response param­

eters examined. All these statistical results were obtained by the ARMA Monte Carlo

simulation procedure.

The parametric study mentioned above has been adopted as a first step to investigate

the complex relationships existing among earthquake ground motion processes, structural

properties and structural response characteristics in a probabilistic framework. Compared

to the traditional deterministic methods used to solve this complex problem, the stochastic

approach selected has the following advantages:

- it eliminates the statistical bias introduced by the random details of a single ground

motion time history;

it provides insight into the inherent variability of the structural seismic response

caused by the uncertainty of the ground motion time history.

Statistical analyses of the simulated populations of response parameters were per­

formed to identify or approximate their underlying probability distributions, essential for

seismic risk studies. The parametric study undertaken permitted extraction of the sensitivi­

ties of the various response or damage parameters with respect to: (i) the target earth­

quake, (ii) the ARMA model order, (iii) the structural model and (iv) the structural

parameters. These sensitivities permit examination of the problem under consideration

from two complementary view points: (1) for a fixed earthquake process, study the effects

of changing the structural model and/or the structural parameters and (2) for a fixed struc­

ture, study the effects of changing the earthquake process.

In Chapter 7, a methodology is described combining probabilistic elastic spectra

corresponding to a given site and several statistically independent seismic sources to derive

uniform hazard elastic response spectra. Such uniform hazard spectra account rationally

for a multi-source seismic environment and provide a very useful tool for probabilistic

seismic design or seismic safety analysis of structures. This methodology can be directly

extended to the inelastic response spectra without further complications. In the latter case,
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uniform hazard inelastic or damage spectra are obtained, very useful for damage-control

seismic design.

9.2 Summary of Findings

The most significant findings of the present research are separated into two different

classes and summarized:

Nonstationary ARMA Modeling of Earthquake Ground Motions and Simulated Ground

Motion Parameters:

- The general trends of the estimation results for time-varying ARMA models using (1)

the iterative Kalman filter algorithm and (2) the stationary moving time window tech­

nique, were found in good agreeme~t for low order ARMA models such as the

ARMA(2,1) model, for example. However, this agreement deteriorates with growing

ARMA model order.

- The Kalman filter algorithm provides a much more efficient, computationally faster,

model estimation technique than the more traditional moving time window technique,

which uses a maximum likelihood estimation procedure at each window position.

- The selection of the tuning parameter of the Kalman filter (variance of the step size of

the random walk) requires a trade-off between the learning rate of the Kalman filter

compared to the rate of change of the earthquake spectral properties and realistically

smooth time histories of the estimated ARMA parameters. The starting conditions for

the Kalman filter (initial values of the estimated ARMA model parameters) are very

important for the success of Kalman filtering.

- Earthquake records which are predominantly uni-modal (energy mostly contained in a

single fixed or time-varying frequency band) can be well modeled by the low order

ARMA(2,1) model. For multi-modal type of earthquakes (energy distributed more or

less equally in several fixed or time-varying non-contiguous frequency bands), higher

order ARMA models are needed. In the latter case, it is useful for the engineer if these
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higher order ARMA models can be expressed as multiple-cascading (uncoupled series

system) of physically interpretable low order ARMA models, such as the ARMA(2,1)

model.

- The low order ARMA models used in this study exhibit a low frequency error whose

consequences on the structural response simulation results depend on the relative spectral

properties of the fitted ARMA model and of the earthquake record to be fitted. Usually

this low frequency error is responsible for "mismatches" between probabilistic and target

elastic and inelastic response spectra in the long period range. This defect can be at least

partially corrected by shaping the low frequency components of the simulated earth­

quakes using a high-pass filter such as the two-way Butterworth filter used in this study.

- The well known Kanai-Tajimi stochastic earthquake model is the continuous version of

a subset of the discrete ARMA(2,1) model. The physical parameters Tg and ~g (indicat­

ing the instantaneous predominant frequency and frequency bandwidth of the earth­

quake accelerogram) obtained from the estimated ARMA(2,1) parameters agree well

with a visual inspection of the corresponding target accelerogram.

- Provided a comprehensive implementation of the Kalman filtering algorithm is made,

the estimated time-varying ARMA models are able to capture reasonably well for

engineering purposes the amplitude and spectral nonstationarities of a target earthquake

accelerogram.

- For the examples considered in this study, a good match was achieved between simu­

lated statistics and corresponding target values of the following traditional ground

motion parameters: peak ground acceleration (PGA), root-mean-square acceleration

(RMSA), Arias intensity and spectral intensity.

- Due to the low frequency error remaining after high-pass filtering of the simulated

motions, a bad match was obtained between simulated statistics and target values of

ground displacement related ground motion parameters such as: peak ground displace­

ment (PGD), PGD/PGA, root-mean-square displacement.
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- Based on the examples of this study, the statistical distributions of the simulated tradi­

tional ground motion parameters were found to be well approximated by lognormal dis­

tributions. For a given earthquake process, the root-mean-square acceleration parameter

was found to be the least scattered parameter among the set of ground motion parame­

ters investigated. In particular, the RMSA parameter was found much less scattered than

the peak ground acceleration parameter (PGA) extensively used in the past and still

used today to characterize the damage potential of earthquake ground motions. The

choice of a ground motion parameter characterized by a large variability and obtained

from a single earthquake realization is not reliable. The variability (measured by the

c.o.v.) of the various ground motion parameters was found to be noticeably dependent

on the ARMA model order.

Structural Response Simulation of Elastic and Inelastic SDOF Systems:

- A good match was observed between simulated probabilistic and target elastic and ine­

lastic (or damage) response spectra, except in the long period range, the lower bound of

which depends on the relative spectral properties of the fitted ARMA model and of the

target earthquake record analyzed. The overestimation of the target elastic and inelastic

response spectra in the long period range is a consequence of the low frequency error

characteristic of low order ARMA models fitted to earthquake accelerograms. From the

examples studied, the relative rating of ARMA models of different orders appears to

remain the same for the three levels of model checking. In the case of the nonlinear

SDOF systems, it appears that the quality of the match between probalistic and target

spectra is independent of the structural model and of the structural parameters.

- ,The visual method using probability paper has shown that the statistical distributions of

the peak elastic responses and the various inelastic response parameters considered are

well approximated by lognormal distributions with the following exceptions: (i) the sta­

tistical distributions of the number of yield excursions and of the number of yield rever­

sals are better approximated by normal distributions and (ii) the distribution of the ratio
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of the hysteretic energy dissipation to the total dissipated energy response parameter

(EH/TDE) is characterized by a negative skewness coefficient. The response parameters

characterized by a lower limit value in the case of elastic behavior have a distribution of

the mixed type (combination of a probability mass function and a probability density

function) and in their case, the aforementioned lognormal distributions are in fact condi­

tional on the yieding of the system. The lognormal nature of the plastic deformation

ranges (PDR's) identified using the stochastic approach of this study confirms the result

of another statistical study on the distribution of the PDR's based on a sample of real

earthquake accelerograms. It was found that the relative levels of variabiliy of the vari­

ous elastic and inelastic response parameters were conserved between ARMA models of

different order. However, the overall level of these variabilities depends on the ARMA

model order.

The comprehensive probabilistic parametric study undertaken offered a very large

data base concerning the seismic response behavior of simple structural models. Numerous

results were found, some of which confirmed, in a probabilistic framework, previous results

obtained from traditional deterministic methods. The most important results are:

- The type of probability distribution of the various elastic and inelastic response parame­

ters considered appear to be insensitive to (i) the target accelerogram, (ii) the ARMA

model order, (iii) the type of hysteretic model and (iv) the structural parameters.

- The relative destructiveness of two target earthquake motions with respect to a given

structure given by (i) the comparison of the corresponding deterministic inelastic spectra

and (ii) the comparison of the corresponding probabilistic inelastic spectra, may not

agree.. More confidence can be placed in the answer given by (ii).

- The shape of the PIRS curves can change from one target earthquake to another, indi­

cating that the dependence of inelastic response parameters on structural period varies

across earthquakes. However, this question should be re-examined in the light of more

than two target earthquakes. On the other hand, the general trends of the c.o.v. vs.
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period curves of the various response parameters were maintained across the two target

earthquakes, but this also should be verified using a larger sample of target earthquakes.

- A better fitted ARMA earthquake model does not necessarily generate less structural

response variability.

- For a given confidence level,

- The number of yield excursions is larger or equal for the bilinear elastic model than

for the bilinear inelastic model, indicating that the inelastic behavior tends to reduce

the number of yield excursions.

- Among the different restoring force models investigated, the maximum normalized

earthquake input energy and rate of earthquake input energy are lowest for the bil­

inear inelastic model indicating that the "fatter" the hysteresis loop, the more reduction

in seismic input energy can be expected. The c.o.v. of the seismic input energy is also

lowest for the bilinear inelastic model.

- the maximum normalized rate of hysteretic energy is also lowest for the bilinear inelas­

tic model which is another advantage of this type of behavior if structural damage is

produced by the crossing of a threshold level by the rate of hysteretic energy dissipa­

tion response parameter.

- the maximum displacement ductility factor, maximum normalized rates of hysteretic

energy and damping energy dissipation response parameters plotted on a logarithmic

scale decrease nearly linearly with respect to the logarithm of initial structural period.

This result was observed for all restoring force models considered. In the case of the

E02NS record, this result also extended to the normalized hysteretic ductility factor

and to the normalized seismic input energy response parameters. Some of these results

had also been reported in the literature in the case of average nonlinear spectra.

- For a fixed confidence level and with other structural parameters fixed, all inelastic

response parameters considered in this study, except the ratio EH/TDE are sensitive or

very sensitive to structural period, to a small amount (few percent) of strain-hardening or
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strain-softening (P-~ effect) or to the strength level, in the short period range. These are gen­

eral results valid for all force-deformation models examined. They agree with the results of

similar studies but undertaken in a deterministic framework.

- The more intense the inelastic behavior of a structure, the more influence its strength

level has on the reduction of the inelastic behavior.

The parameters of the probability distributions characterizing the various response

parameters are very much influenced by the spectral nonstationarity of the earthquake

model.

- The c.o.v.'s of the peak elastic response parameters lie between the minimum and max­

imum c.o.v.'s corresponding to the traditional ground motion parameters considered. In

the case of the E02NS record, several inelastic response parameters have a lower variabil­

ityi, in the low period range, than the least scattered ground motion parameter. In the

long period range, the inelastic response parameters have a c.O.V. considerably larger

than the largest ground motion parameter c.O.V. This is due to the mixed elastic-plastic

behavior in this period range.

Since no adequate sample of earthquake strong motion records corresponding to the

same source-site pair is available in the world, it is impossible to directly compare the

seismic response variability generated by the ARMA earthquake models with the "true"

seismic response variability produced by a given physical earthquake mechanism at a given

site. This remark raises a shortcoming of the ARMA modeling of earthquake ground

motions, namely that ARMA models disguise the direct influence of the physical parame­

ters involved in the earthquake generation process, such as the rupture mechanism at the

source, the amount of energy release, the propagation of seismic waves through the ground

medium and the local site conditions. They depend only on recorded earthquake time

series, which aggregate the above physical parameters and explicitly assume that given

these historical recorded values, the future is independent of all other factors.
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9.3 Recommendations for Future Research

In consideration of the work done in the present study, recommendations for future

research can be made:

- Some of the results obtained from the parametric probabilistic study should be revisited

using a larger set of target earthquake accelerograms and of ARMA model ord~rs. This

would confirm or extend the generality of the results obtained from the present study.

- The effects of the spectral nonstationarity of the earthquake input on the seismic

response of structures, identified qualitatively in this study, should be quantified. Such

a quantification could be obtained by systematically comparing the seismic responses to

earthquake models with and without spectral nonstationarities included.

- The discrete-time stochastic earthquake models estimated from real earthquake records

can be used as a basis to derive equivalent continuous-time analytical models. The latter

is the required form of ground motion input for analytical random vibration analysis.

Nonlinear random vibration techniques could then be tested by comparing their results

with the simulated results obtained using the discrete models. This conversion from

discrete to continuous model is appealing since continuous stochastic models are more

difficult to estimate from real earthquake data than discrete ARMA models.

- A seismic reliability assessment of structures could be obtained by convolving probability

distributions of demands, identified in this study, and corresponding capacities assumed

to be uncertain and described by random variables as well. Such a method provides a

stochastic assessment of structures in which the randomness of the seismic input and the

structural capacity are systematically and realistically accounted for. The proposed relia­

bility assessment algorithm could be used to conduct a sensitivity study of the seismic

reliability of a structure with respect to earthquake processes, structural systems and

structural properties.

For practical applications in earthquake-resistant design, the time-varying ARMA

parameters need to be related to physical parameters characterizing the earthquake
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generation mechanism such as magnitude and epicentral distance. This can be done by

regressing the ARMA parameters time histories against the earthquake source variables

for a large number of recorded seismic events.

- The ARMA model identification, estimation and identification procedures could be

completely automated and integrated in a software package useful for the practicing

earthquake engineer.

- The Kalman estimation procedure for time-varying ARMA models from real earthquake

records could be improved by including some physical knowledge about the earthquake

process in the state equation of the Kalman filter. Also, some state-of-the-art deter­

ministic models from ground motion seismology could be combined with the probabilis­

tic ARMA models to correctly shape the low frequency content of the artificial earth­

quake motions.

- The problem of local instability of time-varying ARMA models estimated without

imposing stability constraints (as in this study) deserves special attention. This problem

appeared once in the course of this study for an unpresented case.

- The damage characterization of structures subjected to cyclic dynamic loading such as

earthquakes should be improved by developing comprehensive damage-coupled constitu­

tive models by using concepts from continuum mechanics and results from experimental

work on scaled-models of entire structures or real size substructures.
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TABLE 4.1

Roots of Characteristic Equation ~ - ~1 f - <I>z = 0

Zone # Roots f1,2 Properties of f1,2

.V _(<I>2+4cP)
~±I '2

1 f2,1 = -~2e <1>, complex conjugate

f1 > 0
2 0< f2 < ~1

If21>l f11

~1 < [1 < 0

~1 ± V ~l + 4<1>z f2 < 0
3 f2,1 = 2 If11 > If21

f1 < 0
4 f2 > ~1 > 0

If11>lf21

f1 < ~1 < 0
5 f2> 0

/t11 > If2/
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TABLE 4.2

Discrete Autocorrelation Coefficient Function Pn

Pn = p(nAt),n=O,1,2 '"

1

2

3

4,5

and P1 as defined in Eq. (4.6b)

e-<: P1 - cosh (d) .
Pn = P (n At) = em [cosh (dn) + sinh (d) smh (dn)]

1 1 <!>t+V<\>r + 4 <1>z
where c = 2 In (---<1>2), d = 2 In -'--------r;.===-

<\>1 - V<\>r + 4 <1>z

and P1 as defined in Eq. (4.6b)

e-<: P1 + ca;h (d)
Pn = P (n At) = em [(-l)n cosh (dn) + (_1)n+1 sinh (d) sinh (dn)]

where c, d and P1 as defined for zone 2

e-e P1 - ca;h (d) .
Pn = P (n At) = em [ca;h (dn) + (-1)n+1 sinh (d) Slnh (00)]

1 1 [<\>1+V <\>r + 4 <1>z ]where c = 2 In (<\>2) and d = 2 In V
<\>1 - <\>r + 4 c:I>2
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TABLE 4.3

Discrete/Continuous Parameter Relationships for Zone 1
(Underdamped Case: ~g < 1)

Continuous-to-discrete conversion:

~g v'- (cI>l + 4 <1>2) + .1 cl>1
~ 2

,J.._ -2~ '" Jlt'I'2=-e ••

91 = solution of: 9l + 2P1c1>l - cl>l + cI>i - 1 91 + 1 = 0
cl>1 - P1 (1 - <1>2)

Cs 2

1 (C;) -4~i
where Pi = P (d t) ="2 Cs 2

(-) + 4~2
Cd g

, 191 1 < 1

Cs
Discrete-to-eontinuous conversion: (cI>l' <1>2 , ( 1) --> (wg , ~g, CJ)

7T 7T
--<jJ..d<­2 - - 2
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TABLE 4.4

Discrete/Continuous Parameter Relationships for Zone 2
(Overdamped Case: ~g > 1)

CsContinuous-to-discrete conversion: (wg , ~g, y)'" (<1>1 , <1>2 , 91)

-21' 00 At<l>2=-e ....

2 -00 [E -VE: -l].M
<1>1 = -- <I>z + ~ where K = 2e • •

K 2

91 = solution of: 9r + 2Pl<1>l - <1>1 + <l>l -1 91 + 1 = 0 , 1911 < 1
<1>1 - Pl (1 - <I>z)

( Cs)2 - 4 ~2 1
~~ y g ~ .

where Pl = V - <1>2 cash(d) + ()2 ~ ~ smh(d)
~ + 41:2 V ~~-1y "'g g

Discrete-to-continuous conversion: (<1>1, <1>2 , 91) ... (wg , ~g, ~)

2 [<1>1 + V <1>1 + 4 <1>2]where K = In(_ <1>2) In 2

1
Wg = - 2 ~g ~t In(- <I>z)

C. 2 -4<i r[J~ <1>2 -cosh(d»)~ + sinh(d)"]

(Cd) = [Pl _ ca;h(d)] V ~i -1 - sinh(d) ~g
V-<1>2

and d as defined above



T
A

B
L

E
5.

1

S
um

m
ar

y
of

E
ar

th
qu

ak
e

D
at

a

E
ar

th
qu

ak
e

S
ta

ti
on

&
C

om
p.

R
ec

or
d

M
ec

ha
ni

sm
L

oc
at

io
n

D
at

e
&

T
im

e
M

ag
ni

tu
de

us
ed

in
th

is
st

ud
y

Id
en

ti
fi

ca
ti

on

S
M

A
R

T
1

1/
16

/8
6

6.
5

(M
L

)

A
cc

el
er

og
ra

ph
5.

8
(M

s
)

?
E

02
,

N
-S

E
-0

2N
S*

A
rr

ay
(T

ai
w

an
)

13
:0

4:
32

ur
e

E
ve

nt
39

Im
pe

ri
al

V
al

le
y,

5/
18

/4
0

6.
3

S
tr

ik
e

L
at

er
al

Sl
ip

E1
C

en
tr

o,
N

-S
A

O
O

1.
SO

O
**

C
al

if
or

ni
a

20
:3

7
P

S
T

o
n

Im
pe

ri
al

F
au

lt
(E

E
R

L
)

*
U

nc
or

re
ct

ed
di

gi
ta

l
re

co
rd

(d
t
=

0.
01

se
c)

**
B

as
el

in
e

co
rr

ec
te

d
di

gi
ti

ze
d

an
al

og
re

co
rd

(d
t

=
0.

02
se

c)

~ V
I

--.
.J



- 158 -

TABLE 5.2

OJaracteristics of Target Earthquake Records

Record Station and SMART 1 Array El Centro

Cbmponent Event 39, 5/18/40, N-S
1/16/86, N-S

Magnitude 6.5 CMr-) 6.3

IXpth [kIn] 10 ?

Epicentral Dist. [kIn] 22 8.1

Site Geology rock firm deep alluvium deposit

Record Duration [sec] 18.5 35.0

PGA [iniseCt] 78.26 134.52

PGV [in/sec] 4.495 13.17

PGD[in] 0.419 4.28

PGVIPGA [sec] 0.057 0.098

PGDlPGA [sec2] 0.0054 0.032

RMSA [in/seCt] 11.902 21.80

RMSV [in/sec] 0.49 3.01

RMSD [in] 0.10 2.09

AI [in/sec] 10.66 67.67

SI [in] 8.266 53.43
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TABLE 5.3

High-Pass Filters

Filter T~ Parameters

Filter I Two-Way Butterworth*
E = 0.17 , A = 2.0, fp = 0.065 Hz , is = 0.095Hz

... 7 POLES

Filter II Two-Way ButterwOrth
E = 0.17 , A = 2.0, fp = 0.080 Hz , is = 0.120Hz

... 6 POLES

Filter ill Two-Way Butternurth
E = 0.17 , A = 2.0, fp = O.looHz, is = 0.14OHz

... 7 POLES

Filter IV Brune's Model** fc = O.lOHz

* see Awendix A

** see Section 3.6

TABLE 5.4

Statistical Tests for the ARMA Models Fitted to the E02NS Record

Percentage of p(kAt)
Mooel Q # d.o.f. outside 95%

conf. inteIVal

ARMA(2,1) 883 375 16.1 %

ARMA(4,2) 567 372 9.3 %

Discrete White-Noise # 1 293 378 3.2%

Discrete White-Noise # 2 334 378 1.9%

Discrete White-Noise # 3 358 378 4.5 %

Ampl.-Demoo. E02NS rec.· 4n4 370
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TABLE 5.5

Statistical Tests for the ARMA(2,1) Model Fitted to El Centro 1940

Percentage of p(k~t)

Model Q # d.o.f. outside 95%
conf. interval

ARMA(2,1) 447 347 6.8 %

Discrete White-Noise # 1 273 350 2.6%

Discrete White-Noise # 2 311 350 2.9%

Discrete White-Noise # 3 322 350 4.6%

Ampl.-IXmod. EL Centro ree. 4961 350
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TABLE 5.6

Ground Motion Parameters of E02NS and Statistics
from ARMA(2,1) and ARMA(4,2) Earthquake Models

Parameter Target Mean Std e.O.V.

PGA [in/sec2] 78.26
70.76* 13.43 0.19

73.82** 23.53 0.32

PGV [in/sec] 4.50 4.35 1.10 0.25
4.92 1.67 0.34

PGD [in] 0.42 2.34 1.12 0.48
3.02 1.94 0.64

PGVIPGA [sec] 0.057
0.063 0.020 0.31
0.068 0.019 0.28

PGDlPGA [sec2] 0.0054 0.0342 0.0176 0.51
0.0400 0.0200 0.50

RMSA [in/sec2] 11.90 9.61 1.13 0.12
9.16 1.51 0.17

RMSV fin/sec] 0.49 0.95 0.30 0.32
1.16 0.51 0.44

RMSD [in] 0.10
0.85 0.39 0.46
1.06 0.59 0.56

AI [in/sec] 10.66 7.05 1.69 0.24
6.49 2.36 0.36

S1 [in] 8.27 10.95 2.60 0.24
13.86 5.67 0.41

* ARMA(2,1) Model

** ARMA(4,2) Model
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TABLE 5.7

Ground Motion Parameters of E Centro 1940 and
Statistics from ARMA(2,1) Earthquake Model

Parameter Target Mean Std e.O.v.

PGA [in/sec2] 134.52 136.32 21.25 0.16

PGV [in/sec] 13.17 21.45 5.36 0.25

PGD [in] 4.28 14.02 4.99 0.36

PGVIPGA [sec] 0.098 0.159 0.04 0.25

PGD'PGA [sec2] 0.032 0.105 0.04 0.38

RMSA [in/sec2] 21.80 20.76 1.36 0.07

RMSV [in/sec] 3.01 5.03 1.12 0.22

RMSD[in] 2.09 4.63 1.56 0.34

AI [in/sec] 67.67 61.62 8.14 0.13

SI [in] 53.43 58.68 12.00 0.20
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TABLE 8.1

Lower and Upper Bounds of the CO.Y. of
Elastic and Inelastic Response Parameters
in Period Range [0.10 :s To :s 3.0 sec]

Parameter ARMA(2,l) ARMA(4,2) ARMA(2,1)
E02NS E02NS ElCENIRO

Sd or Sa 0.22* / 0.40** 0.27/0.59 0.18/0.34

Sv 0.20/0.34 0.24/0.49 0.19/0.32

f.Ld 0.53/0.83 0.30/0.60

f.Lace 0.15/0.93 0.13 / 0.93

f.LE 0.13 /0.68 0.13 /0.51

f.LR 0.75/2.80 0.63/1.00

(.:1Up / Uy)max 0.71 / 2.70 0.40/0.90

(.:1Up/Uy) 0.90/2.30 0.60 /1.50

n+ 0.13 /2.50 0.08/0.70

n- 0.14/3.30 0.13 / 0.70

Drev 0.15/4.40 0.09/0.90

E1:*,max 0.38/0.83 0.21/0.60

Eiend 0.40/0.95 0.21/0.63

E~ 0.27/2.70 0.16/0.90

&i/IDE 0.05/2.50 0.025/0.50

P;,max 0.70/0.87 0.39/0.57

Pimax 0.32/2.40 0.20/0.50

P~,max 0.70/1.10 0.40 /0.67

* Minimum (CO.V.)

** Maximum (CO.V.)
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STEP 1: Earthquake Sources

nu~~e~fof ~":'"_
earthquakes

>M

Magnitude M

STEP 2: Magnitude Recurrence

Uncertainty
/ in attenuation

Peal< ~~:,. Magnitude
acceleration ~:"':";"::>: / M

, /~ 2
../(....... -=: : :: .~ - M

3
Data' I . ..... ..

Distance

M,

STEP 3: Intensity Attenuation Relationship

Annual
probability

of
exceedence

Acceleration

STEP 4: Evaluation of the Hazard Curve

Fig. 1.1 Probabilistic Seismic Hazard Analysis Procedure (from Ref. [6])
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Fig. 2.1 Schematic Representation of a Random Process X(t) (from Ref. [25])
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Fig. 3.1 Time Windowing of an Accelerogram
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Enter prior estimate 5.k+l and

its error covariance fk+1

,~

Compute Kalman gain:

Kk+l =.fk+lB"k+l(H'J+lfk+lB"k+l + cr;,k+lr

Project ahead:

5,k+2 =.5.k+l

Rk+2 =.Ek+l +~/)

Update estimate with
measurement Cik:+l :

ik+l =~k+l + Kk+l(~+l - Bf+l~+l)

Compute error covariance
for updated estimate:

.Fk+l =U.-Kk+lHf+lrek+l
----

Fig. 3.2 Kalman Filter Loop

k (time index)

Clk (discretized
acceleration)

anpts-pap+l

input
I
I

, ~1 E

ppoints ~ e ~1
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Fig. 4.1 Stability Region for the ARMA(2,1) Model
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Target Record (ARMA(4,2) Earthquake Model and
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Target Record (ARMA(4,2) Earthquake Model and
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Fig, 8.13 Probabilistic Inelastic Response Spectra For the EI Centro
Target Record (ARMA(2,1) Earthquake Model and
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APPENDIX A

BI - LATERAL BUTTERWORTH FILTER

The square amplitude spectrum of the Nth-order Butterworth low-pass filter is given

by the following rational function [36]:

I
H(f) 1

2 - 1
n - 1 + (w/we)2N '

1 1
-- -< f -< ­2 - n - 2 (A.l)

where w = tan1Tfn,.lt = sampling period, fn = f.lt and we = corner frequency. This

function has the simple features of high tangency at both the origin and at infinity (in the

w variable) and smoothness elsewhere. Based on Fig. A.l, the design parameters, N

(number of poles) and we, can be obtained using the two conditions that arise at the edges

of the transition band:

1--=----,:- =
1 + E

2
1

(A.2)

1 1
A 2 = 1 + (ws /we)2N

where wp and Ws are the "pass" and "stop" frequencies, respectively.

L.-__.L.-__..l.--==--__ IN

INp INs

Fig. A.l Butterworth Filter

(A.3)



- 320-

Solving Eqs. (A.2-3) for N and we gives the following filter design formula:

(A.4)

(A.S)

The pure amplitude high-pass filter (zero phase filter) corresponding to the bi-lateral

Butterworth filter is given by:

1 112
H(f) = 1 - ( )

n 1 + (w/we)2N
(A.6)



- 321 -

APPENDIX B

ANALYTICAL INTEGRATION OF EQUATION OF MOTION

B.1 Introduction

In this Section, analytical expressions are derived for the dynamic response of a gen­

eric nonlinear SDOF system represented in Fig. B.lo The nonlinear force-deformation

behavior of the SDOF system is assumed to be piecewise linear. The class of restoring

force models considered here contains, for example, the bilinear model, hysteretic or elas­

tic, shown in Figs. B.2(a) and (d), Clough's degrading stiffness model in Fig. B.2(b) and

the slip model in Fig. B.2(c). The input forcing function (earthquake ground acceleration)

is also assumed to be linear between the discrete time values. An analytical integration

scheme eliminates truncation errors and stability problems associated with numerical

integration schemes. The response quantities derived in the next Sections concern the time

histories of the SDOF deformation, restoring force, energy balance equation and power

balance equation.

B.2 Equation of Motion

The viscously damped, piecewise linear hysteretic, SDOF system represented in Fig.

B.1 is subjected to an imposed ground displacement type of loading ugCt). At any instant

of time measured by a local time T, the system's response is governed by the following

equation of motion:

(B.1)

where m = system's mass, u(t) = SDOF relative displacement or deformation,

UteT) = Ug(T) + U(T) = SDOF total displacement, Ug(T) = ground displacement, c =

viscous damping coefficient, R(T) = SDOF restoring force. At any time T, the restoring

force is given by:
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(B.2)

where k t and Ro define the straight line segment of the force-deformation function fol-

lowed at absolute time t (Fig. B.3). The viscous damping coefficient c is assumed to be

constant (state independent), a typical assumption in nonlinear dynamic analysis of MDOF

structures. Using the decomposition of the total displacement ute-r) of the structure and

Eq. (B.2), Eq. (B.1) can be rewritten:

(B.3)

During forced vibration of the structure, the straight line of Eq. (B.2) characterizing

the force-deformation behavior changes. This change, occurring at every yielding, unload-

ing or load reversal point, is called a state event. At every discrete ground acceleration

point, called a load event, the straight line characteri~ing the forcing function ug(t) also

changes. Therefore, it is necessary to introduce a local time variable T, which is reinitial-

ized at every load or state event. The solution of the equation of motion can have dif-

ferent forms, depending on the position and slope of the force-deformation relationship (kt

and Ro). The key idea in integrating the equation of motion over the duration of the

earthquake is to use the end conditions (displacement and velocity) when the system leaves

a state as the initial conditions for entering the new state. The only source of error occurs

at the time localization of state events (yield level crossings or zero velocity crossings), but

this error can be made arbitrarily small by successive iteration using the secant method, for

example.

Homogeneous Solution

The characteristic roots of the homogeneous part of Eq. (B.3) are given by:

(B.4)

The cases (i) 0 < c < 2~, (ii) c = 2~ and (iii) c> 2~ correspond to

the well-known (i) underdamped, (ii) critically damped and (iii) overdamped cases,
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respectively. The homogeneous solution of the equation of motion, which gives the free

vibration part of the response can be expressed as:

(B.5)

or

(B.6)

in the critically damped case (rl = r2 = r). Table B.1 summarizes the characteristic roots

rl and r2 for all cases. The homogeneous solutions uH(T) are summarized in Table B.2a

for all cases.

Particular Solution

To obtain the general solution for the equation of motion, Eq. (B.3), a particular

solution Up(T) is needed for the linear forcing function:

(B.7)

where *a = Ugi

.. . ..

and b = uge -Ugi
M

(R8)

according to Fig. B.4. The ground acceleration value u; corresponds to the time of the

last state event, t*, within the current time step ~t = [ti, 4+1]' If there is no state event in

the current time step, t* = ti and ii; = iigi. The particular solutions corresponding to all

cases (kt > 0, k t = 0, kt < 0, C *" 0, c = 0) are summarized in Table B.2a.

General Solution

Finally, the general solution of the equation of motion, Eq. (B.3), is obtained by

adding the homogeneous and the particular solutions:

u(t) = uH(t) + up(t) (B.9)

The two constants of integration Al and A2 attached to the homogeneous solution (see

Table B.2a) are derived from the system's local initial conditions (the system's state at last
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load or state event):

U(T=O)=U(t*)

it(T= 0) = it(t*)

(B.IO)

(B.ll)

The values of At and Az for the different cases are also shown in Table B.2a. For com-

pleteness, the first and second time derivatives of the deformation time history it(t) and

U(t) are summarized in Table B.2b.

B.3 Energy Balance Equation

The energy balance equation is obtained by integrating the equation of motion, Eq.

(B.3), with respect to the relative displacement u:

t t t t

1mU(T) du + I Cit(T) du + I (kt U(T) + &0) du = -1m Ug(T) du
000 0

Using the relation du = ~~ dT = ti dT, the above equation can be rewritten

t t t

f m U(T) it(T) dT + f CitZ(T) dT + f (k t U(T) + Ro) it(T) dT =
000

t

- f m Ug(T) it(T) dT
o

or, more succinctly:

(B.12)

(B.B)

(B.14)

where EK(t) = kinetic energy, ED(t) = energy dissipated by viscous damping (or damping

energy) up to time t, Es(t) = total energy absorbed by the spring (or total spring energy),

which is composed of recoverable elastic strain energy EE(t) and irrecoverable hysteretic

energy EH(t), and Er(t) = earthquake input energy. The kinetic energy and spring energy

terms can be developed further:

(B.15)
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t t

Es(t) = fktu(r)u(T)dT + fRou(T)dT
o 0

1 t t
[Zkt u2(T)J + [RoU(T)J

~ kt u2(t) - ~ kt u2(O) + Rou(t) - Rou(O) (B.16)

A graphical representation of Eq. (B.16) for the spring energy is given in Fig. B.5. The

recoverable elastic strain energy EE(t) is simply expressed as:

(B.l7)

where ko denotes the initial elastic stiffness. Using Eq. (B.17), the hysteretic energy EH(t)

can be directly obtained:

(B.18)

The integration over time to compute the energy terms has to be broken into as many

time segments as there are time intervals with constant linear force-deformation behavior

and constant linear loading. Thus, if {Tt>T2, ... ,Tn} represents the sequence of all state

and load events up to time t, a typical integral expression from the beginning of the

dynamic response of the structure up to time t is computed as:

t T, T,

f ()dT = f ()dT + f ()dT +
o 0 ~

T. t

+ f () dT + f ()dT (B.19)

The analytical expressions for U(T), U(T), ii(T) and iig(T) are found in Tables B.la-B.2a

and Eq. (B.7). They can be substituted in Eqs. (B.13-I6) and closed form solutions for

the various energy terms are then obtained by simple integrations.

The kinetic energy mentioned above is a "relative" kinetic energy, because it is calcu-

lated from the relative velocity U. Therefore, the corresponding input energy is also rela-

tive. It does not represent the work done by the total base shear VB at the foundation

moving through the foundation displacement, which is:
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t t

WB(t) = fVB('-) dUg = f[-cu(,-) -R(u)] dUg
o 0
t t

= f m ut(,-) dUg = f m(ii(,-) + ug(,-)) ug(,-) d,-
o 0

Using integration by parts, Eq. (B.20) can be reduced to:

(B.20)

(B.2l)

where the first term of the right hand side is the earthquake input energy defined in Eqs.

(B.13-B.14); the second and third terms represent the difference, 3EK, between the abso-

lute kinetic energy and the relative kinetic energy:

(B.22)

B.4 Power Balance Equation

The power balance equation is simply obtained by differentiating the energy balance

equation, Eq. (B.14), with respect to time:

dEK(t) dED(t) dEs(t) dE1(t)
---+ + =

dt dt dt dt
(B.23)

The various power (or rate of energy) terms are derived using the energy terms of the pre-

vious Section:

dEK(t)
dt = m u(t) ii(t)

dEs(t)
dt = k t u(t) u(t) + Rou(t)

(B.24)

(B.25)

(B.26)

The rate of the elastic strain energy, dEE(t)/dt, and the rate of the hysteretic energy,

dEH(t)/dt, follow directly from Eqs. (B.17-l8):

R(t) k t u(t)

ko
(B.27)
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dEs(t) dEE(t)

dt dt
kt kt

= (1 - -)ktu(t)u(t) + (1 - -)Rou(t)
ko ko

(B.28)

If the restoring force of the structure follows an elastic branch ( i.e., kt = ko ), Eq. (B.28)

indicates that the rate of hysteretic energy is zero, as expected.
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TABLE B.l

Characteristic Roots of Homogeneous Equation of Motion

kt > 0

Underdamped

0:5e<2~
Of

(~t < 1)

f1,2 = -£t U>t ± iWD,t

Wt = ~; 2£tWt = elm

WD,t=U>t~
if e = 0: ~t = 0 and WD t = Wt

Critically Damped

e=2~
Of

(~t = 1)

f1,2 = -e12ID

f2 = -elm

Ovefdamped

c>2~
or

(~t > 1)

f1,2 = 1I2m[-c ± V c? -4ktm]

f1 > 0

f2 < 0

If 11 < If 21
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Fig. B.l Nonlinear SDOF System

R

u(O) 0

OJ]] Ro[ u(t) - u(O) ]

~ 1/2 k t u2 (O)

~ 1/2 k t u 2 (t)

Fig. B.5 Total Spring Energy E (t)
s

u(t)
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(b) Clough's Stiffness Degrading Model
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(c) Slip Model
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(d) Bilinear Elastic Model

Fig. B.2 Examples of Piecewise Linear Force-Deformation Behavior
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