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Refined models are rarely used in seismic hazard analysis, since they require data which is usually not available and since with the conventional methods of analysis they pose formidable computational problems. The main objective of this study is to develop a new methodology for assessing earthquake hazards that allows the use of refined models of earthquake occurrences, sources, attenuation laws, and measures of intensity, the full incorporation of model uncertainties in the seismic hazard estimation, and the analysis of sensitivities of the seismic hazard with respect to variables and model parameters. The availability of this improved methodology enables the seismic hazard analyst to employ refined earthquake source models and associated attenuation laws, including the effects of source geometry, rupture directivity and propagation of seismic waves, in the assessment of seismic hazard. The proposed methodology facilitates the analysis of sensitivities of the computed seismic hazard to various sources of uncertainties and to various model parameters. Such analyses can be used to determine areas where further refinements and collection of data can be more effective in reducing the dispersion in the estimated seismic hazard. A simple method to estimate the dispersion of the calculated seismic hazard is also presented, that takes advantage of the solution procedure developed. Examples and applications are presented to illustrate the versatility of the procedure and to examine the accuracy of the solution technique.
ABSTRACT

The field of seismic hazard analysis has achieved maturity both in its theoretical development and in application. The probabilistic approach provides a logical and consistent framework for incorporating geological, geophysical and historical data, combined with judgment derived from professional experiences in the assessment of seismic hazard. Lack of complete understanding of the earthquake phenomenon, its causes, characteristics and effects lead to significant uncertainties in the prediction of the seismic threat in many regions. Refined models are rarely used in seismic hazard analysis, since they require data which is usually not available and since with the conventional methods of analysis they pose formidable computational problems.

The main objective of this study is to develop a new methodology for assessing earthquake hazards that allows the use of refined models of earthquake occurrences, sources, attenuation laws, and measures of intensity, the full incorporation of model uncertainties in the seismic hazard estimation, and the analysis of sensitivities of the seismic hazard with respect to variables and model parameters. The availability of this improved methodology enables the seismic hazard analyst to employ refined earthquake source models and associated attenuation laws, including the effects of source geometry, rupture directivity and propagation of seismic waves, in the assessment of seismic hazard. The proposed methodology facilitates the analysis of sensitivities of the computed seismic hazard to various sources of uncertainties and to various model parameters. Such analyses can be used to determine areas where further refinements and collection of data can be more effective in reducing the dispersion in the estimated seismic hazard. A simple method to estimate the dispersion of the calculated seismic hazard is also presented, that takes advantage of the solution procedure developed. Examples and applications are presented to illustrate the versatility of the procedure and to examine the accuracy of the solution technique.
ACKNOWLEDGEMENTS

Financial support from a Fulbright Grant is gratefully acknowledged. Partial support was also provided by the University of Chile and by the U.S. National Science Foundation under Grants No. ECE-8416518 and CES-8618905.
Table of Contents

ABSTRACT .......................................................................................................................... i
ACKNOWLEDGEMENTS ...................................................................................................... ii
TABLE OF CONTENTS ......................................................................................................... iii
LIST OF TABLES .................................................................................................................. vi
LIST OF FIGURES .............................................................................................................. vii
1. INTRODUCTION ............................................................................................................. 1
   1.1. Background ............................................................................................................. 1
   1.2. Objectives of the Present Study ............................................................................ 1
   1.3. Scope and Organization ....................................................................................... 3
2. PROBABILISTIC SEISMIC HAZARD ANALYSIS: A REVIEW ..................................... 4
   2.1. Introduction ............................................................................................................ 4
   2.2. Formulation of PSHA ............................................................................................ 4
   2.3. Modeling in Time of Earthquake Occurrences ..................................................... 6
      2.3.1. The Poisson Model ....................................................................................... 6
      2.3.2. The Non-Homogeneous Poisson Model ....................................................... 8
      2.3.3. Renewal Models ......................................................................................... 9
      2.3.4. Markov and Semi-Markov Models ............................................................. 10
   2.4. Modeling in Space of Earthquake Occurrences .................................................... 11
      2.4.1. Relations for Earthquake Source Parameters ............................................. 13
   2.5. Earthquake Magnitude Recurrence Models ......................................................... 15
   2.6. Modeling of Ground Motion Attenuation ............................................................. 20
2.7. Evaluation of Seismic Hazard ......................................................... 23
2.8. Analysis of Uncertainties and Estimation of Bounds ......................... 25
2.9. Available Computer Programs ...................................................... 27

3. A NEW FORMULATION FOR ASSESSMENT OF SEISMIC HAZARD ............ 38
   3.1. Introduction .................................................................................. 38
   3.2. Definitions of Seismic Hazard ..................................................... 38
   3.3. Models for Multivariate Distributions ........................................... 41
   3.4. Methods for Computation of Seismic Hazard ............................... 42
      3.4.1. Structural Reliability Methods ............................................. 44
         3.4.1.1. Structural Component Reliability Methods ....................... 44
            3.4.1.1.1. FORM Approximation ......................................... 46
            3.4.1.1.2. SORM Approximation ......................................... 47
         3.4.1.2. System Reliability Methods ........................................... 51
      3.4.2. Simulation Methods .............................................................. 53
         3.4.2.1. Basic Monte Carlo Simulation ....................................... 53
         3.4.2.2. Simulation with Antithetic Variates ............................... 54
         3.4.2.3. Directional Simulation ................................................ 54
   3.5. Sensitivity Analysis and Analysis of Uncertainties ......................... 56
      3.5.1. Sensitivity Analysis .............................................................. 57
         3.5.1.1. Sensitivity with respect to Distribution Parameters ......... 57
         3.5.1.2. Sensitivity with respect to Parameters of the Limit-State Function ...... 58
      3.5.2. Analysis of Uncertainties ..................................................... 60

4. SEISMIC HAZARD WITH IMPROVED EARTHQUAKE MODELING .............. 67
   4.1. Introduction .................................................................................. 67
4.2. Improved Geometric Description of Earthquake Rupture Process

4.2.1. General Fault Source

4.2.2. General Area Source

4.3. Improved Modeling of the Attenuation Law

4.3.1. Model with Source Directivity Effect

4.3.2. Band Limited White Noise Model

4.3.3. Hazard-Consistent Earthquake Motion Model

5. APPLICATIONS

5.1. Introduction

5.2. Accuracy of FORM and SORM for Seismic Hazard Analysis

5.3. Applications

6. SUMMARY AND CONCLUSIONS

7. REFERENCES


**LIST OF TABLES**

<table>
<thead>
<tr>
<th>Table</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>Earthquake Magnitude and Rupture Width Data</td>
<td>32</td>
</tr>
<tr>
<td>2.2</td>
<td>Uncertainty Distribution of Earthquake Intensity Attenuation Relations</td>
<td>33</td>
</tr>
<tr>
<td>4.1</td>
<td>Recent Examples of Strong-Motion Attenuation Relations</td>
<td>86</td>
</tr>
<tr>
<td>5.1</td>
<td>Values of Coefficients used in Example 1</td>
<td>105</td>
</tr>
<tr>
<td>5.2</td>
<td>Values of Coefficients used in Example 2</td>
<td>105</td>
</tr>
<tr>
<td>5.3</td>
<td>Distributions of Random Variables Considered in Example 2</td>
<td>105</td>
</tr>
<tr>
<td>5.4</td>
<td>Values of Coefficients used in Example 3</td>
<td>106</td>
</tr>
<tr>
<td>5.5</td>
<td>Parameters of the Seismic Source Model for Example 5</td>
<td>106</td>
</tr>
</tbody>
</table>
## LIST OF FIGURES

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>Probabilistic Seismic Hazard Procedure</td>
<td>34</td>
</tr>
<tr>
<td>2.2</td>
<td>Idealized Earthquake Source Models (Ref. 65)</td>
<td>35</td>
</tr>
<tr>
<td>2.3</td>
<td>Surface-wave Magnitude versus Rupture Width, with Regression of log Width on Magnitude</td>
<td>36</td>
</tr>
<tr>
<td>2.4</td>
<td>Effect of PGA Uncertainty Distribution on Seismic Hazard Example (Ref. 113)</td>
<td>37</td>
</tr>
<tr>
<td>3.1</td>
<td>Approximations in Standard Space</td>
<td>63</td>
</tr>
<tr>
<td>3.2</td>
<td>Fitting of Paraboloid in Rotated Standard Space</td>
<td>64</td>
</tr>
<tr>
<td>3.3</td>
<td>Example Illustrating Failure of Procedure from Ref. 68 to Obtain Fitting Points</td>
<td>65</td>
</tr>
<tr>
<td>3.4</td>
<td>Solution Strategy to Find the Fitting Points</td>
<td>66</td>
</tr>
<tr>
<td>4.1</td>
<td>Geometric Description of Earthquake Rupture on General Fault Source</td>
<td>87</td>
</tr>
<tr>
<td>4.2</td>
<td>General Area Source Model</td>
<td>88</td>
</tr>
<tr>
<td>4.3</td>
<td>Geometric Description of Earthquake Rupture on General Area Source</td>
<td>89</td>
</tr>
<tr>
<td>5.1</td>
<td>Geometric Description of Example 1</td>
<td>107</td>
</tr>
<tr>
<td>5.2a</td>
<td>Probability of Exceedance of PGA (Example 1a, Fault with Extendable Ends)</td>
<td>108</td>
</tr>
<tr>
<td>5.2b</td>
<td>Probability of Exceedance of PGA (Example 1a, Fault with Extendable Ends)</td>
<td>109</td>
</tr>
<tr>
<td>5.2c</td>
<td>Probability of Exceedance of PGA (Example 1a, Fault with Extendable Ends)</td>
<td>110</td>
</tr>
<tr>
<td>5.3a</td>
<td>Probability of Exceedance of PGA (Example 1b, Fault with Non-Extendable Ends)</td>
<td>111</td>
</tr>
<tr>
<td>5.3b</td>
<td>Probability of Exceedance of PGA (Example 1b, Fault with Non-Extendable Ends)</td>
<td>112</td>
</tr>
<tr>
<td>5.3c</td>
<td>Probability of Exceedance of PGA (Example 1b, Fault with Non-Extendable Ends)</td>
<td>113</td>
</tr>
<tr>
<td>5.4</td>
<td>Limit-State Function in Standard Space (Example 1a)</td>
<td>114</td>
</tr>
</tbody>
</table>
5.5 Limit-State Function in Standard Space (Example 1b) 115
5.6 Probability of Exceedance of PGA for Site close to the Fault End (Fault with Extendable Ends) 116
5.7 Probability of Exceedance of PGA for Site close to the Fault End (Fault with Non-Extendable Ends) 117
5.8 Limit-State Functions in Standard Space (Example of Site to the Fault End) 118
5.9 Limit-State Functions in Standard Space (Example of Site to the Fault End) 119
5.10a Probability of Exceedance of PGA (Example 2) 120
5.10b Probability of Exceedance of PGA (Example 2) 121
5.10c Probability of Exceedance of PGA (Example 2) 122
5.11 Limit-State Function in Standard Space (Example 2) 123
5.12 Geometric Description of Example 3 124
5.13 Probability of Exceedance of RMSA including the Directivity Effect 125
5.14 Sensitivity Measures with Respect to Deterministic Parameters 126
5.15 Influence of Site Location on Seismic Hazard Sensitivities 127
5.16 Influence of RMSA on Seismic Hazard Sensitivities 128
5.17 Geometric Description of Example 4 129
5.18 Dispersion Estimate on Seismic Hazard Curve 130
5.19 Seismic Source Model for Tokyo 131
5.20 Hazard Curves for Tokyo 132
5.21 Simulated Earthquake Ground Motions for Tokyo 133
5.22 Simulated Earthquake Motion on Baserock and Intermediate Ground 134
1.1. Background

The last 20 years have seen a rapid increase in the demand for earthquake-resistant design of structures not only in highly seismic regions but also in areas with less active seismicity. This is because the engineering profession is being involved in a wide range of projects that require earthquake-resistant design and construction, even if there is a low probability of such construction ever experiencing a devastating earthquake. The social or economic losses produced by the failure of certain structures is so considerable as to make their design under seismic loads of relatively large return periods (of the order of thousands of years or more for nuclear power plants) a necessity. The offshore and, especially, the nuclear industry have become increasingly conscious of the earthquake threat and now require seismic risk assessment of their facilities, even when sited in low seismicity regions. The techniques and applications of seismic risk assessment for of nuclear power plants (NPPs) have evolved rapidly over the past ten years. Probabilistic risk assessment (PRA) studies of NPPs are performed routinely nowadays to assess the seismic safety of such facilities. These procedures integrate the results from seismic hazard analysis with results from dynamic analysis of structural and/or mechanical systems, component fragilities, and the plant systems response. The field of seismic hazard analysis, being the main component of PRA studies, has profited greatly from this development.

1.2. Objectives of the Present Study

The purpose of a seismic hazard evaluation is to arrive at earthquake ground motion parameters for use in evaluating sites and facilities for future seismic loading conditions. A probabilistic earthquake hazard assessment involves obtaining the level of a ground motion parameter that has a specified probability of being exceeded during a specified time interval. The ground motion parameter can be used to define a uniform hazard design spectra or a complete acceleration time-history.
The conventional computational procedures for the probabilistic estimation of seismic hazard are somewhat limited. They can only accommodate simple models of earthquake sources, occurrences and attenuation of seismic waves. They are incapable of accounting for the variability of a great number of parameters thus restricting the generality of the results. If analyses of sensitivities or confidence intervals for the hazard estimate are required, then hundreds or perhaps thousands of repeated computer runs are required to perform such analysis by standard statistical methods.

A new methodology that recognizes that the formulation of earthquake hazard assessment and structural reliability problems are analogous is introduced to overcome the above mentioned shortcomings. Making use of efficient techniques of integration available from the reliability field, a very general formulation of the seismic hazard problem is considered. This formulation enables the analyst to improve the modeling of seismic sources and attenuation of seismic waves and to incorporate uncertainties in the analysis without substantially increasing the cost and complexity of the solution. As a byproduct of the analysis, the sensitivities of the hazard estimate with respect to different variables involved in the analysis are obtained. These sensitivity measures are used to compute the standard error of the hazard estimate.

Thus, the objectives of the current research are:

1. To develop this new methodology for assessing seismic hazard which allows: (a) the use of refined models of earthquake occurrences, sources, and attenuation laws, (b) the full incorporation of model uncertainties in the hazard estimation, (c) the analysis of sensitivities of the hazard with respect to model parameters and (d) the estimation of the standard error of the computed hazard.

2. To examine refined source models and associated attenuation laws, including the effects of source geometry, rupture directivity, propagation of seismic waves and amplification of ground motion due to local geology, and to incorporate such models in the hazard estimation. Existing models are the basis for this study.

3. To illustrate how the analysis of sensitivities to models and parameters can be used in seismic hazard to determine areas where further refinements and data are needed.
1.3. Scope and Organization

Chapter 2 is devoted to a review of the current state-of-the-art in probabilistic seismic hazard analysis. Each of the different components involved in the procedure is examined, discussing their main features and the information required to characterize them, and providing bibliography for the interested reader. They include the modeling in time and space of earthquake occurrences, earthquake magnitude recurrence models and the description of attenuation of ground motion intensity. Methods of seismic hazard computation, analysis of uncertainties and estimation of confidence intervals for the assessment are also covered. Finally, for completeness, a survey of the currently available computer codes for seismic hazard computation is presented.

The new formulation for seismic hazard assessment that takes advantage of the efficient integration schemes from the structural reliability field is presented in Chapter 3. An introduction to structural reliability methods, including the first- and second-order reliability methods and various simulation methods, is included in this chapter. In addition, procedures to perform sensitivity analysis and to obtain the standard error of the estimate are discussed.

Taking advantage of the full probabilistic formulation presented in Chapter 3, improved earthquake source modelings are developed in Chapter 4. Two general source models are described and refined attenuation relationships associated with the two models are presented.

Numerical examples are presented in Chapter 5. The first two are devoted to testing the accuracy of the proposed approximate methods. Other examples are included to illustrate the versatility of the procedure and its potential for improved applications in seismic hazard analysis.

A summary of the study is presented in Chapter 6 with conclusions and recommendations for future work.
Chapter 2

PROBABILISTIC SEISMIC HAZARD ANALYSIS: A REVIEW

2.1. Introduction

The design of structures or facilities in regions of potential seismic activity should consider the likelihood of occurrence of various levels of earthquake intensity at the site of interest. The definition of the level of ground motion intensity for design purposes must include an assessment of the likelihood of exceedance of the defined level at the site during a specified exposure time. The time of occurrence, location, size and other characteristics of future earthquakes are unpredictable. Therefore, to properly account for the vast uncertainties involved, such an assessment should be based on a probabilistic approach. The procedure for such analysis is called probabilistic seismic hazard analysis (PSHA).

The general basis for PSHA was first established in 1968, in the seminal work of Cornell [54]. The works of other researchers soon followed [75, 76, 133, 55]. Since then, important advances have been made in the analytical modeling of the earthquake phenomenon, in the technical methodologies used, and in the computer codes available. In the past ten years, the number of applications of probabilistic earthquake hazard assessment has grown substantially.

In this chapter, a detailed literature review of methods for PSHA is presented. Each of the elements involved in the procedure and some of the improvements suggested in the literature are discussed. At the end of the chapter, a brief description of computer programs available for PSHA is presented.

2.2. Formulation of PSHA

A probabilistic seismic hazard assessment involves obtaining, the probability of exceedance of a specified ground motion intensity level at a given site and during a specified time interval. As displayed in Fig. 2.1, the PSHA procedure involves the following elements:
1. Probabilistic modeling of earthquake occurrences in time and space, including geometric descriptions of the sources of future earthquakes and estimates of their activity rates.

2. Description of the recurrence relationship that provides information on the relative frequency of occurrence of earthquakes of different magnitudes, and determination of the probability distribution of earthquake parameters, such as seismic moment, rupture length, slip rate, etc.

3. A description of the attenuation of ground motion with distance from the earthquake source, as a function of the earthquake magnitude and other parameters that characterize the energy release at the source and the propagation of seismic waves to the site.

4. Evaluation of the probability of exceedance for various levels of the intensity of shaking.

Each of the above elements involves uncertainties that should be modeled and analyzed through probabilistic methods. The details of the PSHA procedure are well documented in Ref. 165. Other extensive reviews can be found in Refs. 140, 178 and 92.

The probability of exceedance of a ground motion intensity level for a given earthquake occurrence is computed by use of the total probability theorem:

\[ P(Y > y) = \int P(Y > y | X) f_X(x) dx \]  

(2.1)

where \( P \) indicates probability, \( Y \) is the earthquake intensity, \( y \) is the intensity level for which the exceedance probability is sought, \( X \) is a vector of random variables that influence the outcome of \( Y \), and the integration is performed over all possible outcomes of \( X \). To determine the probability of exceedance of the specified intensity level during a given interval of time, the above probability should be combined with a model of earthquake occurrences in time. The resulting estimate can be plotted as an annual probability of exceedance versus the intensity level as, for instance, depicted in step 4 of Fig. 2.1. The common choice of variables for \( X \) is the magnitude, \( M \), and distance, \( R \), of the earthquake. Assuming that these two variables are independent, Eq. 2.1 is expressed as,

\[ P(Y > y) = \int \int P(Y > y | m, r) f_M(m) f_R(r) dm dr \]  

(2.2)

which is the familiar expression for computing the seismic hazard.
Results from PSHA are used for different purposes, e.g., probabilistic risk assessments, definition of design response spectra, and determination of seismic hazard maps. The details of these applications are beyond the scope of this study.

2.3. Modeling in Time of Earthquake Occurrences

The earthquake generation is a complex phenomenon that is not yet completely understood. Due to inherent randomnesses, the occurrence of these events cannot be predicted in a deterministic way. Therefore, earthquake occurrences in time should be modeled as stochastic processes. Several such models have been proposed over the years, based on assumptions regarding the generation mechanism or based on records of past events. For a review of these models, see Refs. 171, 172, 77, 174 and 106.

Stochastic models used to represent the occurrence of earthquakes in time include the Poisson model, Poisson-related models, renewal models, and Markov and Semi-Markov models. The simplest stochastic model is the Poisson model. This model has been used extensively in seismic hazard studies [54, 98, 61, 56, 66, 149] due to its simplicity both in formulation and in application. A brief review of the various stochastic models is presented below.

2.3.1. The Poisson Model

The Poisson model is based on the following assumptions:

(i) An event can occur at random and at any time.

(ii) The number of occurrences within a given time interval is independent of the occurrences in other nonoverlapping intervals.

(iii) The probability of occurrence of an event in a small interval $\Delta t$ is proportional to $\Delta t$ and is given by $\nu \Delta t$, where $\nu$ is the mean rate of occurrence of the events (assumed to be constant); and the probability of two or more occurrences in $\Delta t$ is negligible (is of higher orders than $\Delta t$).

The first two assumptions imply that an occurrence at an instant in time is not affected by past occurrences nor does it affect any future occurrences. These assumptions imply the basic lack of memory or complete independence property of the Poisson process.
The probability distribution of the process is given by

\[ P(N_t = n) = \frac{e^{-\nu t} (\nu t)^n}{n!} \quad n = 0,1,2... \]  

(2.3)

where \( N_t \) is the number of occurrences in time interval \([0, t)\) and \( \nu \) is the mean occurrence rate; that is, the average number of occurrences per unit time. Let \( T_1 \) denote the time to the first occurrence of the event. We observe that \( T_1 > t \) means that no event occurs in time \( t \). Hence,

\[ P(T_1 > t) = P(N_t = 0) = e^{-\nu t} \]  

(2.4)

Since occurrences of events in nonoverlapping intervals are statistically independent, it can be shown that \( T_1 \) is also the recurrence time or the time between two consecutive occurrences of the event [60]. Thus, the distribution function of the time interval (waiting time), \( T \), between two consecutive events is,

\[ F_T = P(T \leq t) = 1 - e^{-\nu t} \]  

(2.5)

which is the exponential distribution with parameter \( \nu \).

Statistical data shows that the Poisson model often is a reasonable assumption when aftershocks are removed from observed earthquake sequences, specially for large shocks [80, 119]. To check the goodness of fit of the model, several statistical tests are available (See, for example, Refs. 79, 144 and 77).

Since the Poisson model assumes independence between the occurrences of events, it is unable to describe earthquakes as events caused by the sudden release of gradually accumulated strains in the Earth's crust, nor is it able to describe foreshocks and aftershocks that precede or follow major earthquakes. This shortcoming makes the Poisson model inappropriate for problems in earthquake prediction. However, for applications in seismic hazard analysis, where the distribution of the ground motion intensity level from earthquakes occurring within the lifespan of a structure is of interest, the simple Poisson model is a reasonable approach for most situations. This conclusion was confirmed in a study by Cornell and Winterstein [58], where the potential influence of non-Poissonian models on practical hazard estimates (defined as future time windows of about 50 years and annual probabilities of exceedance of \( 10^{-3} \) or less) was analyzed. The study concluded that the Poisson model is not satisfactory for engineering purposes only when the seismic hazard is controlled
by a single tectonic feature satisfying two conditions: (a) the time since the last significant event has exceeded the mean inter-event time; and (b) the feature has a strong "characteristic-time" behavior. For other situations of engineering interest the Poisson model is a valid assumption.

The simple Poisson process is also deficient in describing the clustering of earthquake events in time, which is often triggered by a large main shock. This phenomenon has been addressed by statisticians and seismologists, since "clusters" (e.g., foreshocks and aftershocks) have little interest in engineering applications. Variations of the simple Poisson model, including clustering, branching and so-called trigger models have been proposed in the specialized literature [151, 171, 87, 153, 173].

2.3.2. The Non-Homogeneous Poisson Model

This model is based on the same assumptions as the Poisson process, except that the mean rate of occurrence is now a function of time. For a more detailed description of this process, see Ref. 60. The expected number of events until time \( t \) is,

\[
a(t) = E[N_t] = \int_0^t \nu(t) \, dt
\]

(2.6)

and the probability distribution of the process is given by

\[
P(N_t = n) = \frac{e^{-\nu(t)} \nu(t)^n}{n!}
\]

(2.7)

The time differences between consecutive events are measured by the interarrival times \( \tau_n = T_n - T_{n-1} \), where \( \tau_1 = T_1 \). The distribution of the interarrival times is given by [120]

\[
F_{\tau_n}(s) = P(T_n - T_{n-1} \leq s) = 1 - \int_0^s \frac{\nu(t) \, a(t)^{n-2}}{(n-2)!} \, e^{-a(t+s)} \, dt
\]

(2.8)

One of the functions proposed in the literature for \( \nu(t) \) is the so-called "cyclic Poisson" by Vere-Jones and Ozaki [173] where \( \nu(t) = \nu_0 \exp[\rho \sin(\omega_0 t + \theta)] \). In this model, \( \nu_0 \) is a measure of the temporal average rate of occurrence of the process, \( \rho \) determines the amplitude of the cyclic fluctuations, and \( \omega_0 \) and \( \theta \) describe the frequency and phase of the cyclic term, respectively. The advantage of the non-homogeneous over the homogeneous Poisson model is that it can incorporate certain features observed in earthquake sequences, such as cyclic behavior in the occurrence rate. The trade-off for
this improvement is a larger number of parameters that need to be estimated, thus requiring more seismic data. This is also true for most non-Poissonian models. Several other Poisson-related models have been proposed to model the occurrence of earthquakes in time.

2.3.3. Renewal Models

If the interarrival times of a sequence of events are assumed to be independent and identically distributed (i.i.d.), then the sequence forms a renewal process. The homogeneous Poisson process has independent, exponentially distributed interarrival times and, therefore, is a special case of the renewal process.

Several renewal models have been proposed to describe the occurrences of earthquakes in time. Esteva proposed the gamma distribution for the interarrival times [76]

\[ f_r(t) = \frac{\nu}{\Gamma(k)} (\nu t)^{k-1} e^{-\nu t} \]  

where \( \Gamma(.) \) is the gamma function. The above equation reduces to the exponential distribution when \( k = 1 \). If \( k < 1 \), short intervals are more frequent and the coefficient of variation is greater than that in the Poisson model; if \( k > 1 \), the reverse is true.

Kameda and Ozaki [101] define a "double Poisson" renewal process model for earthquake occurrences based on the catalogue of historical earthquakes in Kyoto, Japan. The model assumes the expected number of earthquake occurrences is a step function in time. The mean rate of events assumes two constant values depending on whether the time to the next event is greater or smaller than a threshold value \( t_0 \). If the time to the next event is smaller than \( t_0 \), then the mean rate of occurrence is \( \nu_1 \); for times \( t \geq t_0 \), i.e., when no earthquakes occur for a time \( t_0 \), the occurrence rate jumps from \( \nu_1 \) to \( \nu_2 \).

The Weibull distribution has been used frequently to model the distribution of interarrival times [83, 147, 58]. The main reason is that for this model the hazard rate increases with time since the last event, which is consistent with the theory that describes earthquake occurrences as the sudden release of accumulated energy due to stress build up since the last large event. The Weibull distribution hypothesis has been tested for a series of large historical earthquakes on the Southern
portion of the San Andreas fault [36].

Cornell and Winterstein [58] define the interarrival distribution as

\[ F_T(t) = 1 - \exp \left( - \left( \frac{V_{\tau} t}{E[\tau]} \right)^{1/V_{\tau}} \right) \]  (2.10)

where \( \tau \) is the interarrival time between significant events, \( V_{\tau} = (\text{Var}[\tau])^{1/2}/E[\tau] \) is the coefficient of variation, which is commonly between 0 and 1 (\( V_{\tau} = 1 \) for the Poisson model), and \( V_{\tau}! = \Gamma(V_{\tau} + 1) \approx 1 - 0.5 V_{\tau}(1 - V_{\tau}) \) in that range of values. Numerical comparisons of the seismic hazard obtained for this and other models, including the Poisson model, are presented in their study. In their analysis, the seismic hazard is defined as the probability of exceeding a magnitude level in the next \( T \) years on a given seismic feature.

2.3.4. Markov and Semi-Markov Models

The main feature of Markovian processes is the memory of successive events which is used to describe the dependence of future events on the occurrence of the last event. A description of the Markov process can be found in any textbook on stochastic processes, for example Ref. 60.

Both spatial and temporal memory can be represented with Markov models; however attempts to model spatial memory so far have been unsuccessful. Applications of Markov processes to model the temporal dependence of earthquake events can be found, for example, in Refs. 168, 154, 139, 107 and 5. Refs. 142, 49 and 50, employ semi-Markov models for the same purpose.

Special cases of the Markov model are the "time-predictable" [150] and "slip-predictable" [41] models. The first model assumes positive correlation between the inter-event time and the size of the preceding event, whereas the second model assumes positive correlation between the current inter-event time and the size of the next event. A combined time-slip predictable model that permits both correlations to be non-zero is presented in Ref. 58.

Although Markov models have not yet had an impact on the practice, the discipline is moving fast towards a stage where these models can be applied with advantage. The main roadblock at the current time appears to be the lack of sufficient data. Thus, there is a demand for simple models
which are consistent with the physics of earthquake generation and that can be applied in situations where only scarce data is available. It is claimed [58] that the Poisson model, despite its apparent contradiction with physical notions of strain accumulation and release, provides a reasonable approximation for most applications of seismic hazard analysis.

2.4. Modeling in Space of Earthquake Occurrences

A fundamental step in probabilistic earthquake hazard analysis is a delineation of seismic source zones and identification of seismically active faults. Seismic source zones define areas that share common seismological, tectonic, and geologic attributes and that can be described by a unique magnitude-frequency relation. In terms of PSHA, a seismic source represents a region of the Earth's crust in which future seismicity is assumed to follow specified probability distributions for occurrences in time, earthquake sizes, and locations in space.

Definition and classification of seismic sources is a subject that encompasses expertise from: seismic geology, seismology and statistics. An insightful discussion on the topic is presented in a recent paper by Thenhaus [158]. According to his classification, four types of seismic zones can be recognized:

1. **Seismotectonic Zones.** A seismotectonic zone is a seismic source zone in which a causal relationship has been established between a geologic structure (usually a fault) and earthquakes. For such zones, processes of earthquake mechanism and generation can be studied from both a structural geologic viewpoint and a seismological viewpoint.

2. **Paleoseismic Zones.** A paleoseismic zone is a zone having an important Quaternary-Holocene structural history that indicates the possibility of seismic activity in the future. These zones usually lack seismic history.

3. **Seismogenic Zones.** A seismogenic zone lacks the development of a clear history relating the contemporary seismic activity to a geologic structure. For such zones, critical gaps in the Quaternary geologic history preclude direct evidence of active faulting.

Seismogenic zones are, by far, the most common type of source zone employed in probabilistic
hazard analysis. Commonly, seismogenic zones are area sources, but the zone type applies also to inferred associations of seismicity with individual faults.

4. Seismicity Zones. Seismicity zones are seismic source zones that are defined with no consideration of their relation to geologic structures. They are defined solely based on the spatial distributions of the seismic history, and their use and reasonableness can only be judged relative to the intended use of the final hazard estimate.

Additional references on the seismic source definition and its related topics can be found, for example, in Refs. 112, 156, 48, 51, 179, 170 and 169. A descriptive analytical definition of seismic source models for use in PSHA is presented by Der Kiureghian [66, 65]. Four source models are defined: (1) well known fault; (2) area with preferred fault orientation; (3) area with unknown faults; and (4) uniform seismicity region. These models are depicted in Fig. 2.2.

Case studies on the effect of different source models on the estimates of seismic hazard for some regions of the United States and the world are presented in Refs. 141, 132, 13 and 111. In a recent paper, Bender [18] analytically examines the problem of defining source boundaries in seismic hazard analysis. When the boundaries are crisp, steep changes are observed in the computed levels of intensity for sites located near the boundaries. A more realistic situation is obtained with a fuzzy model of the seismic source boundaries. Such modeling is obtained by defining a non-uniform distribution of earthquake occurrences in space within the seismic region.

A crucial step in the spatial modeling of earthquakes is the definition of the characteristics of the earthquake source. In the early works, simplifying assumptions were made with respect to the geometry of the source but increasing levels of sophistication have since been introduced. A description of geometric models of the earthquake source developed over the years is presented below.

1. Point Source [54, 55]. It is assumed that the energy release during an earthquake is concentrated at a point. This assumption is acceptable for small-magnitude earthquakes or in certain cases for large-magnitude earthquakes at far distances. However, this model neglects the possibility that, during a major earthquake, a site that is far from the epicenter could well be close to the energy release zone if the fault break runs close to or even through the site.
2. **Line-Rupture** [8, 73, 66]. In this model it is assumed that an earthquake originates at the focus and propagates as an intermittent series of line ruptures or slips in the ruptured zone of the Earth's crust, and that the maximum intensity of ground shaking at a site is determined by the segment of the slip that is closest to the site. The length of the rupture is assumed to be a function of the size of the earthquake.

3. **Area-Rupture** [135]. The representation of the earthquake source is modeled more realistically by a 2-dimensional rupture. Two shapes are postulated to represent the rupture area, i.e., a rectangular and an elliptical shape. The length and width of the rupture area are considered to be functions of the size of the earthquake.

Modeling earthquake ruptures as points is an acceptable approximation for small events and for medium events at far distances. In all other situations, explicit inclusion in the analysis of at least one of the dimensions of the rupture is necessary. Otherwise, the analysis may yield unconservative estimates of the seismic hazard, especially for high levels of the ground motion intensity. (See Refs. 66 and 16).

### 2.4.1. Relations for Earthquake Source Parameters

There are both empirical and theoretical reasons to expect a direct relationship between the rupture dimensions and the size of the earthquake. Tocher [161] was the first to relate the observed surface fault rupture $L$ with magnitude $M$ using ten California and Nevada earthquakes. He fitted a relationship of the form

$$M = a + b \log_{10} L$$

(2.11)

Subsequently, refinements on the regressions of $M$ on $\log L$ [93, 94, 177, 124, 156, 157, 92] and of $\log L$ on $M$ [4, 29] have been developed, in which the set of observations of rupture lengths has been subdivided into fault types, geological regions, and so on. In addition, similar regression relations with the magnitude have been worked out for the fault slip ($\log D$) [47, 157] and for products like $DL$ [161, 93, 94, 177, 104, 47, 30] based on various physical models of the earthquake rupture phenomenon. Regressions of the magnitude with the rupture area have been investigated [167, 176, 155, 30]. However, to the author's knowledge, no regression between the magnitude and the
rupture width has been performed.

A listing of the relationships between source parameters and the earthquake size that are available in the literature would be too long to include in this study. The reader is referred to the above cited references for values of the regression parameters and estimates of their dispersion. In particular, the paper by Bonilla et al. [30] presents the most up-to-date and thorough study on the subject.

When the rupture width in terms of magnitude is needed, the usual procedure is to obtain it indirectly from the existing relations of rupture area, $A$, and length, $L$, with the magnitude. For that purpose, an assumption regarding the shape of the rupture is required to estimate the width. The most simple hypothesis, and hence the most used, is a rectangular rupture where the width is given by $W(M) = A(M)/L(M)$. Similar formulas can be derived for other assumed shapes, such as the elliptical rupture area [135]. In Ref. 135, the regression of $M$ on log$A$ was incorrectly used to estimate the rupture area from magnitude.

To obtain the regression of $M$ on log$A$, Bonilla et al. [30] determined the rupture area of twenty two earthquakes by first estimating the rupture length and width and then obtaining $A$ as their product. Since the rupture widths are reported in their paper, it is unnecessary to go through the rupture area relation to obtain the width. A simple regression analysis of their data yields, without incorporating measurement errors in the independent variable,

$$\log_{10}W = -0.20 + 0.18 M$$

(2.12)

where $W$ is the rupture width in kilometers, and $M$ is the surface wave magnitude. The standard deviation of the estimate about the regression line is $s = 0.131$ and the correlation coefficient is $r^2 = 0.423$. The error in the regression equation is usually assumed to have the lognormal distribution. The list of data used for the regression is included in Table 2.1, and the data and the regression line are plotted in Fig. 2.3. The relationship satisfies Wyss's [176] proposal of selecting $5 \leq W \leq 20$ km for vertical strike slip and normal faults for the range $5 \leq M \leq 8.3$.

The correlation between the estimated rupture width and surface length is examined using the data and regressions reported in Ref. 30. The regression equation

$$\log_{10}L = -2.77 + 0.619 M$$

(2.13)
relating the surface rupture length, $L$, to the surface wave magnitude, $M$, is used. To derive this expression, data from surface rupture lengths available for all types of faults worldwide was used, as it was to obtain Eq. 2.12. The standard deviation of this regression relation is $s = 0.286$ and the correlation coefficient is $r^2 = 0.438$.

The estimated correlation coefficient between $\log_{10} W$ and $\log_{10} L$ for the data in Ref. 30 is $\rho_{\log_{10} W \log_{10} L} = -0.6546$. The negative correlation implies that, for a given magnitude, when the rupture length is longer than the average, then it is more likely that the corresponding rupture width is narrower than the average. A negative correlation is expected, since the magnitude of the earthquake is expected to directly depend on the area of the rupture. If the area is assumed to be constant for a given magnitude, departures from the average length will be associated with departures in the width that keep the area constant. The estimated correlation value is rather significant and should be included in seismic hazard analysis whenever the source model is described as a rupture area.

It has been pointed out [122] that it is incorrect to use regressions of $\log L$ on magnitude $M$ to predict a magnitude given a fault rupture length. It is also incorrect to interpret values of magnitude estimated from maximum rupture length at a fault as maximum rather than most likely values. Another deficiency in the applications of regression models is the lack of consideration of errors in both variables, dependent and independent, in the formulation [26, 123]. Most studies conducted after 1979 incorporate these concepts (in particular, Refs. 155 and 30).

2.5. Earthquake Magnitude Recurrence Models

The seismic and tectonophysical behaviour of seismic regions is characterized by their frequency-magnitude relations. These relations are basic elements in estimating the earthquake recurrence times and hazard. Thus, there has been a continued interest in the seismology and engineering communities in the issue of determining the appropriate expression for the frequency-magnitude relation and in inferring the parameters incorporated in the postulated relations from observational samples, i.e., from seismic catalog data.
The first attempts to model the earthquake magnitude recurrence were made by Ishimoto and Iida [95] and by Gutenberg and Richter [82], who independently proposed a linear relation between the logarithm of the frequency and the magnitude. This model is currently known as the Gutenberg-Richter (GR) law. The equation that describes this model is expressed as

\[ \log N(m) = a - b m \]  

where \( N(m) \) is the number of earthquakes with magnitude greater than or equal to \( m \) in a given region and specified time period, \( 10^a \) is the total number of earthquakes with magnitude greater than zero and \( b \) is the slope. This equation is usually written in the form

\[ N(m) = \exp[a - \beta m] \]  

where \( \alpha = 2.3a \) and \( \beta = 2.3b \).

Assuming earthquakes with magnitudes smaller than \( m_0 \) have no engineering importance, the cumulative distribution of magnitudes is given by

\[ F_M(m) = P(M < m | M \geq m_0) = \frac{N(m_0) - N(m)}{N(m_0)} = 1 - e^{-\beta(m-m_a)} \quad m \geq m_0 \]  

The corresponding probability density function is

\[ f_M(m) = \frac{d}{dm}F_M(m) = \beta e^{-\beta(m-m_a)} \quad m \geq m_0 \]  

The parameter \( a \) provides a measure of the overall occurrence rate of earthquakes in the region considered and is the zero magnitude intercept of Eq. 2.14 on a semilog paper. The parameter \( b \) or \( \beta \) has received considerable attention from seismologists, geologists and earthquake engineers. This parameter is significant in that it defines the relative likelihood of earthquakes of various magnitudes occurring in a specific region. The \( b \) value has an inverse relation with the likelihood, so that the likelihood of larger magnitudes relative to small magnitudes diminishes as the \( b \) value increases. Methods to estimate \( b \) from a set of observed magnitudes and their adequacy are discussed in Refs. 175 and 15.

Several other laws, based on physical as well as observational grounds, have been suggested that differ from the GR model, especially at the high magnitude levels (see e.g., Refs. 166, 143, 118,
However, only a few of the available relations have been used in seismic hazard assessments. In addition to the GR law [54], the relations used include a truncated version of the GR law [57, 66], a quadratic law [131], a bilinear law [149] and a nonlinear law [92]. A brief description of these magnitude recurrence laws is presented below.

1. The truncated GR law.

The existence of a maximum regional magnitude has been recognized for quite some time. Many researchers have used formulas for the frequency-magnitude relation that incorporate this concept (e.g., Ref. 59). The first application of a formula of this kind in PSHA is due to Cornell and Vanmarcke [57] in 1969 and is of common use nowadays. The formulation of this relation follows.

If an upper bound $m_1$ for the magnitude is assumed in the GR law, then

$$ F_M(m) = P(M < m | m_0 \leq M \leq m_1) = \frac{1 - e^{-\beta(m - m_0)}}{1 - e^{-\beta(m_1 - m_0)}} m_0 \leq m \leq m_1 $$

(2.18)

is the modified cumulative distribution function for $M$ and the corresponding density function becomes

$$ f_M(m) = \frac{\beta e^{-\beta(m - m_0)}}{1 - e^{-\beta(m_1 - m_0)}} m_0 \leq m \leq m_1 $$

(2.19)

Using a point-source model, Cornell and Vanmarcke [57] concluded that the seismic hazard was seldom sensitive to the upper bound magnitude $m_1$. However, in a later paper, Der Kiureghian and Ang [66] disagreed with this conclusion. Using a more realistic model of the earthquake source, i.e., a line instead of a point, Der Kiureghian and Ang [66] showed that the upper bound magnitude $m_1$ is an important factor in the assessment of seismic hazard, especially for high intensity levels (see Figs. 6 and 7 of their paper).

2. The quadratic law.

Although proposed earlier by seismologists [152], a quadratic frequency-magnitude law was introduced in Cornell's analytical approach for PSHA in 1973 by Merz and Cornell [131]. The relationship they considered is of the form,

$$ \log N(m) = \begin{cases} a & m < m_0 \\ a + b_1(m - m_0) + b_2(m - m_0)^2 & m_0 \leq m \leq m_1 \\ 0 & m > m_1 \end{cases} $$

(2.20)
The corresponding cumulative density function is,

\[ F_M(m) = \begin{cases} 
0 & m < m_0 \\
 k^* \{ 1 - \exp[\beta_1(m - m_0) + \beta_2(m^2 - m_0^2)] \} & m_0 \leq m \leq m_1 \\
1 & m > m_1 
\end{cases} \quad (2.21) \]

where

\[ k^* = \left\{ 1 - \exp[\beta_1(m_1 - m_0) + \beta_2(m_1^2 - m_0^2)] \right\}^{-1} \quad (2.22) \]
\[ \beta_1 = 2.3 b_1 \quad (2.23) \]
\[ \beta_2 = 2.3 b_2 \quad (2.24) \]

and the probability density function is,

\[ f_M(m) = \begin{cases} 
0 & m < m_0 \\
 k^* \{ -(\beta_1 + 2\beta_2 m) \exp[\beta_1(m - m_0) + \beta_2(m^2 - m_0^2)] \} & m_0 \leq m \leq m_1 \\
0 & m > m_1 
\end{cases} \quad (2.25) \]

In their paper, Merz and Cornell examine the influence of the quadratic magnitude-frequency law on the seismic hazard for a simple fault-site configuration. The parameters selected for Eq. 2.20, taken from Ref. 152, were fitted from data for North and Central America obtained during 1963 to 1968. Therefore, their conclusions are somewhat limited. They conclude that the use of a quadratic law instead of a linear law in PSHA is significant for high intensity levels, with the hazard curve falling off faster in the case of the quadratic law. This result is due to the fact that, in their example, the quadratic law predicts less events of high magnitudes than the linear law. To the writer’s knowledge, no comparison has been reported between these two models when the line-rupture model is incorporated in the analysis.

3. The bilinear law.

Relationships of this kind have been used by the group of Stanford University researchers for the seismic hazard studies of several countries, after their study for Nicaragua [149]. They justify the use of a bilinear regression curve on the basis that it reduces the bias due to incomplete small magnitude data. In such cases, they claim, a single line overestimates the frequency of large magnitudes and, consequently, the hazards tend to be greatly overestimated, particularly at distances away from the seismic zone. Comparisons between hazard estimates based on the two models are not reported in their studies.
4. The characteristic earthquake model.

It has been observed recently that certain discrepancies exist between earthquake recurrence estimates based on historical seismicity and based on geologic data for specific seismic regions. Recurrence intervals for large-magnitude earthquakes inferred from geological studies are found to be much smaller than those predicted from historical seismicity data. Several recurrence models have been proposed to account for this pattern. Among them, the so-called "characteristic earthquake model" [148] is gaining increasing attention and acceptance.

Basically, this model uses Eq. 2.14 for the magnitude range $m_0$ to an intermediate magnitude, $m_I$, with the slope based on the historical seismicity. The intermediate magnitude is taken to be much smaller than the maximum magnitude, $m_1$, that the fault or seismic feature is capable of producing. The recurrence of $m_1$, or earthquakes with magnitudes slightly lower, is determined from the geologic data. The recurrence relation between the intermediate and maximum magnitude values is constructed as a straight line consistent with Eq. 2.14. The slope of this segment is usually much smaller than that for the magnitude range $m_0$ to $m_1$.

The influence of this earthquake recurrence model on the estimates of the seismic hazard was examined for two sites in Southern California [92]. Two recurrence models were used for the main seismic feature of the region (the southern portion of the San Andreas fault) to compare the results: (1) a GR law with the $b$-value obtained from geological data (e.g., the slip rate of the fault); and (2) the characteristic earthquake model as described above. The final conclusion reached in the study was that the average return period for a given intensity level significantly increased when the characteristic earthquake model was used.

A probability density function for magnitudes corresponding to a simplified version of the characteristic earthquake model was developed by Youngs and Coppersmith [180]. In this model, magnitudes are exponentially distributed up to the magnitude $m' = m_1 - 1/2$. Above this magnitude lies the characteristic earthquake which is uniformly distributed in the magnitude range of $(m_1 - 1/2)$ to $m_1$. 
As it can be noted from the above discussions, the major issue in modeling the magnitude recurrence is to explain the behavior for large-magnitude earthquakes. (For a review of models see, for example, Ref. 143). The main problem encountered is the paucity of the observational data: the instrumental magnitude catalogs cover customarily a period of 40-80 years, much shorter than the return period of large earthquakes. It is, therefore, clear why it is often difficult to prove or disprove any one of the relations proposed in the literature, as they all appear consistent with the available seismicity catalogs.

Tied with the recurrence model is the determination of the maximum magnitude earthquake $m_1$ for a specified seismic region or feature. A good discussion on this subject can be found in Ref. 92. Six different approaches to estimate maximum earthquake magnitude are discussed, namely, magnitude determination based on: (1) rupture length; (2) rupture area; (3) total displacement; (4) seismic moment; (5) slip rate; and (6) historical seismicity.

2.6. Modeling of Ground Motion Attenuation

The severity of ground motion at points away from the earthquake source is called the intensity of ground motion. Normally, intensity increases with increasing size of the event and decreasing distance, although significant fluctuations may occur due to geologic or soil inhomogeneities. Furthermore, other parameters can be recognized as also affecting the intensity of ground motion, namely, the azimuth of the site with respect to the direction of the fault rupture, the velocity of propagation of the rupture, the type of faulting, the frequency of the propagating waves, the stress drop, etc.

Several measures of ground motion intensity have been used including the Modified Mercalli intensity scale; peak and various definitions of effective ground motion parameters, such as acceleration, velocity or displacement; duration of significant shaking; frequency content of the motion, by means of the ordinates of the Fourier amplitude spectrum; and response spectral values. At this point it is difficult to establish a ranking of importance of these proposed measures since the appropriateness of their use depends on the specific situation under study.

The functional description of the dependence of a ground motion intensity on a number of variables is called an intensity attenuation law. Usually, the law describes the average behavior of
the intensity of ground motion as a function of distance from the source of energy and of the size of the earthquake. Attenuation laws can be obtained empirically, by fitting a curve to a set of observations. By far, this has been the most popular approach when defining intensity attenuation laws.

A comprehensive review of attenuation relationships developed before the 1979 Imperial Valley, California, earthquake is given in Ref. 91. The 1979 Imperial Valley earthquake marked a major change in the strong-motion data base by providing many more near-source data points or observations than had been available previously. A more recent review can be found in Ref. 44.

Theoretical earthquake models have also been used to predict the intensity of ground motion in regions where strong-motion recordings are scarce or nonexistent. Basically, these models can be separated into three categories [44]. The first type uses kinematic and dynamic models of the fault-rupture mechanism to generate deterministic predictions of the ground motion. The second category of theoretical models uses stochastic simulation of ground motions based on simple seismological source models (sometimes in conjunction with random vibration theory) to produce random predictions of strong ground motion. The third type of model uses simple seismological source models (sometimes calibrated empirically) to deterministically predict strong ground motion. Extensive references on this topic are given in the review by Campbell [44].

When it comes to model selection, the general form chosen by most investigators is characterized by the expression

\[ Y = Z_y f(M, R, P_i) \]  

where \( Y \) is the strong motion parameter to be predicted (dependent variable); \( Z_y \) is a random variable representing the uncertainty in \( Y \) for a given earthquake; \( R \) is a measure of the \textit{significant} distance from the earthquake to the site; \( M \) is the magnitude, specified in any scale, that describes the size of the earthquake; and \( P_i \) are a set of parameters characterizing the earthquake source, the wave propagation path, and the local site conditions.

One of the most common forms for Eq. 2.26 is

\[ Y = Z_y \frac{c_1 e^{c_1 M}}{(R + c_2)^{c_3}} \]  

(2.27)
where \( c_1 - c_4 \) are parameters obtained through regression.

As mentioned before, the random variable \( Z \) accounts for the scatter observed in the data and represents the uncertainty in the values predicted. It is usually assumed to be lognormally distributed, though this is not a requirement in most regression procedures. Care should be exercised with such an assumption since it predicts an unbounded value for \( Y \).

The effect of the attenuation uncertainty on PSHA has received attention since the early works. But it is only recently that the problem of imposing an upper bound to the distribution of \( Z \) has been addressed. The notion of the existence of an upper limit to the ground motion intensity is based on physical grounds. Zemell [181] presents a methodology to incorporate in the Cornell approach a particular bounded distribution for the parameter \( Z \) and an upper bound \( y_{\text{max}} \) to the ground motion intensity. The significance of both restrictions is more evident at low hazard levels, as expected, since the changes affect the tails of the distribution of \( Z \). In a more extensive study, Bender [17] concludes that if the variability of ground motion intensity is included in the analysis the hazard estimate at low intensities decreases, while that at high intensities increases.

Two types of attenuation uncertainty are differentiated in Ref. 63, one for which the values of \( Z \) at various occurrences are statistically independent and the other for which they are perfectly correlated. Analytical procedures to incorporate these uncertainties in the analysis of seismic hazard are discussed in that reference. Sources of attenuation uncertainty of the first kind are the inherent randomness in the mechanism of earthquake generation and the characteristics of wave propagation paths. Variabilities in the subsoil and geologic conditions at the recording sites and the overall variability in the geologic characteristics of various seismic regions produce attenuation uncertainties of the second type. However, the usual scarcity of data in general would prevent a clear separation of the uncertainties due to the various items.

The effect of different distributions for the uncertainty parameter \( Z \) on the estimation of seismic hazard was studied in Ref. 113. Their results are summarized in Fig. 2.4 which illustrates, for a specific situation, the effect on the seismic hazard of including a bounded or unbounded uncertainty distribution in the attenuation law. They concluded that for very low probabilities of
exceedance, distributions that consider limiting values of ground motion intensity provide a more realistic assessment of the hazard. Some of the PDF's for the variable $Z_y$ proposed in the literature are included in Table 2.2.

2.7. Evaluation of Seismic Hazard

A general procedure for the calculation of seismic hazard is presented below. We assume that the seismic region surrounding the site of interest consist of $n$ potential sources. Let $v_i$ denote the mean rate of occurrence of earthquakes in source $i$ with magnitudes equal to or greater than $m_0$, where $m_0$ represents the lower bound magnitude for earthquakes of engineering interest. The mean total occurrence rate in the region is

$$v = \sum_{i=1}^{n} v_i \tag{2.28}$$

For an earthquake occurring randomly in the region, the intensity $Y$ at the site is obtained in a functional form as

$$Y = g(X) \tag{2.29}$$

where $X$ is the vector of random variables that define the attenuation of seismic intensity. Then for a given earthquake, the probability of exceeding the intensity level $y$ at the site is given by

$$P(Y > y) = \sum_{i=1}^{n} \frac{v_i}{v} \int_{g(x) = y} f_x(x) \, dx \tag{2.30}$$

where $f_x(x)$ is the joint probability density function (PDF) of $X$ and the integration is performed over all values of $X = x$ for which the computed intensity from Eq. 2.29 exceeds $y$. In order to compute the seismic hazard for a specified interval of time, $T$, the above probability has to be used in conjunction with a stochastic model of the earthquake occurrences in time. For example, if the Poisson model is used

$$P(Y_T > y) = 1 - e^{-vTP} (Y > y) \approx -vTP (Y > y) \tag{2.31}$$

where the approximation is valid only for small values of $vTP (Y > y)$. It can be shown [35] that this approximation provides an upper bound on the unconditional seismic hazard, i.e., that which is independent of the information on past events. For other models, bounds for the seismic hazard are
given in Ref. 35.

When other models of earthquake occurrences in time have been used, the seismic hazard is usually expressed as the probability of exceeding a certain magnitude, $m_c$, in a specified period of time. The mathematical tool available to handle more sophisticated models of earthquake occurrences in time associated with a measure of intensity is that of marked point processes [35].

For the case of $Y$ depending only on magnitude and distance (ignoring the variability $Z_y$), Eq. 2.30 can be written as

$$P(Y > y) = \sum_{i=1}^{n} \int \int P(Y > y | m, r) f_{R|M}(r, m) dr f_M(m) dm$$

(2.32)

Also the return period associated with the intensity level $y$ is

$$\bar{T}_y = \frac{1}{vP(Y > y)}$$

(2.33)

Different approaches to computing Eq. 2.32 have been proposed in the past. Closed form solutions can be obtained when simplifying assumptions are made on the formulation. In the Cornell approach, for instance, due to the point modeling of earthquake source, the distance $R$ is independent of magnitude $M$ and hence, Eq. 2.32 is reduced to its simplified version given by Eq. 2.2. This equation is solved to obtain the cumulative density function (CDF) of $Y$ directly and hence the computation of the probability of exceedance is analytical.

If some of the restrictive assumptions are released it becomes more difficult and some times impossible to obtain a closed form solution for the probability of exceedance. In most of these cases, Eq. 2.30 (or its better known version, Eq. 2.32) is solved numerically. The addition of each new random variable to $X$ is equivalent to adding a new fold to the integral in Eq. 2.32. This restricts the number of random variables that can be considered in the analysis.

To compute the above mentioned multi-fold integral, current methods of seismic hazard analysis employ simplifying assumptions and impose restrictions on the modeling of the source mechanism and the attenuation law. The explicit inclusion of model uncertainties in the analysis has also been limited. The analysis of sensitivities, when done, is usually performed in a crude and costly fashion; i.e., by repeated analysis, where parameters are perturbed one at a time. It is clear,
therefore, that an alternative approach is necessary to deal with refined models in seismic hazard analysis.

A new method based on first- and second-order structural reliability techniques has been recently proposed [67, 134]. The procedure suggested can accommodate refined modeling of the earthquake process. A more detailed description of this methodology is presented in Chapter 3.

2.8. Analysis of Uncertainties and Estimation of Bounds

In the process of estimating the seismic hazard the inclusion of uncertainties is sometimes overlooked. At this point, it is useful to differentiate the various types of uncertainties that are relevant:

(i) Inherent variability is the natural or irreducible variation, from the nature of physical processes. It cannot be reduced with the collection of additional data since the stochastic nature of the phenomenon will remain unchanged.

(ii) Statistical uncertainty is that component of uncertainty due to a limited sample size that precludes the exact evaluation of model parameters. This source of uncertainty can be reduced or, in concept, completely eliminated with the collection of additional data since model parameters can be estimated with increased accuracy.

(iii) Model uncertainty is attributed to the limitations of the analyst and models to represent the real world. In principle this source of variability can be reduced or eliminated with the improvement in our understanding of physical phenomena and the development of more refined models.

Although the field of earthquake prediction has undergone considerable development, the occurrence of earthquakes remains intrinsically unpredictable. This is primarily due to the inherent variability in the mechanism of earthquake generation. Uncertainties in the occurrence of earthquakes, therefore, belong to the first type of uncertainty described above.

Errors in estimating the parameters $a$ and $b$ of the relationship between rupture length and earthquake magnitude given by Eq. 2.11, as estimated by Bonilla et al. [30] in Eq. 2.13, that arise from the smallness of the sample size, correspond to the second type described above. Another
example of this type of uncertainty is the error in estimating the parameters of the probability distribution of earthquake magnitudes due to a limited earthquake catalog. Several other examples of uncertainties of this kind can be found in seismic hazard analysis.

As mentioned before, the third class of uncertainty arises from the use of idealized mathematical models to describe complex phenomena. This model uncertainty can be due to lack of understanding of the phenomenon itself and/or due to the use of simplified models. The definition of seismic sources influencing the hazard at a given site and the selection of ground motion attenuation models incorporate uncertainties in the analysis associated with this third class.

In recent years, in PRA studies of NPPs, there has been a tendency to separate the contribution of modeling uncertainties to seismic hazard from the contribution of variables perceived to represent inherent variabilities. The separation is often difficult and arbitrary since it generally involves judgement, and the benefits in the analysis of such separation are not always clear. One possible advantage is that with the distinction between types of uncertainty, the analyst knows where and to what degree the seismic hazard estimate can be improved, either through collection of additional statistical data or through the use of refined models to reduce errors of simplification.

In the literature, several approaches have been presented to deal with all three types of uncertainties. Inherent variability or "randomness", as it is usually called, can be modeled by considering the uncertain parameter as a random variable with its corresponding probability distribution. Examples of this kind are $M$, $R$, and that part of $Z_D$ that is due to inherent randomness in earthquake generation mechanism, propagation path, etc.

To incorporate the other two types of uncertainties in the analysis, several procedures have been proposed: combination of multiple experts' opinions [14], Monte Carlo simulation [21], logic tree methods [114, 52] and other approximate procedures (Ref. 130, for example). Studies at the Lawrence Livermore National Laboratory (LLNL) [21] were the first to address the multiple expert problem. A more recent study conducted for the Electric Power Research Institute (EPRI)[74] has also addressed this problem.

In one of the methodologies proposed (Refs. 114 and 52) the treatment of uncertainty is based
on the use of logic tree methods. Basically, the analyst is required to assign discrete probabilities to all possible values of uncertain parameters and models. Several cases are run considering all possible combinations, and the results are combined to obtain the mean and variance of the hazard estimate. Bounds for the estimate are obtained from these values by assuming a distribution (normality is often assumed) for the results. This approach limits the description of uncertainty in the inputs (models and parameters) since the analyst is restricted to specifying a small number, usually 2 or 3, of alternative values for each parameter. Otherwise, this procedure can be extremely costly, especially when a large number of parameters and models are to be considered in the analysis.

The LLNL methodology presents a similar drawback. Their approach is to model uncertainties by associating a probability (uncertainty) distribution to each of the inputs. A number of runs are performed where, the values of the inputs are obtained through Monte Carlo simulation. The computational effort required to compute all combinations of cases can be enormous. As an example, for a study involving ten sites, 2,750 such cases were generated for each site, bringing the total number of runs to 27,500.

Thus, it is desirable to obtain an estimate of the dispersion in the estimated hazard due to estimation and model uncertainty with only one or a few runs, without significantly increasing the computational effort. An approach that satisfies this requirement is presented in Section 3.4.

2.9. Available Computer Programs

Many computer programs are available to perform the computation of the seismic hazard. The most widely known are due to McGuire [125, 126], but others are currently available in the literature [6, 19, 46].

The program EQRISK [6], developed at the University of Southern California, is aimed at computing uniform hazard spectra (UHS) of strong ground motion. The formulation of the seismic hazard procedure follows that of Cornell [54], incorporating some modifications as described by Anderson and Trifunac [7].

SEISRISK II [19] is a revised and improved version of the original undocumented program SEISRISK I [2] developed at the U. S. Geological Survey to create the 1976 national earthquake
hazard maps [1]. The program has been used recently to produce the seismic hazard maps of the contiguous United States [3] and of California, Alaska, and the outer continental shelf [159, 160].

The program STASHA [46] was developed at Stanford University during seismic hazard studies for California [108] and several other countries [149, 137, 110, 138, 109].

Some of the characteristics of these programs are outlined below.

1. McGuire's 1976 Program. Calculations in this program are represented by the basic form of Eq. 2.2. The integration over distance \( r \) is computed numerically and the remaining integral is computed analytically. For certain situations, the integration over magnitude \( m \) is also performed numerically.

Seismic source areas are specified as a set of arbitrarily shaped quadrilaterals. Larger sources can be divided into subsources which are strings of quadrilaterals. Faults are modeled as narrow source areas.

The truncated exponential distribution in Eq. 2.19 is used to model the recurrence of earthquakes. The program can use any form of attenuation law and associated residual distribution. A tabulated attenuation law can also be used. The program includes a feature useful to obtain seismic hazard maps, i.e., the capability of performing the computation for a grid (or grids) of sites.

Some of the shortcomings of the program are discussed elsewhere [19].

2. FRISK. The name stands for Fault RISK. The main difference between this program and the preceding one is that it incorporates the length of the rupture in the analysis. Earthquake sources are modeled as faults composed of series of line segments.

The length of the rupture is taken as a function of earthquake magnitude (see discussion in Section 2.4) and the distance \( r \) in Eq. 2.2 is defined as the closest distance between the site and the rupture zone.

Other capabilities of the program are the inclusion of uncertainty in the rupture-length relationship and in the upper bound magnitude \( m_1 \). In addition, the program is capable of repeated calculations, so that PSHA for several ground motion intensity measures and for several sites can be performed with only one execution of the program.
Distributions for the random variables involved in the analysis are provided in the program. However, other distributions can be substituted if desired.

3. EQRISK. This program is intended for computing UHS of strong ground motion. The UHS are obtained by computing the seismic hazard curves independently in several frequency bands. From these curves, a complete spectrum is defined such that it has a uniform probability of being exceeded in the specified time interval. The program includes a library of attenuation relations for Fourier amplitude, absolute acceleration, pseudo-velocity and relative velocity spectra.

Earthquakes are modeled as point or line ruptures. Geometrical models of seismic sources used in the code are points, lines (in general, not straight), areas, and dipping planes. Line ruptures are only allowed in linear sources.

The output of the program is spectral amplitudes at eleven selected periods for the UHS desired.

4. SEISRISK II. The main objective of this computer code is for use in seismic hazard mapping. It was designed for efficient computation for a large number of sites and seismic sources.

In the program, earthquakes are modeled as points within source zones and as finite-length ruptures along faults. Source zones are modeled as seismically homogeneous areas enclosed by one or more arbitrary quadrilaterals, connected or disjoint. Fault zones consist of one or more seismically homogeneous faults, each of which is composed of several connected straight line segments. Variability in the rupture-length and in the intensity attenuation relations can be included.

The authors claim that the program is three times faster than the earlier version, SEISRISK I, for a certain grid spacing of sites, and of the order of 10-100 times faster than McGuire's programs previously discussed.

SEISRISK III [20], a revised version of this program has recently become available. The principal difference between this new version and the previous is that, although it retains the concept of seismic source zones, it allows earthquakes within a zone to be normally rather than uniformly distributed. A precise definition of seismic source boundaries is rarely possible and the above assumption incorporates the uncertainty present in the modeling of these boundaries. The result is that
calculated earthquake intensity levels vary more smoothly at sites near a seismic source boundary. Other differences are related to the computation procedures aimed at increasing the efficiency.

5. STASHA. The program consists of three basic stages: (i) data treatment, (ii) seismic source modeling and (iii) seismic hazard computation. The first step of the analysis consists of storing the information on past seismic events. Missing data is completed based on judgement or using random number simulation.

In the second stage, modeling of seismic sources is facilitated by plotting an epicentral map of the region. The parameters of the earthquake recurrence relationship can be obtained for two different models, truncated and bilinear GR.

The computation of the seismic hazard is performed in the third stage. The program includes two models, "classical" and "probabilistic". Only the second, more general one, will be described here.

Source geometry in this model includes broken lines, areas and dipping planes where earthquakes are modeled as line ruptures. Attenuation uncertainty is included in the analysis using a log-normal distribution. The Poisson model is used to represent earthquake occurrences in time. A Bayesian formulation of the Poisson model is also included.

Output options include seismic hazard estimates or probabilistic response spectra for a site or for a grid of sites and seismic hazard maps (the program does not do the contouring).

Many other unpublished programs are currently in use, both in research and engineering practice. The direct integration of Eq. 2.30 for some of the examples presented in Chapter 5, was performed with the program SRAP developed by Der Kiureghian [64]. This program follows the procedure developed by Der Kiureghian and Ang [66] whereby earthquake ruptures are modeled as lines. Its formulation is based on the following idealizations and assumptions: (1) Earthquake occurrences in time constitute a simple Poisson process; (2) Earthquake occurrences in space are events uniformly distributed in source regions modeled in accordance to any of the four seismic source idealizations depicted in Fig. 2.2; (3) The earthquake magnitude recurrence follows a truncated GR law and thus, the magnitude density function is given by Eq. 2.19. Two types of
attenuation laws are incorporated in the program. The first is given in a tabular form, relating the earthquake intensity, \( Y \), with the magnitude and shortest distance to the earthquake rupture, \( M \) and \( R \). The second is the usual form given by Eq. 2.27. Uncertainty in the attenuation law is explicitly considered by the random variable \( Z \) (Eq. 2.27), which is assumed to have a truncated lognormal distribution. The integration over this variable is truncated at a number (specified by the user) of standard deviations above and below the mean of \( \ln Z \).

The output of the program consists of return periods and exceedance probabilities associated with selected levels of intensity. Seismic hazard values corresponding to selected intervals of time (up to five) may be obtained. The contribution from any or each source to the total seismic hazard can be printed.

This program shares the same limitations of the computer codes described above. One of them is that it incorporates only a few random variables in the analysis. For SRAP, the three random variables considered in the analysis are: magnitude, \( M \), location on the seismic source (that determines the shortest distance from the earthquake rupture to the site), \( X \), and attenuation uncertainty, \( Z \). Another of these shared limitations is that the program is restricted to attenuation equations of the form discussed above. Cases for which some of the parameters \( c_1 \) to \( c_4 \) are functions of the magnitude [43] or distance [72, 71] are not accounted for in the solution procedure. This limitation can be circumvented by providing the attenuation law in a tabular form. No uncertainty is included in the relationship between rupture length and magnitude (Eq. 2.11) nor on any of the parameters involved in the modeling, like maximum magnitude, \( m_1 \), or parameter \( \beta \) of the magnitude distribution function. The computer programs described above also fail to account for these uncertainties, except in a limited way, like the program SEISRISK [19], that accounts for the uncertainty in the rupture length-magnitude relation and the program FRISK [126] that, in addition to the uncertainty in that relation, incorporates the uncertainty in the upper bound magnitude \( m_1 \).
Table 2.1. Earthquake Magnitude and Rupture Width Data \(^{(1)}\)

<table>
<thead>
<tr>
<th>Event No.</th>
<th>Yr.Mo.D.</th>
<th>Country</th>
<th>Fault Type (^{(2)})</th>
<th>Magnitude (^{(3)})</th>
<th>Width Down(dip) (^{(4)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1906.04.18</td>
<td>U.S.A.</td>
<td>E</td>
<td>8.32</td>
<td>13</td>
</tr>
<tr>
<td>7</td>
<td>1927.07.07</td>
<td>Japan</td>
<td>E</td>
<td>7.65</td>
<td>16</td>
</tr>
<tr>
<td>14</td>
<td>1930.11.25</td>
<td>Japan</td>
<td>E</td>
<td>7.28</td>
<td>12</td>
</tr>
<tr>
<td>21</td>
<td>1940.05.19</td>
<td>U.S.A.</td>
<td>E</td>
<td>7.17</td>
<td>8</td>
</tr>
<tr>
<td>23</td>
<td>1943.09.10</td>
<td>Japan</td>
<td>E</td>
<td>7.42</td>
<td>13</td>
</tr>
<tr>
<td>26</td>
<td>1945.01.12</td>
<td>Japan</td>
<td>B</td>
<td>6.84</td>
<td>14</td>
</tr>
<tr>
<td>29</td>
<td>1951.11.24</td>
<td>China</td>
<td>D</td>
<td>7.44</td>
<td>17</td>
</tr>
<tr>
<td>30</td>
<td>1952.07.21</td>
<td>U.S.A.</td>
<td>B</td>
<td>7.66</td>
<td>15</td>
</tr>
<tr>
<td>32</td>
<td>1954.07.06</td>
<td>U.S.A.</td>
<td>A</td>
<td>6.34</td>
<td>14</td>
</tr>
<tr>
<td>33</td>
<td>1954.08.24</td>
<td>U.S.A.</td>
<td>A</td>
<td>6.95</td>
<td>14</td>
</tr>
<tr>
<td>34</td>
<td>1954.12.16</td>
<td>U.S.A.</td>
<td>C</td>
<td>7.24</td>
<td>14</td>
</tr>
<tr>
<td>36</td>
<td>1956.02.09</td>
<td>Mexico</td>
<td>D</td>
<td>6.94</td>
<td>15</td>
</tr>
<tr>
<td>38</td>
<td>1959.08.18</td>
<td>U.S.A.</td>
<td>A</td>
<td>7.57</td>
<td>15</td>
</tr>
<tr>
<td>41</td>
<td>1967.07.22</td>
<td>Turkey</td>
<td>E</td>
<td>7.41</td>
<td>15</td>
</tr>
<tr>
<td>42</td>
<td>1968.04.09</td>
<td>U.S.A.</td>
<td>E</td>
<td>6.83</td>
<td>11</td>
</tr>
<tr>
<td>44</td>
<td>1968.10.14</td>
<td>Australia</td>
<td>B</td>
<td>6.89</td>
<td>10</td>
</tr>
<tr>
<td>48</td>
<td>1971.02.09</td>
<td>U.S.A.</td>
<td>D</td>
<td>6.53</td>
<td>18</td>
</tr>
<tr>
<td>50</td>
<td>1975.05.31</td>
<td>U.S.A.</td>
<td>E</td>
<td>5.30</td>
<td>3</td>
</tr>
<tr>
<td>51</td>
<td>1976.02.04</td>
<td>Guatemala</td>
<td>E</td>
<td>7.46</td>
<td>13</td>
</tr>
<tr>
<td>54</td>
<td>1978.09.16</td>
<td>Iran</td>
<td>B</td>
<td>7.48</td>
<td>17</td>
</tr>
<tr>
<td>55</td>
<td>1979.10.15</td>
<td>U.S.A.</td>
<td>E</td>
<td>6.66</td>
<td>8</td>
</tr>
<tr>
<td>58</td>
<td>1980.10.10</td>
<td>Algeria</td>
<td>B</td>
<td>7.25</td>
<td>16</td>
</tr>
</tbody>
</table>

\(^{(1)}\) Taken from Bonilla, Mark and Lienkaemper [30]

\(^{(2)}\) Five principal types of faults are defined: A, normal slip; B, reverse slip; C, normal oblique slip; D, reverse oblique slip; and E, strike slip.

\(^{(3)}\) Surface wave magnitude, \(M_s\).

\(^{(4)}\) Measured in kilometers.
Table 2.2. Uncertainty Distributions for Earthquake Intensity Attenuation Relations

<table>
<thead>
<tr>
<th>Name</th>
<th>PDF, $f_Z(z_y)$</th>
<th>Parameters</th>
<th>Reference</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lognormal</td>
<td>$\frac{1}{\sqrt{2\pi}\varsigma} e^{-\frac{1}{2} \left(\frac{\ln z_y}{\varsigma}\right)^2}$; $0 &lt; z_y$</td>
<td>$\varsigma$</td>
<td>Esteva [75]</td>
<td>1</td>
</tr>
<tr>
<td>Truncated</td>
<td>$\frac{k^*}{\sqrt{2\pi}\varsigma} e^{-\frac{1}{2} \left(\frac{\ln z_y}{\varsigma}\right)^2}$; $0 &lt; z_y \leq z_u$</td>
<td>$\varsigma, z_u$</td>
<td>Kulkarni [113]</td>
<td>2</td>
</tr>
<tr>
<td>Censored</td>
<td>$\frac{1}{\sqrt{2\pi}\varsigma} e^{-\frac{1}{2} \left(\frac{\ln z_y}{\varsigma}\right)^2} + k^* \delta(z_y - z_m)$; $0 &lt; z_y \leq z_m$</td>
<td>$\varsigma, z_m$</td>
<td>Kulkarni [113]</td>
<td>2,3</td>
</tr>
<tr>
<td>Constrained</td>
<td>$\frac{(\ln z_y - a)^{q-1} (b - \ln z_y)^{r-1}}{z_y B(q,r)(b-a)^{q+r-1}}$; $0 &lt; e^a \leq z_y \leq e^b$</td>
<td>$a, b, q, r$</td>
<td>Kulkarni [113]</td>
<td>4</td>
</tr>
<tr>
<td>Bounded</td>
<td>$\frac{15}{16 \sqrt{7\varsigma} z_y} \left[1 - \left(\frac{\ln z_y}{\sqrt{7\varsigma}}\right)^2\right]^2 e^{-\sqrt{7\varsigma} z_y}$; $e^{-\sqrt{7\varsigma}} \leq z_y \leq e^{\sqrt{7\varsigma}}$</td>
<td>$\varsigma$</td>
<td>Zemell [181]</td>
<td>1</td>
</tr>
</tbody>
</table>

Notes

1. $\varsigma^2 = \text{Var} [\ln z_y]$
2. $k^* = \left[1 - \Phi \left(\frac{\ln z_y}{\varsigma}\right)\right]^{-1}$
3. $\Phi(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-\frac{u^2}{2}} du$ is the standard normal cumulative probability.
4. $\delta(.)$ is the Dirac delta function
5. $B(q,r) = \frac{\Gamma(q)\Gamma(r)}{\Gamma(q+r)}$ is the beta function.
STEP 1: Earthquake Sources

Log of number of earthquakes $> M$

STEP 2: Magnitude Recurrence

Peak acceleration

STEP 3: Intensity Attenuation Relationship

Annual probability of exceedence

STEP 4: Evaluation of the Hazard Curve

Fig. 2.1. Probabilistic Seismic Hazard Analysis Procedure
CASE-i

Model for Well Known Fault

CASE-ii

Model for Area with Preferred Fault Orientation

Model for Area with Unknown Faults

Model for Uniform Seismicity

Fig. 2.2. Idealized Earthquake Source Models (Ref. 65)
Fig. 2.3. Surface-wave Magnitude versus Rupture Width, with Regression of Log Width on Magnitude
Fig. 2.4. Effect of PGA Uncertainty Distribution on Seismic Hazard Example (Ref. 113)
3.1. Introduction

A full probabilistic method for assessing seismic hazard is presented in this chapter. In addition to inherent variabilities, the method explicitly takes into account uncertainties in the analysis which arise due to estimation errors and model imperfections, and provides measures of uncertainty on the computed hazard. These measures are given in terms of standard error of estimation on the computed seismic hazard. Also provided are sensitivity factors which show the effect and importance of each variable and parameter on the computed hazard. The information they provide is of vital interest in the analysis to delineate areas where further refinements and data collections would help reduce the dispersion in the computed hazard.

The method is based on numerical and efficient procedures available from the field of structural reliability. In particular, first- and second-order reliability methods (FORM and SORM) are examined and compared with results obtained from "exact" numerical integration and from several simulation procedures (basic Monte-Carlo, antithetic variates and directional simulation). Examples to illustrate these procedures are presented in Chapter 5.

3.2. Definitions of Seismic Hazard

Conventional PSHA is based on the attenuation of one ground motion parameter, usually the peak ground acceleration (PGA), that is believed to adequately describe the intensity of ground motion at the site of interest. It is current knowledge, however, that the destructive potential of earthquakes is better represented by two or more parameters of the ground motion, or even by a combination of them. In particular, in recent years the idea of damageability index of ground motion for a specific class of structures has become popular (e.g., Ref. 103). Such an index is generally expressed as a function of several ground motion parameters, such as PGA or root-mean-square acceleration (RMSA), duration of strong motion, and parameters describing the frequency
content. An example of such is the $PD$ factor defined in Ref. 11 as proportional to $A^2 S / \omega_c^2$, where $A^2$ is the peak mean square value of ground acceleration, $S$ is the strong motion duration, and $\omega_c$, the characteristic frequency of the earthquake ground motion. This index was obtained from the analysis of the response of elastoplastic hysteretic structures subjected to severe earthquake motions. In such instances, a multivariate hazard analysis methodology that considers the joint occurrences of the parameters describing the damageability index is needed. The idea for such analysis was first introduced by Der Kiureghian [65]. The following formulation is based on this notion.

Let a damageability index be expressed as a function $I(Y)$ of ground motion variables $Y = (Y_1, \ldots, Y_m)$, and assume these variables are given in terms of a set of basic variables $X = (X_1, \ldots, X_n)$ that characterize the earthquake event. The latter variables may include the characteristics of the earthquake source, its location, and variables describing the characteristics of the wave propagation path and local site effects. The relation between $Y$ and $X$ is expressed as

$$Y = A(X)$$  \hspace{1cm} (3.1)

where $A$ is a function vector of $X$ with elements $A_i(X)$. Given such ground motion representation, the seismic hazard for a given site can be defined in several ways. We define **marginal hazard** for the $i$-th intensity parameter $Y_i$ as the probability of $Y_i$ exceeding a level $y_i$ in a given earthquake event, i.e.,

$$h_i = P (Y_i > y_i) = \int_{A_i(x) > y_i} f_X(x) \, dx$$  \hspace{1cm} (3.2)

which is basically the same equation as Eq. 2.30 for a single seismic source. This formulation is useful when several ground motion parameters are to be considered simultaneously and independently, as is done in the programs FRISK and SRAP.

We define **union hazard** as the probability of exceedance of any of several ground motion parameters above their respective thresholds in a given earthquake event. Union hazard is expressed as

$$H_U(y) = P \left( \bigcup_{i=1}^k Y_i > y_i \right) = \int_{\bigcup \{ A_i(x) > y_i \}} f_X(x) \, dx$$  \hspace{1cm} (3.3)
where $H_u(.)$ denotes the total hazard and $y$ is a vector with elements $y_i$. There are many practical situations where the union hazard is of interest. One example is when the failure of a structure (collapse, damage or serviceability), is defined as the exceedance of any of the ground motion parameters $Y = (A, V, D, S)$, above the levels $y = (a, v, d, s)$, where $A$ is peak acceleration, $V$ is peak velocity, $D$ is peak displacement, and $S$ is strong ground motion duration. In a similar way, intersection hazard is defined as the probability of simultaneous exceedance of each intensity parameter $Y_i$ above the respective threshold $y_i$, i.e.,

$$H_i(y) = P \left( \bigcap_{i=1}^{k} Y_i > y_i \right) = \int_{\bigcap_{i=1}^{k} A_i(x) > y_i} f_X(x) \, dx$$  \hspace{1cm} (3.4)

This definition of hazard is useful for a complex structure with several lines of defense or components whose joint failure produces the global failure of the structure. A tall building whose system to withstand earthquake lateral forces is composed by shear walls and a peripheral moment-resisting frame is an example of such a redundant structural system.

A more comprehensive formulation of the seismic hazard is specified by the generalized hazard, defined as

$$H(y) = P \left( g(Y) \leq 0 \right) = \int_{g(A(x)) \leq 0} f_X(x) \, dx$$  \hspace{1cm} (3.5)

where $g(.)$ is a selected function of the random variables $Y$. The three cases defined above are special cases of this generalized hazard. For instance, the marginal hazard for the $i$-th component of $Y$ is obtained by defining $g(Y) = y_i - Y_i$. Furthermore, $g(Y) = \min_i (y_i - Y_i)$ defines the union hazard and $g(Y) = \max_i (y_i - Y_i)$ defines the intersection hazard.

The generalized hazard formulation is used to compute the hazard associated with the exceedance of the damageability index, $I(Y)$, above a threshold $i$. To do this, we define $g(Y) = i - I(Y)$. As an example, consider the earthquake destructive potential factor $PD$ defined earlier. For that case, the function $g$ takes the form

$$g(Y) = pd - 262 \frac{A^2 S}{\omega^2}$$  \hspace{1cm} (3.6)
where \( Y = (A^2, S, \omega_e) \), is the vector of parameters that characterize the earthquake destructive potential, \( A^2 \) is measured in \( \text{cm}^2 \text{ sec}^{-4} \), \( S \) in \( \text{sec} \) and \( \omega_e \) in \( \text{rad/ sec} \), and \( pd \) is the specified threshold, measured in \( \text{cm}^3 \text{ sec}^{-2} \).

When the surface defined by \( g(Y) = 0 \) is smooth, the computation of the integral in Eq. 3.5 is similar to that of the marginal hazard from Eq. 3.2. If \( g(Y) \) is not a simple function, as in the cases of union and intersection hazard presented above, more complex procedures that also involve the computation of the marginal hazards should be used. These methods will be discussed later in this chapter. In both cases, a multifold integral must be computed. A general form of this function corresponding to a non-smooth case is \( g(.) = \bigcup_{k \in C_k} \bigcap_{i \in C_i} g_i(.) \leq 0 \), where \( C_k \) denotes a collection of components whose joint failure constitute the failure of the system.

The integral in Eq. 3.5 (or that in Eq. 3.2) poses two problems: One is the formulation of the joint PDF of \( X \) when many dependent variables are involved, and the second is the evaluation of the multifold integral over the subspace of \( X \) for which \( g(Y) \leq 0 \) (or \( A_i(x) > y_i \) in the latter case). These topics are discussed in the following two sections.

3.3. Models for Multivariate Distributions

For dependent variables joint distribution models are needed. Multivariate distribution models are limited for use in direct statistical estimation [96]. Two families are particularly useful: (a) joint distribution models formulated through conditional distributions; (b) joint distribution models formulated by marginal distributions and joint statistics, for example, covariances or coefficients of correlation.

The first family of multivariate distribution models is formulated by repeated use of the definition of conditional probability density function (conditional PDF),

\[
f_X(x) = f_X(x_n | x_1, \ldots, x_{n-1}) \cdots f_X(x_2 | x_1) f_X(x_1)
\]

where \( f_X(x_i | x_1, \ldots, x_{i-1}) \) denotes the conditional PDF of \( X_i \) given \( X_1 = x_1, \ldots, X_{i-1} = x_{i-1} \). By selecting appropriate distributions for the conditional PDFs, a variety of multivariate distributions can be developed. This model is useful when information is available in terms of the conditional
distributions. One example of this kind is the distribution of shortest distance from a site to the rupture area in a defined fault, which can be formulated conditional on the dimensions of the source (i.e., rupture length, width, etc.). Another example is the distribution of residuals in a regression analysis, such as the distribution of rupture length for a given magnitude.

The second family of distributions is constructed based on the knowledge of marginal distributions and the second-moment joint statistics of the variables. This model is obtained by use of marginal transformations of the variables into standard normal variates and the assumption of joint normality of the standard variates [96, 116]. According to this model, the joint PDF of $X$ is

$$f_X(x) = \frac{f_{X_1}(x_1) \cdots f_{X_n}(x_n)}{\phi(z_1) \cdots \phi(z_n)}$$

(3.8)

where $f_{X_i}(x_i) = \frac{d[F_{X_i}(x_i)]}{dx_i}$ is the marginal PDF of $X_i$; $z_i = \Phi^{-1}[F_{X_i}(x_i)]$ in which $\Phi^{-1}$ is the inverse of the cumulative standard normal probability; $\phi(.)$ is the standard normal PDF; and $\Phi_n(z,R_0)$ is the $n$-dimensional normal PDF of zero means, unit standard deviations, and correlation matrix $R_0$. The elements $\rho_{o,j}$ of $R_o$ are obtained from relations given in Ref. 116 in terms of the original correlation coefficients $\rho_{ij}$ and the marginal distributions of $i$ and $j$. The above model is valid as long as each marginal CDF $F_{X_i}(x_i)$ is continuous and strictly increasing and $R_0$ is positive definite. This condition is satisfied in nearly all situations of practical interest.

3.4. Methods for Computation of Seismic Hazard

In the current methods of earthquake hazard assessments the integral in Eq. 3.5 is computed numerically, except for some trivial cases. Thus, the number of random variables to be incorporated in the analysis is limited to only a few (usually less than four), since the addition of each new variable adds a new fold to the integral. The modeling of the earthquake process is necessarily simplified to accommodate this restriction. This certainly poses a serious limitation to the formulation of the seismic hazard problem.

As an example, in the program SEISRISK II [19] a maximum of four random variables can be incorporated directly in the analysis, namely, magnitude, $M$, distance, $R$, uncertainty in the attenuation law, $Z_r$, and uncertainty in the rupture-length relationship, $Z_l$. The effects of variability in
other parameters, such as the seismicity parameter \( b \), or the maximum magnitude \( m_1 \), are either ignored or are examined by repeated analysis, with different values for the parameter. The ability of computing the integral from Eq. 3.5 defines the degree of complexity, or realism, that can be incorporated in the modeling. For instance, when that integral is solved analytically, as in the Cornell approach, not more than three random variables can be used to characterize the problem: magnitude \( M \), distance from the site to the earthquake, \( R \), and uncertainty in the attenuation relation, \( Z_y \). The zone of earthquake energy release can only be modeled as a point and the attenuation relation used is of the form of Eq. 2.27.

Numerical integration, on the other hand, although it permits a somehow improved earthquake modeling has its limitations. The number of variables to incorporate in the modeling and the degree of complexity of the intensity attenuation relationship are often restricted. However, this is the approach in the current procedures of seismic hazard analysis. Most, if not all, computer programs for seismic hazard perform a numerical calculation of Eq. 3.5 (see section 2.9 of Chapter 2).

In this last case, the release of energy from the earthquake is usually modeled as occurring along a line rupture, the length of this rupture being a function of earthquake size. Explicit uncertainty in the ground motion intensity and rupture-length relationships is often incorporated in the formulation. However, inclusion of uncertainty in other parameters is not considered except for indirect procedures that demand repeated computations of Eq. 3.5. The use of complex modeling of the attenuation of earthquake intensity, such as that described in Ref. 10 to represent the azimuthal effect of intensity attenuation, is also cumbersome from the computational standpoint.

Even when the distribution of the random variables is specified, the computation of the integral in Eqs. 3.2, 3.3, 3.4, or 3.5 can be difficult. A direct numerical evaluation of the integral is often impractical because of the large dimension. However, integrals of this kind have been of interest in structural reliability for a long time and efficient techniques for their evaluation are now available [9, 120]. Basically, these techniques consist of two steps: (1) Transformation of the variables into the standard normal space; (2) Replacement of the boundary of the integration domain in the standard space with an approximating boundary for which the exact or approximate solution of
the integral exists. A detailed description of this procedure and the solution alternatives is presented in the following sections.

The solution procedure outlined above enables the analyst to carry out a full probabilistic description of the earthquake hazard problem without limitation of the number of variables it can accommodate. Sensitivity factors, representing partial derivatives of the hazard with respect to various parameters, are byproducts of the analysis and are easily computed. They are measures of influence on the hazard of the variabilities arising from various random variables, and of various parameters included in the modeling. They are also used to estimate the standard error of the computed hazard. This methodology is described in section 3.5.

3.4.1. Structural Reliability Methods

Two classes of problems arise in structural reliability: structural component reliability problems, and structural system reliability problems. Solution approaches for both kinds of problems are addressed below.

3.4.1.1. Structural Component Reliability Methods

The component reliability problem deals with the computation of the multifold integral in Eq. 3.2, and Eq. 3.5 in certain cases. The technique for fast and efficient computation of this integral consists of two steps. The first step involves a one-to-one transformation of the basic variables such that

$$U = T(X)$$  \hspace{1cm} (3.9)

where $U$ is a vector of uncorrelated and standardized normally distributed variables, i.e., with zero means and unit standard deviations. Examples for such transformations are available in the literature [90, 69].

The simplest definition of the transformation $T$ appears when the basic variables are mutually independent with CDF's $F_X$. Each variable can then be transformed separately with the transformation defined by the identities

$$\Phi(u_j) = F_X(x_j)$$  \hspace{1cm} (3.10)
where \( \Phi(.) \) is the cumulative standard normal distribution. The transformation is thus

\[
T: \quad u_i = \Phi^{-1}(F_X(x_i)) \quad i = 1, \ldots, n \tag{3.11}
\]

with the inverse transformation

\[
T^{-1}: \quad x_i = F_X^{-1}(\Phi(u_i)) \quad i = 1, \ldots, n \tag{3.12}
\]

For variables with joint PDF defined by Eq. 3.8, the transformation to the standard normal space is given by

\[
T: \quad U = L_{\text{o}}^{-1} \begin{bmatrix} \Phi^{-1}(F_{x_1}(x_1)) \\ \vdots \\ \Phi^{-1}(F_{x_n}(x_n)) \end{bmatrix} \tag{3.13}
\]

where \( L_{\text{o}}^{-1} \) is the lower-triangular decomposition of \( R_{\text{o}} \). When the basic variables are defined through the conditional distributions, the Rosenblatt transformation [145] has been suggested by Hohenbichler and Rackwitz [90] as a good choice. The transformation is defined by

\[
T: \quad u_1 = \Phi^{-1}(F_1(x_1)) \\
\quad u_2 = \Phi^{-1}(F_2(x_2|x_1)) \\
\quad \vdots \\
\quad u_n = \Phi^{-1}(F_n(x_n|x_1, \ldots, x_{n-1})) \tag{3.14}
\]

where \( F_i(x_i|x_1, x_2, \ldots, x_{i-1}) \) is the cumulative density function of \( X_i \) conditional upon \((X_1 = x_1, \ldots, X_{i-1} = x_{i-1})\). The transformation first transforms \( X_1 \) into a standardized normal variable, \( U_1 \). Then the conditional variable \( X_2 | X_1 = x_1 \) is transformed into a standardized normal variable, and so forth.

The inverse transformation can be obtained in a stepwise manner as

\[
T^{-1}: \quad x_1 = F_1^{-1}(\Phi(u_1)) \\
x_2 = F_2^{-1}(\Phi(u_2|x_1)) \\
\quad \vdots \\
x_n = F_n^{-1}(\Phi(u_n|x_1, \ldots, x_{n-1})) \tag{3.15}
\]

In most situations, and seismic hazard analysis is not an exception, the transformations \( T \) and its inverse \( T^{-1} \) must be determined numerically.
Unless specified otherwise, it will be assumed that \( g(. \) is a smooth function of the vector of intensity variables, \( \mathbf{y} \). The integration domain in the transformed space is expressed by \( g(T^{-1}(u)) \leq 0 \). Thus, the boundary of integration in Eq. 3.5 is defined now by \( g(T^{-1}(u)) = G(u) = 0 \) and the integral to compute is expressed as

\[
H = \int_{G(u) = 0} \phi(u) \, du
\]

where \( \phi(u) \) denotes the standard multinormal density of \( u \) and \( H \) represents the probability of exceedance of intensity level \( y \). In the terminology of structural reliability, the function \( G(u) \) is known as the limit-state function, the boundary of integration \( G(u) = 0 \) as the limit-state surface and \( H \) as the probability of failure. A word of caution is necessary, since failure in this case does not necessarily mean actual failure of the structure or facility under study if level \( y \) is exceeded. It should be interpreted only in the binary meaning of "success" and "failure", when a certain condition is satisfied or not.

The reasons for the transformation defined in Eq. 3.9 are two useful properties of the standard normal space. One is that the probability density in that space is rotationally symmetric about the origin and decays exponentially with the square of the distance from it. The second property is that the probability contents for some simple subsets in arbitrary dimensions are available. These two properties are the bases for the efficient techniques of integration of Eq. 3.5 mentioned above, namely the First- and Second-Order Reliability Methods, FORM and SORM.

### 3.4.1.1. FORM Approximation

The first property states that in the uncorrelated standard normal space, equal probability density points are located on concentric hyperspheres with the center at the origin (mean point). Thus, in this space the point \( u^* \) on the integration boundary which has minimal distance to the origin has the highest probability density in the region of integration. This point is known as the design point.

The value of the integral in Eq. 3.16 can be obtained analytically only for some simple integration boundaries. One of the simplest case is when the boundary corresponds to an hyperplane, in which case the probability content of the subset of the standard normal space defined by such sur-
face, i.e., the approximation of Eq. 3.16, is

$$H_{FO} = \Phi(-\beta)$$  \hspace{1cm} (3.17)

where $H_{FO}$ is the first-order approximation of the hazard and $\beta$ is the distance from the origin to the hyperplane. A first-order approximation for Eq. 3.16 is provided by Eq. 3.17, meaning that the integration boundary $G(u) = 0$ is approximated by an hyperplane.

The issue becomes now where to approximate the boundary. It is sound to approximate the boundary at a point where its contribution to the total integral and that of its neighborhood is high. The design point satisfies this condition by definition. Additionally, and since the probability content decays exponentially with distance away from this point, the errors due to the departures between the "true" and "approximated" boundary will not be significant. Thus, the FORM approximation of Eq. 3.5 is given by Eq. 3.17 where $\beta$, the shortest distance between the design point and the origin, is defined as

$$\beta = \alpha^T u^*$$  \hspace{1cm} (3.18)

in which

$$\alpha = \frac{-\nabla_u G(u^*)}{|\nabla_u G(u^*)|} = \frac{1}{\beta} u^*$$  \hspace{1cm} (3.19)

is the vector of direction cosines along the axes $u_i$'s. The value $\beta$ so defined is known as the reliability index.

This approximation works well as long as the limit-state surface has only one minimal distance point and when it is nearly flat in the neighborhood of the design point.

3.4.1.1.2. SORM Approximation

When the surface is nonflat, which occurs when $G(u)$ and/or the transformation, $T$, are/is non-linear, a second-order approximation to $H$, denoted $H_{SO}$, is obtained by approximating the boundary of integration by a second-order surface at $u^*$, usually a hyperparaboloid or a hypersphere.

Several approximations of $H_{SO}$ have been derived in recent years. The simplest of these, based on a paraboloid fitting, is due to Breitung [34] which was later modified by Hohenbichler [88].
\[ H_{SO} = \Phi(-\beta) \prod_{i=1}^{n-1} (1 + \psi(-\beta) \kappa_i) \frac{1}{\beta} \]  

(3.20)

where \( n \) is the number of variables, \( \kappa_i \) are the main curvatures of the limit-state surface or an approximating hyperparaboloid at the design point, taken positive for a convex surface with respect to the origin, and \( \psi(-\beta) = \phi(\beta) / \Phi(-\beta) \). For large \( \beta \), \( \psi(\beta) \rightarrow \beta \), and Eq. 3.20 tends asymptotically to Breitung's formula. Three other formulas have been developed later by Tvedt [163, 164] based also on paraboloid fitting of the limit-state surface, which have been examined in Ref. 68. These first- and second-order approximations are conceptually illustrated in a two-dimensional space in Fig. 3.1.

The approximations generally work well, as long as the limit-state surface has only one minimal distance point. This is because, with only one such point most of the contribution to the probability of interest in the integral of Eq. 3.5 comes from the neighborhood of the point on the integration boundary which is nearest to the origin, where the limit-state surface is well approximated. When it has several local minimal distance points, approximate bounds on the probability integral may be obtained by fitting planar or parabolic surfaces at all such points [70].

The selection of the "best" hyperparaboloid to approximate the integration boundary has been a matter of recent study. The two main approaches proposed in the literature are: (1) the curvature-fitted paraboloid and (2) the point-fitted paraboloid. In both cases the hyperparaboloid is tangent to the boundary at the design point. The difference is that in the first case the hyperparaboloid maintains the main curvatures of the surface at the design point [34], whereas in the second it is fitted to selected points on the surface [68].

A considerable effort is spent computing the curvatures of the limit-state surface in the first case, hereafter called SORM-CF, since the full \( n \times n \) curvature matrix at the design point is required. In the point-fitted case (SORM-PF) fewer computations are required to define the hyperparaboloid in most cases, since only the coordinates of the fitting points are required. In addition, with the curvature-fitted surface one has to either compute one or more determinants of order \( n-1 \) or solve an eigenvalue problem of the same order to compute \( H_{SO} \). Such evaluations are not needed for the point-fitted surface since the principal curvatures are directly computed.
In this last case the approximating hyperparaboloid is defined by fitting to a set of discrete points selected on the limit-state surface at prescribed distances from the design point, \( u^* \). These fitting points are selected so as to provide a good fit over a large segment of the neighborhood of \( u^* \). An alternative method to the one presented in Ref. 68 to select these fitting points is presented below.

The point-fitted hyperparaboloid. Following Ref. 68, the second-order approximation is considered in a rotated standard space \( U' \) in which the \( u_i^* \) axis coincides with the design point (see Fig. 3.2). The orthogonal transformation

\[
U' = RU
\]  
(3.21)

is used for that purpose, where the \( n \)th-row of \( R \) is selected to be \( u^*/(u^* T u^*)^{1/2} \).

The fitting points, \( 2(n - 1) \) in number, are selected along the coordinate axes in the rotated space. Along each axis \( u_i^* \), \( i = 1, \ldots, n - 1 \), two points on the limit-state surface are selected such that their probability density is a specified ratio, \( \gamma_r \), of the probability density at the design point, i.e.,

\[
\frac{\text{PDF of } u_{+i}}{\text{PDF of } u^*} = \frac{\phi(|u_{+i}|)}{\phi(|u^*|)} = e^{-\frac{1}{2}(\rho - \beta^2)}
\]  
(3.22)

where \( u_{\pm i} \) are the fitting points on the positive and negative sides of the \( u_i^* \) axis, and \( \rho \) is the distance from the fitting points to the origin. This condition, different from that imposed in Ref. 68 to select the fitting points, serves two purposes: (1) to ensure that the points exist in all situations, and (2) to make a consistent approximation for all situations.

In Ref. 68 the fitting points were selected such that their abscissa is a fixed fraction \( \pm k \) of the distance \( \beta \) between the design point and the origin. The value of the parameter \( k \) was defined as

\[
k = \begin{cases} 
1 & \text{for } \beta \leq 3 \\
\frac{3}{\beta} & \text{for } \beta > 3 
\end{cases}
\]  
(3.23)

The rationale for this rule was that \( \gamma_r \) should not be too small because it would be undesirable to select fitting points with much lower probability density than the design point. However, this condition is not satisfied by just limiting the value of the abscissa of the fitting point in the standard
normal space. As a counter example, we examine the probability content of two points in the standard space, one with coordinates \((k\beta, 0)\) and the other, \((k\beta, \infty)\). Among all points with fixed abscissa \(k\beta\), the first has the largest probability density \((\exp[-(k\beta)^2/2])\) whereas the second has the lowest (zero). Therefore, it is clear that using the rule specified in Ref. 68 the fitting points obtained are of uneven probability content, some comparable to that of the design point \((\exp[-\beta^2/2])\), others much lower. The approximation in some cases is appropriate whereas is inadequate in others, since the fitted paraboloid may not closely approximate the true surface in the vicinity of the design point.

There are other situations for which this procedure is not suited. As an example, if the limit-state surface in the rotated standard space tends asymptotically to a line parallel to the ordinate axis located at a distance less than \(k\beta\), as depicted in Fig. 3.3, the fitting point is never reached. This can happen, for instance, when the transformation for any variable is highly nonlinear, say from exponential to normal distribution. Unfortunately, this is the case for several variables in seismic hazard analysis, where normality is hardly justified, such as depth of focus, location of epicenter on a finite fault, seismicity parameter \(b\), magnitude \(M\).

In the SORM-PF method, the principal directions of the approximating hyperparaboloid are selected to coincide with the coordinate axes in the rotated space, regardless of the orientation of the principal directions of the limit-state surface. The approximating \(n\)-dimensional paraboloid, thus, is defined by

\[
\frac{1}{1 + \beta \hat{K}_i} = \frac{1}{2} \left( \frac{1}{\sqrt{1 + \beta \hat{K}_{+i}}} + \frac{1}{\sqrt{1 + \beta \hat{K}_{-i}}} \right) \quad (3.25)
\]

where \(\hat{K}_i\) are the curvatures of the two semiparabolas. The specific value of \(\gamma_r\) to be chosen for finding the fitting points is examined in Chapter 4 through numerical examples.
Algorithm for computing $u^*$ and the fitting points. The main effort in the first- or second-order reliability method is in finding the minimum distance point, $u^*$. This is formulated as a constrained optimization problem:

$$\begin{align*}
\text{minimize} & \quad |u| \\
\text{subject to} & \quad G(u) = 0
\end{align*}$$

(3.26)

Standard solution algorithms for this problem are available [120, 117]. Starting from an initial point $u_0$, these algorithms typically generate a sequence of points $u_1, u_2, \ldots$, which converge at a minimum-distance point, provided the algorithm is stable.

Any procedure for computing roots is suitable for finding the fitting points, provided that stability and convergence are satisfied. The secant rule, also suggested for the original point-fitting procedure [68], can be used for the modified version presented here. The search algorithm for the fitting points proceeds as follows:

1. Compute the distance $\rho$ that defines points in the standard space with specified ratio of probability $\gamma$, with respect to the design point.
2. Sweep along the circle of radius $\rho$, of equal probability density, until intercepting the limit-state surface. The secant method may be used for this purpose.
3. If a solution is found, stop the procedure; if a solution is not found, i.e., the limit-state surface does not contain points with probability density $\gamma$, times that of the design point, where $\gamma << 1$, then it means that $u^*$ is not the actual design point. The above optimization algorithm will have to be resolved with a different starting point to obtain the correct solution for $u^*$.

This procedure is depicted in Fig. 3.4.

3.4.1.2. System Reliability Methods

When the general formulation of the seismic hazard from Eq. 3.5 is used and the $g$ function is non-smooth, as defined earlier, then a system reliability solution strategy is required. Methods of solution for systems reliability are discussed, for example, in Refs. 9 and 120. A brief description is presented in the following paragraphs.
Two special classes of systems can be recognized, which require different solution techniques:

(a) **Series Systems**, where the failure of the system occurs when any component of the system fails; and (b) **Parallel Systems**, where the failure of the system occurs when all components of the system fail. The first case can be recognized as a case of union hazard and the latter, of intersection hazard. Examples of both situations can be found in seismic hazard analysis, as discussed before.

For the case of union hazard (formulation equivalent to series system), if all limit states are positively correlated then the seismic hazard is bounded by [53]

$$\max_i h_i \leq H(y) \leq 1 - \prod_{i=1}^{k} (1-h_i) \approx \sum_{i=1}^{k} h_i$$

(3.27)

where the approximation shown for the upper bound is valid for small probabilities only. This bounds are termed *Unimodal Bounds*. An improvement to these rather loose bounds is obtained with the *Bimodal Bounds* [70]

$$h_1 + \sum_{i=2}^{k} \max \left\{ h_i - \sum_{j=1}^{i-1} h_{ij} : 0 \right\} \leq H(y) \leq h_1 + \sum_{i=2}^{k} \left[ h_i - \max_{j<i} h_{ij} \right]$$

(3.28)

where $h_{ij} = P(Y_i > y_i \cap Y_j > y_j)$ and $k$ is the total number of marginal hazards considered. First- and second-order approximations of $h_i$ and $h_{ij}$ can be computed, as discussed in Ref. 120. The bounds depend on the numbering of the failure modes, and different orderings may correspond to the largest lower bound (infimum) and the lowest upper bound (supremum). Practical experience recommends ordering the limit states in decreasing order of the probability of exceedance.

Combinations of the basic cases already discussed are sometimes found in practice. The solution approach should be examined separately for each case. Bounds for the case of intersection hazard (equivalent to parallel system formulation), although available are of little use. First- and second-order approximations and asymptotic expressions for the generalized seismic hazard are also available [120, 89]. At the present time, there is little practical experience with these methods and their appropriateness should be assessed in each situation.
3.4.2. Simulation Methods

Under certain circumstances, neither numerical integration nor FORM/SORM methods are feasible or sufficiently accurate to use. One of these examples is the generalized seismic hazard case that involves intersections or unions of $g$ functions or combinations thereof, similar to the general system reliability problem. Simulation methods are gaining interest for use in the assessment of system reliability. Efficient simulation methods have been suggested in recent years that can be easily applied to the seismic hazard problem. In some particular cases only a simulation approach will allow the analyst to obtain an accurate estimate of the seismic hazard. For instance, they may be used to examine the accuracy of results obtained by an approximate method. Hence, a brief description of these methods follows.

3.4.2.1. Basic Monte Carlo Simulation

Basically, Monte Carlo simulation is a sampling technique where the observations are artificially generated by a computer in accordance with the probability distributions of the random variables [146, 9]. The results from Monte Carlo simulation can be treated statistically. It should be noted that, as in ordinary sampling, the results of a Monte Carlo simulation are not "exact" unless the simulated sample size is infinitely large. Additionally, errors in the Monte Carlo simulation method may arise from the underlying procedures for generating random numbers.

The results from the simulation procedure can be expressed statistically by its mean

$$
\hat{\mu}_H = \frac{1}{N} \sum_{i=1}^{N} p_i
$$

(3.29)

where $N$ is the number of simulations and $p_i$ is an indicator variable equal to one when $g(y) \leq 0$ (success) and zero otherwise (failure). The variance of the estimation may be estimated by

$$
\hat{\sigma}_H^2 = \frac{1}{N(N-1)} \sum_{i=1}^{N} (p_i - \hat{\mu}_H)^2
$$

(3.30)

Confidence intervals for the estimate can be obtained using the mean and standard deviation calculated from Eqs. 3.29 and 3.30. If $N$, the number of simulations, is sufficiently large the distribution of $H$ can be assumed to be normal by the central limit theorem. The $(1-\alpha)$ confidence interval of the estimate then is
\[ \langle H \rangle_{1-\alpha} = (\hat{\mu}_H - \Phi^{-1}(1 - \alpha/2) \delta_H ; \hat{\mu}_H + \Phi^{-1}(1 - \alpha/2) \delta_H) \]  

(3.31)

In seismic hazard analysis, the probability values of interest usually are of the order of $10^{-3}$ or less, for usual structures and facilities. This implies that $N$ must be very large to obtain a reliable estimate of the seismic hazard since it takes in average $1/H$ simulations to obtain one outcome of $X$ with $p_i = 1$, and at least 50 such realizations to obtain a reliable estimate.

A number of procedures are available to reduce the error (or variance) without increasing the number of simulations. One such procedure, which is employed in some of the examples in Chapter 5, is discussed below.

3.4.2.2. Simulation with Antithetic Variates

This method was developed in 1956 [84]. Basically, for each simulated vector $X$ an additional outcome $X'$ is computed, such that each pair of the corresponding random variables is negatively correlated, i.e., $\text{Cov}(x_i, x_i') < 0$. The improvement in the accuracy of the estimator depends on the problem.

The procedure is described as follows: (1) a set of $n$ uniformly distributed random numbers $u_1, u_2, \ldots, u_n$ is generated and transformed to obtain $X$; (2) the related set of random numbers $1 - u_1, 1 - u_2, \ldots, 1 - u_n$ is transformed to obtain $X'$ and the values of the indicator $p_i$; (3) each of these two realizations is treated independently to compute $g(X)$.

3.4.2.3. Directional Simulation

This method has been suggested as a tool for evaluating the multi-normal distribution function [62]. It is only recently that it has been applied to structural reliability problems [23]. The $n$-dimensional standard normal vector $U$ is expressed as $U = RV$, with $R$ positive. The random variable $R^2$ has a chi-square distribution with $n$ degrees of freedom, and is independent of the random unit direction vector $V = (V_1, V_2, \ldots, V_n)$ having a uniform distribution over the $n$-dimensional unit sphere $\Omega_n$ in the space of $U$. The seismic hazard is computed by conditioning on $V = v$

\[
H(y) = \int_{v \in \Omega_n} P(G(RV) \leq 0 | V = v) f_V(v) \, dv \\
= \int_{v \in \Omega_n} P(G(Rv) \leq 0) f_V(v) \, dv
\]  

(3.32)
where \( f_y(v) \) is the density of \( V \) on the unit sphere. The main idea in this method is to compute the conditional probability analytically and the integral by simulation. Since the conditional probability usually has a small value, high level of accuracy can be achieved with a relatively small number of simulations of \( V \). The conditional probability is computed using the distribution of \( R \). The values of \( r \) for which \( G(rv) \leq 0 \) are usually given by the interval \([r_o, \infty)\), thus, the desired probability is given by

\[
P(G(Rv) \leq 0) = P(R \geq r_o) = 1 - \chi^2_n(r_o^2) \quad r_o \geq 0
\]  
(3.33)

where \( \chi^2_n \) is the chi-square distribution function of \( n \) degrees of freedom, and \( r_o \) is the root of the equation \( G(rv) = 0 \). Three special situations should also be considered: (1) the solution interval is \((0, r_o] \); (2) there are multiple roots for the equation; and (3) there is no solution. The first case corresponds to a situation where the probability of exceedance is rather large. This situation is not common in structural reliability but it might occur in seismic hazard analysis, especially when the complete seismic hazard curve is needed. In such a case, the probability from Eq. 3.33 is computed as

\[
P(G(Rv) \leq 0) = P(R \leq r_o) = \chi^2_n(r_o^2) \quad r_o \geq 0
\]  
(3.34)

When there are multiple roots, the probability of interest can be computed exactly provided all the roots are identified. For that case the above-mentioned probability is computed as

\[
P(G(Rv) \leq 0) = 1 - \sum_{i=0}^{l} I[0.5(r_i + r_{i+1})v][\chi^2_n(r_{i+1}^2) - \chi^2_n(r_i^2)]
\]  
(3.35)

where \( r_0 = 0, r_{l+1} = \infty \), and \( r_1, r_2, \ldots, r_l \) are the ordered positive roots of the limit-state equation \( G(rv) = 0 \), and \( I[.] \) is an indicator function defined by

\[
I[v] = \begin{cases} 
0 & \text{if } G(rv) \leq 0 \\
1 & \text{otherwise}
\end{cases}
\]  
(3.36)

The root \( r_o \) (or roots \( r_j, j = 1 \ldots l \) when more than one), corresponding to each vector \( v_i \), are found by any suitable procedure. In situations when the line defined by the direction \( v_i \) does not intercept the \( n \)-dimensional surface \( G(rv) = 0 \), or when the value of \( r_o \) (or \( r_1 \) for the multiple roots case), is far too large to compute the probability in Eq. 3.33 or Eq. 3.34 (Eq. 3.35, in the latter case), the value of the conditional probability is approximated by zero.
The computation proceeds as follows:

1. Generation of \( N \) outcomes \( v_1, v_2, \ldots, v_N \) of the unit vector \( \mathbf{v} \).

2. For each outcome \( v_i \), determine the root or roots along the direction as defined above and compute the conditional failure probability \( p_i \) from Eq. 3.33, Eq. 3.34 or Eq. 3.35.

3. Estimate the mean and variance of the probability and the confidence interval from Eqs. 3.29-3.31.

Mixing the antithetic variates method with the directional simulation procedure is also feasible. For each simulated direction vector \( v_i \), a corresponding antithetic direction vector, \( v_i' = -v_i \), is computed. The procedure is then followed considering the vectors \( v_i \) and \( v_i' \) as independent simulations. The resulting variance is smaller than that using one direction and twice the number of simulations.

These simulation procedures can be combined with FORM and SORM for further improvement of the results. As an example, directional simulation combined with second-order approximations of the limit-state surface has been recently used [115] with considerable reduction of the computation effort.

3.5. Sensitivity Analysis and Analysis of Uncertainties

In the past the analysts of seismic hazard do not appear to have been overly concerned with the assessment of sensitivities and uncertainties in the estimate of seismic hazard. However, an estimate without a measure of the error is practically meaningless. Different methods have been recently used to provide an assessment of the dispersion of the probabilistic seismic hazard estimate (see Chapter 2 section 2.8). All of these methods require repeated analysis with different sets of parameters, with the results treated statistically to compute the mean, standard deviation and fractiles of the hazard estimate. From this information, confidence intervals can be defined under certain assumptions of the distribution of the computed hazard. No systematic methods for sensitivity analysis in seismic hazard evaluation have been developed yet. Such analysis can help identify areas where refinements in the modeling or in the parameter estimation will have greater influence in reducing the dispersion
in the estimated hazard. Systematic methods based on FORM and directional simulation for computing sensitivities and uncertainties of seismic hazard are described in this section.

3.5.1. Sensitivity Analysis

The reliability methods described in the preceding section present the additional advantage of providing measures of sensitivities of the computed probability to the different variables and parameters involved, with no or little extra effort. As a byproduct of the optimization algorithm to find the nearest point, a vector \( \alpha \) (the normalized gradient vector at the design point) representing partial derivatives of the hazard with respect to variations in the components of the standard normal vector \( U \), is obtained from Eq. 3.19. The values \( \alpha_i \) are often referred to as the sensitivity factors in the terminology of structural reliability. They represent sensitivities of the first-order estimated hazard with respect to the design point. The transformed version of the preceding vector, \( \gamma \), representing partial derivatives of the hazard with respect to the components of the original random vector \( X \), can also be obtained

\[
\gamma = -\frac{\nabla_X g(x^*)}{|\nabla_X g(x^*)|}
\]

where \( x^* = T^{-1}(u^*) \) is the design point in the original space. Similar sensitivity measures with respect to any desired model parameter (e.g., a parameter of the attenuation law or a parameter of the probability distribution of the magnitude \( M \)) can be readily computed in terms of \( \alpha \) [120].

Apart from the sensitivity measures with respect to the basic random variables present in the formulation of the hazard, two additional sets of these measures can be obtained: (a) sensitivity measures with respect to distribution parameters and (b) sensitivity measures with respect to parameters in the limit-state function. Expressions for these measures are described below.

3.5.1.1. Sensitivity with respect to Distribution Parameters

Let the distribution of \( X, F_X(x, \psi) \), be specified in terms of a set of parameters \( \psi \). The vector \( \psi \) contains parameters that are used to describe the distribution, e.g., means, variances, and correlation coefficients. Thus, the transformation from Eq. 3.9 can be written as
\[ U = T(X, \Psi) \]  
(3.38)

The partial derivatives of the reliability index \( \beta \) with respect to the components of the vector \( \psi \) are computed making use of the expression \( \beta^2 = u^* T u^* \) obtained by replacing the expression of \( \alpha \) from Eq. 3.19 in Eq. 3.18, as

\[
\frac{\partial}{\partial \psi_i} \beta(\psi) = \frac{1}{\beta} u^* T \frac{\partial}{\partial \psi_i} u^* = \frac{1}{\beta} u^* T (x^*, \psi)
\]  
(3.39)

Replacing Eq. 3.19 in the above equation,

\[
\frac{\partial}{\partial \psi_i} \beta(\psi) = \alpha^T \frac{\partial}{\partial \psi_i} T(x^*, \psi)
\]  
(3.40)

In vector form for all elements of \( \psi \):

\[
\nabla_\psi \beta = \alpha^T J_{u^*} \psi
\]  
(3.41)

where \( J_{u^*} \psi \), the Jacobian of the transformation, is calculated with \( x^* \) fixed. Hence, sensitivities to the first-order failure probability estimate \( H \) is, according to Eq. 3.17,

\[
\nabla_\psi H_{FO} = \nabla_\psi \Phi(-\beta(\psi)) = -\Phi(-\beta(\psi)) \nabla_\psi \beta = -\Phi(-\beta(\psi)) \alpha^T J_{u^*} \psi
\]  
(3.42)

This is the final expression to compute the sensitivities of the hazard \( H \) with respect to distribution parameters. During the process of solution, \( \beta(\psi) \) and \( \alpha \) are obtained and only the Jacobian needs to be computed additionally.

3.5.1.2. Sensitivity with respect to Parameters of the Limit-State Function

Let the limit-state function be specified in terms of a set of parameters \( \eta \), i.e., \( G(u, \eta) \). The partial derivatives of the reliability index \( \beta \) with respect to the components of the vector \( \eta \) are also computed making use of the expression for \( \beta \) given above

\[
\frac{\partial}{\partial \eta_i} \beta(\eta) = \frac{1}{\beta} u^* T \frac{\partial}{\partial \eta_i} u^* = \frac{1}{\beta} \left( \frac{\nabla_\psi G(u^*, \eta)^T}{|\nabla_\psi G(u^*, \eta)|} \right) \frac{\partial}{\partial \eta_i} u^*
\]  
(3.43)
From the total derivative of the limit-state function $G(u^*, \eta)$ we have

$$\nabla_u G(u^*, \eta) \frac{\partial u^*}{\partial u_l} + \frac{\partial G(u^*, \eta)}{\partial u_l} = 0$$  \hspace{1cm} (3.44)

Hence,

$$-\nabla_u G(u^*, \eta) \frac{\partial u^*}{\partial u_l} = \frac{\partial G(u^*, \eta)}{\partial u_l}$$  \hspace{1cm} (3.45)

Combining Eqs. 3.43 and 3.45 yields

$$\frac{\partial}{\partial u_l} \beta(\eta) = \frac{\partial G(u^*, \eta)}{\partial u_l}$$  \hspace{1cm} (3.46)

In vector form for all elements of $\eta$

$$\nabla_\eta \beta = \frac{1}{|\nabla u G(u^*, \eta)|} \nabla_\eta G(u^*, \eta)$$  \hspace{1cm} (3.47)

where the derivatives with respect to $\eta$ are computed with $u^*$ fixed. The sensitivities of first-order probability of exceedance or seismic hazard estimate, $H_{FO}$, according to Eq. 3.17, are obtained from:

$$\nabla_\eta H_{FO} = \nabla_\eta \Phi(-\beta(\eta))$$
$$= -\Phi(-\beta(\eta)) \nabla_\eta \beta$$
$$= -\Phi(-\beta(\eta)) \frac{1}{|\nabla u G(u^*, \eta)|} \nabla_\eta G(u^*, \eta)$$  \hspace{1cm} (3.48)

This is the final expression to compute the sensitivities of the hazard $H$ with respect to parameters of the limit-state function. During the process of solution, only the partial derivatives of $G(u^*, \eta)$ with respect to the components of $\eta$ need to be computed additionally when these sensitivities are required. The expressions from Eqs. 3.42 and 3.48 are easily computed during the process of solution.

The above sensitivity measures can also be obtained when simulation procedures are used. In particular, sensitivities of the estimated seismic hazard (as given by Eq. 3.32) with respect to deterministic parameters of the limit-state function or to distribution parameters can be computed directly in the directional simulation scheme [24]. The vectorial form of these sensitivities is

$$\nabla_\eta H_{FO} = \int_{\nu \in \Omega} \frac{2r}{\nabla_\eta G(u^*, \eta)^T \nu} \nabla_\eta G(u^*, \eta) \kappa(r^2) f_\nu(\nu) d\nu$$  \hspace{1cm} (3.49)
where \( \kappa_n \) is the chi-square density function of \( n \) degrees of freedom. Using this expression, the vector of sensitivities can be estimated by directional simulation in a similar way to the simulation of \( H \).

These sensitivity measures, aside from the information they provide by themselves, can also be used to compute estimates of the standard error of the hazard. This is explained in the following section.

3.5.2. Analysis of Uncertainties

There exists a clear distinction between the different types of uncertainties discussed in section 2.8 of Chapter 2. They have been treated differently in seismic hazard analysis: integration is carried out over probabilistic variabilities to get a single hazard curve, whereas modeling uncertainties are expressed by multiple assumptions, hypothesis, or parameter values. These multiple interpretations result in a collection of hazard curves that are treated statistically.

The separation between inherent, statistical, and model uncertainty is difficult. As an example, let us examine the uncertainty in the earthquake intensity attenuation. Sources of inherent randomness that contribute to the total uncertainty arise from the mechanism of earthquake rupture, the propagation path of the seismic waves, and the properties of the medium of propagation. The details of the rupture process in time and space on the seismic source are random in nature and cannot be predicted in advance. The multiple reflections and refractions of the seismic waves as they travel across the earth are also unpredictable and contribute to the total uncertainty. The properties and characteristics of the propagating medium also influence the attenuation of seismic waves and contribute to the final uncertainty. They cannot be deterministically defined, not only because of the randomness in their distribution in space, but also due to the unpredictability of the propagating path of the seismic waves.

Modeling uncertainty arises since simple formulas such as those in Table 4.1 do not adequately model the complex phenomenon of earthquake generation and wave propagation. A part of this uncertainty can be eliminated by using more refined models which account for some of the parameters characterizing the phenomenon, such as the average properties of the medium, rupture directivity and velocity, etc. The problem with such refined models, however, is the difficulty in
estimating their parameters as sufficient data for such purposes is still not available.

The large scatter in observed data around attenuation laws represents the combined effect of inherent variabilities and model uncertainties. At this time, the contribution of each component can only be determined by judgement. Several approaches to incorporate model uncertainty are currently available, as mentioned in section 2.8 of Chapter 2.

In recent years, in PRA studies of nuclear power plants, there has been a tendency to separate the contribution of statistical and modeling uncertainties to seismic hazard from the contribution of variables perceived to represent inherent randomness. This is the approach of the methodology presented below, which allows the analyst to separate the two types of contributions. Inherent variability is incorporated in the probabilistic formulation as random variables with prescribed probability distribution. On the other hand, let the vector \( \mathbf{\theta} \) denote the set of parameters that define the models and distributions used in formulating the seismic hazard. Example elements of this vector are \( \beta, m_1, \nu \), parameters \( c_1, c_2, c_3 \) and \( c_4 \) of the attenuation model (Eq. 2.27), and parameters \( a \) and \( b \) of the rupture length-magnitude relationship.

Let \( H(\mathbf{\theta}) \) denote the estimated hazard for intensity level \( y \) for a given set of parameters, \( \mathbf{\theta} = \mathbf{\theta} \). For each such set \( \mathbf{\theta} \), \( H(\mathbf{\theta}) \) is a point estimate of the hazard for level \( y \). In particular, for \( \mathbf{\theta} \) equal to the mean of \( \mathbf{\theta} \), the estimated hazard may be regarded as a first-order estimate of the mean hazard, \( \mu_H \).

The problem is now to estimate the standard error of \( H(\mathbf{\theta}) \), a complex function of \( \mathbf{\theta} \). A simple technique to use is linearization. From the Taylor series expansion in the neighborhood of the mean parameter values, \( H(\mathbf{\theta}) = H(M_\mathbf{\theta}) + \nabla_y H(M_\mathbf{\theta}) (\mathbf{\theta} - M_\mathbf{\theta}) \), the variance of \( H(\mathbf{\theta}) \) is

\[
\hat{\sigma}_H^2 = \nabla_y H(M_\mathbf{\theta}) \hat{\Sigma}_{\mathbf{\theta} \mathbf{\theta}} \nabla_y H(M_\mathbf{\theta})^T
\]

where \( \hat{\Sigma}_{\mathbf{\theta} \mathbf{\theta}} \) is an estimate of the covariance matrix of \( \mathbf{\theta} \) and \( \nabla_y H(M_\mathbf{\theta}) \) is the vector of partial derivatives of the hazard with respect to the components of \( \mathbf{\theta} \) evaluated at the mean point. This vector is available from the analysis of sensitivities and Eqs. 3.42 and 3.48 are used for its computation.

Since \( \mathbf{\theta} \) may include parameters from the distribution of \( X \) as well as parameters from the limit-state function, it is useful from the computational standpoint to partition the vector in two
segments: $\Theta^T = (\Theta_y^T, \Theta_n^T)$. The appropriate partial derivatives of the hazard obtained from Eq. 3.42 will form the upper part of the vector $\nabla_{\Theta} H(M_\Theta)$ whereas those obtained from Eq. 3.48 will form the lower part of it.

Measures of uncertainty associated with the seismic hazard assessments at various levels are key when decisions are to be properly made. Certainly, more information is provided if the distribution of the computed estimate is known, once its standard error is obtained. Confidence intervals and fractiles of the estimate are calculated from this information.
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Chapter 4

SEISMIC HAZARD WITH IMPROVED EARTHQUAKE MODELING

4.1. Introduction

This chapter presents a general formulation for seismic hazard analysis including the development of improved modeling of the earthquake rupture process and associated attenuation of seismic intensity. This formulation is especially suited for the solution approach presented in Chapter 3.

According to the formulation presented in Chapter 3, the seismic hazard can be expressed as the integral of the joint probability density of the random variables involved in the analysis over the domain defined by \( G(u) \leq 0 \). In order to perform the integration, the function \( A_r \) from Eq. 3.2, i.e., the ground motion intensity descriptor in terms of the basic variables, \( X \), needs to be specified. Several definitions of this function are examined in the following sections.

Two basic seismic source models are developed in this chapter. These models include a rather general geometric description of the earthquake source. Particular cases, such as the source models presented in Ref. 65, can be obtained as special cases of the general formulations presented here.

The models presented in this chapter are used in the numerical applications described in Chapter 5.

4.2. Improved Geometric Description of Earthquake Rupture Process

Potential sources of seismic threat for a site can be of various nature. Geologic faults are one of the most common source of seismic activity. In certain cases the geometry of the fault or system of faults is well defined, as it is the case for the San Andreas fault system in California. In other cases the geometry is rather uncertain or unknown, due to insufficient surveys or lack thereof. A review of current practice in evaluating faults for their earthquake hazard can be found in Ref. 112.

There are also seismically active areas without clearly defined features, as is the case for the seismicity zones defined in section 2.4 of Chapter 2. An example of such zone is the Charleston
region in the Eastern United States. For this reason, a comprehensive seismic hazard model must include potential sources with known, partially known and unknown fault geometry, as well as diffuse or area sources. In this study, two different source models are introduced: (a) general fault source and (b) general area source. A general formulation of these source models follows.

4.2.1. General Fault Source

This source model is basically defined as a linear fault with its main characteristics well or partially known. The uncertain characteristics of the fault may include its total length, \( l_f \), strike, \( \theta \), and dip angle, \( \phi \), all of which are modeled as random variables. The position of the site with respect to the fault is assumed to be well defined.

As in Ref. 136, two alternative models of the extent of rupture along the fault are considered; namely, that the rupture may or may not extend beyond the known ends of the fault. The first situation arises when the fault ends are not well defined, or when there are reasons to believe that the rupture may propagate beyond the end points. Other example of this situation is found when fictitious ends are defined for a long fault when it is believed that events taking place beyond those points will not contribute to the hazard at the site.

The second situation is more reasonable to justify since it is believed that geologic features of this sort have definite limits. Additionally, there are specific situations when this model should be used. For instance, it is believed that bends in faults play a role in starting and stopping earthquake ruptures [105]. Thus, bends in a given fault must be defined as physical limits to ruptures occurring between them.

Since the location of the site is well defined, a set of local Cartesian coordinate system is established with its center at the site. The orientation of the axes is arbitrary but the analyst might wish to select the \( x \)-axis in the orientation of the north to make it compatible with the usual definition of the fault strike by geologists. The location of the fault is determined by the location of its end points, A and C (Fig. 4.1). Uncertainty in the length and orientation of the fault trace (defined as the projection of the fault onto the ground surface) is modeled by the random location in space of these points, the most general case being represented by the joint distribution.
This formulation provides maximum flexibility in modeling the uncertain geometry of a fault. For example, when the x-axis is parallel to the fault ($y_A$ and $y_C$ are deterministic and equal to each other), a modeling with joint distribution $f_{x_A, x_C}(x_A, x_C)$ that includes a coefficient of correlation $\rho_{x_A, x_C}$ near $-1$, will imply uncertainty only in the fault length. A joint distribution $f_{y_A, y_C}(y_A, y_C)$ with a coefficient of correlation $\rho_{y_A, y_C}$ near $-1$, and deterministic $x_A$ and $x_C$ can be used to model uncertainty in the fault orientation with respect to the site, and with $\rho_{y_A, y_C}$ near 1 to model uncertainty in the distance of the fault from the site. Fault traces, although often represented as lines in maps, are actually zones of a finite width, usually of about a few kilometers. The latter modeling can be used to represent this physical situation. Obviously, many other practical situations can be represented by the aid of this formulation.

The geometric layout of this source model is depicted in Fig. 4.1. As mentioned before, the fault trace is limited by its end points A and C; ruptures may or may not be constrained by each of these ends points, as discussed before. Point B represents the perpendicular projection of the site on the fault trace. The center of the earthquake rupture is located on the fault plane (point H) and is completely defined by its horizontal distance $s$ from the left end $A$ of the fault trace, its depth $z$ and the dip angle $\phi$. The projection of the center of rupture on the fault trace is point $F$ and its vertical projection onto the ground surface is point $E$. The position of the site with respect to the fault may be defined by the perpendicular distance from the site to the fault trace ($SB = d$) and the lengths of the left ($AB = l_1$) and right ($BC = l_2$) segments of the fault defined by the projection point $B$. If the fault is located completely to the left of the site then $l_1$ is taken to be negative, if completely to the right then $l_2$ is taken to be negative. These distances are computed in terms of coordinates of the end points from

$$
d = \frac{|(y_C - y_A)x_A - (x_C - x_A)y_A|}{\sqrt{(x_C - x_A)^2 + (y_C - y_A)^2}} = \frac{|(y_C - y_A)x_C - (x_C - x_A)y_C|}{\sqrt{(x_C - x_A)^2 + (y_C - y_A)^2}} \tag{4.1}
$$

$$
l_1 = \frac{|(y_C - y_A)y_A + (x_C - x_A)x_A|}{\sqrt{(x_C - x_A)^2 + (y_C - y_A)^2}} \tag{4.2}
$$
\[ l_2 = \frac{(y_c - y_A) y_c + (x_c - x_A) x_c}{\sqrt{(x_c - x_A)^2 + (y_c - y_A)^2}} \]  

(4.3)

These definitions are similar to those used in Ref. 65 to characterize a well known fault. In addition to the coordinates of end points A and C, the dip angle \( \phi \) is considered to be a random variable with distribution \( f_{\phi}(\phi) \).

The rupture is modeled as a rectangular area contained in the fault plane, as depicted in Fig. 4.1b. The rupture is defined by its center point H whose location on the fault trace and depth are random variables with joint PDF \( f_{sz}(s, z) \). The rupture can have any inclination with respect to the horizontal on the fault plane, as defined by its rake or plunge, \( \psi \), which is also taken as a random variable with distribution \( f_\psi(\psi) \). The length, \( l_r \), and width, \( w_r \), of the rupture are expressed as functions of the earthquake magnitude, \( M \),

\[ l_r = Z_l \exp\{a_l M - b_l\} \]  

(4.4)

and

\[ w_r = Z_w \exp\{a_w M - b_w\} \]  

(4.5)

where \( Z_l \) and \( Z_w \) are random variables that account for the uncertainty in the relations and \( a_l, b_l, a_w, \) and \( b_w \) are coefficients obtained from regression analysis. The variables \( Z_l \) and \( Z_w \) are usually assumed to be lognormally distributed, which implies a possibility for an infinitely long or wide rupture. The use of truncated distributions, such as those from Table 2.2, for these variables seems to be more appropriate. As demonstrated in section 2.4 of Chapter 2, \( Z_l \) and \( Z_w \) are correlated variables. Therefore, a joint distribution model of the type in section 3.3 of Chapter 3 would be appropriate. Probability distribution models for \( M \) are discussed in Chapter 2.

A measure of distance is required for defining the attenuation law of the ground motion intensity. Several such measures have been proposed in the past, including the epicentral or hypocentral distance, the distance to the center of energy release, the shortest distance to the rupture zone or to its surface projection. Given the layout shown in Fig. 4.1, a number of such distance terms can be calculated. For this purpose, it is useful to consider the following distances: \( \overline{BS'} = d \cos \phi \), \( \overline{SS'} = d \sin \phi \), \( \overline{BB'} = \overline{FH} = z \cosec \phi \), \( \overline{BF} = \overline{BH} = |s - l_1| \), and \( \overline{EF} = z \cot \phi \).
(a) Shortest distance to the rupture:

\[ R_f = \sqrt{d^2 + [\max\{0; \tilde{d}_p - w/2\}]^2 + [\max\{0; \tilde{d}_l - l_r/2\}]^2} \]  (4.6)

where \( \tilde{d}_p \) and \( \tilde{d}_l \) are the distances perpendicular and parallel to the rupture orientation, \( \psi \), respectively, from the center of the rupture to the projection of the site on the inclined fault plane (Fig. 4.1b). They are given by

\[ \tilde{d}_p = \overline{SD'} = \overline{SB'} \cos \psi + \overline{B'H} \sin \psi \]
\[ = |z \csc \phi - d \cos \phi| \cos \psi + |s - l_1| \sin \psi| \]  (4.7)

\[ \tilde{d}_l = \overline{DH} = \overline{B'H} \cos \psi - \overline{SB'} \sin \psi \]
\[ = |s - l_1| \cos \psi - |z \csc \phi - d \cos \phi| \sin \psi| \]  (4.8)

Since the dip is measured as the smallest angle between the ground surface and the fault plane, the angle \( \phi \) in Eqs. 4.7 and 4.8 must be replaced by \( \pi - \phi \) when the plane dips away from the site.

The rupture should be constrained at least from above since it cannot extend beyond the free surface. The restriction that must be imposed is

\[ z \geq [w_r/2 \cos \phi + l_r/2 \sin \psi] \sin \phi \]  (4.9)

If the rupture is constrained also from below, i.e., it cannot extend deeper than a certain depth \( z_m \), the restriction is

\[ z \geq z_m - [w_r/2 \cos \phi + l_r/2 \sin \psi] \sin \phi \]  (4.10)

When the rupture is modeled such that it is contained between the fault ends, then the random variable \( s \) is constrained by

\[ l_f - [w_r/2 \sin \phi + l_r/2 \cos \psi] \geq s \geq [w_r/2 \sin \phi + l_r/2 \cos \psi] \]  (4.11)

The two constraints in Eq. 4.11 can be individually active or inactive, depending on whether the rupture is constrained at both ends, only at one end, or not constrained at all.

(b) Shortest distance to the projection of the rupture on the fault trace:

\[ R_\gamma = \sqrt{d^2 + [\max\{0; \tilde{d}_l\}]^2} \]  (4.12)

where \( \tilde{d}_l \), the shortest distance from point B to the projection of the rupture on the fault trace is given by
\[ d_i = |s - l_1| - |l_r/2 \cos \psi| - |w_r/2 \sin \psi| \] (4.13)

The same restrictions as in the previous case are imposed when the rupture is constrained within the fault end points.

(c) Distance to the center of rupture:

\[ R_a = \sqrt{[d \sin \phi]^2 + [z \csc \phi - d \cos \phi]^2 + [s - l_1]^2} \] (4.14)

This distance may be regarded as the hypocentral distance when the dimensions of the rupture are ignored.

(d) Distance to surface projection of the center of rupture:

\[ R_e = \sqrt{[d - z \cot \phi]^2 + [s - l_1]^2} \] (4.15)

This distance may be regarded as the epicentral distance when the dimensions of the rupture are ignored.

The above general fault source model in special cases produces models previously used by other authors. For example, the line-rupture model of Der Kiureghian and Ang [66] is obtained by setting \( w_r = 0, \psi = 0 \) and \( z = h \), and the point-rupture model of Cornell [54, 55] is obtained by additionally setting \( l_r = 0 \).

4.2.2. General Area Source

Area source models are necessary for seismically active regions where no specific seismic features are known. In this model, the earthquake source is also modeled by a rupture area. However, the rupture orientation is assumed to be random, except when a preferred orientation for the source area is known. Two simple shapes are considered in this general description of the area source; namely, annular and triangular areas. A general seismic area can be described by a synthesis of these simple area source models.

(1) Annular Region. This area is defined in polar coordinates as depicted in Fig. 4.2a. The radial and angular coordinates of the annular area are constrained by \( \rho_a \leq \rho \leq \rho_b \) and \( \theta_a \leq \theta \leq \theta_b \). The depth is measure along a \( z \) coordinate.
The site is assumed to be located at the origin of the coordinate system, i.e., \( \rho = \theta = z = 0 \). The location of the center of the rupture in the seismic source is random and defined by its coordinates, \( \rho, \theta \) and \( z \), with joint PDF \( f_{P \theta z}(\rho, \theta, z) \). The horizontal distance between the vertical projection of the site on the horizontal plane \( Z = z \) and the center of the rupture is \( d = \rho \).

The total area of this region is given by

\[
A_{\text{tot}} = \frac{1}{2} (\rho_a^2 - \rho_b^2) (\theta_a - \theta_b)
\] (4.16)

This value is used when contribution of the seismicity of each subarea, \( A_{\text{sub}, i} \), to the seismicity of the total area, \( A_{\text{tot}} = \sum_{i} A_{\text{sub}, i} \), is to be evaluated.

When the center of rupture is equally likely to occur anywhere within the area source, \( \rho \) and \( \theta \) are independent and uniformly distributed random variables with the joint PDF

\[
f_{P \theta}(\rho, \theta) = \frac{\rho}{A_{\text{an}}} \quad \rho_a \leq \rho \leq \rho_b, \quad \theta_a \leq \theta \leq \theta_b
\] (4.17)

However, one can specify any joint distribution \( f_{P \theta z}(\rho, \theta, z) \) that represents the likelihood of earthquake occurrences within the seismic area.

(2) Triangular Region. This shape is selected for its versatility and simplicity. A general triangle is defined by the coordinates of its vertices, as shown in Fig. 4.2b, the only condition being that the three vertices not be aligned. The area of the triangular region is

\[
A_T = \left[ \frac{3}{2} \sum_{i=1}^{3} (s - l_i) \right]^{\frac{1}{2}}
\] (4.18)

where \( s = (l_1 + l_2 + l_3)/2 \), and \( l_1, l_2 \) and \( l_3 \) are the lengths of its sides. These lengths can be obtained from the coordinates of the vertices as

\[
l_j = \sqrt{(x_j - x_{j+1})^2 + (y_j - y_{j+1})^2} \quad j = 1, 2 \text{ or } 3
\] (4.19)

where \( x_4 = x_1 \) and \( y_4 = y_1 \). As for the previous case, this value of the area is used when the contribution of the seismicity of each subarea, \( A_{T,i} \), to that of the total area, \( A_{\text{tot}} = \sum_{i} A_{T,i} \), is to be evaluated.
The deterministic coordinates \((x', y', 0)\) specify the location of the site. The location of the center of the earthquake rupture is randomly distributed over the entire seismic source. Its coordinates \((x, y, z)\) are assumed random variables characterized by their joint PDF \(f_{XYZ}(x, y, z)\). When the likelihood of earthquake occurrences is uniform within the seismic area, then the joint PDF of the coordinates of the center of the rupture is \(f_{XZ}(x, y, z) = f_{XY}(x, y)f_Z(z)\), where

\[
f_{XY}(x, y) = \frac{1}{A_y} \quad (x, y) \in \Omega \tag{4.20}
\]

where \(\Omega\) represents the triangular seismic region, and \(f_Z(z)\), the distribution in depth of earthquake occurrences, can be any suitable PDF. When the seismic area is composed of several of these subareas, \(A_y\) should be replaced by \(A_{tot}\) in Eq. 4.20, and \(\Omega\) represents the total seismic region considered.

The horizontal distance between the vertical projection of the site on the horizontal plane \(Z = z\) and the center of the rupture, is given in this model by

\[
d = \sqrt{(x - x_s)^2 + (y - y_s)^2} \tag{4.21}
\]

Once the position in space of the center of the rupture is located, its size and orientation remain to be defined. The size is defined in an analogous manner to the previous case, by means of Eqs. 4.4 and 4.5, since the rupture is modeled as rectangular. The orientation of the earthquake rupture is defined by its strike and dip, which are considered random variables with their associated PDFs as in the preceding general fault model. For simplicity, the rake or plunge of the rupture is assumed to have a deterministic value \(\psi = 0\). If information about distribution of the plunge of ruptures is available, it can be easily incorporated in the analysis.

For a given location of the center of the earthquake rupture \((x, y, z)\), in Cartesian coordinates, the characteristics of the rupture and associated distances to the site are shown in Fig. 4.3. Expressions for these quantities are summarized below

\[
\begin{align*}
\vec{d}_p &= |(x - x_s) \sin \alpha - (y - y_s) \cos \alpha| \tag{4.22a} \\
\vec{d}_f &= |(x - x_s) \cos \alpha + (y - y_s) \sin \alpha| \tag{4.22b} \\
d_1 &= |z \cos \phi + \vec{d}_p \sin \phi| \tag{4.22c} \\
d_2 &= |z \sin \phi - \vec{d}_p \cos \phi| \tag{4.22d}
\end{align*}
\]
where the orientation of the rupture is defined by the strike $\alpha$, and dip, $\phi$, angles. The different measures of distance are presented below for this type of source model.

(a) Shortest distance to the rupture:

$$R_f = \sqrt{d_1^2 + \left[\max\{0; d_2 - w_r/2\}\right]^2 + \left[\max\{0; d_3 - l/2\}\right]^2}$$

(b) Shortest distance to the projection of the rupture on the fault trace:

$$R_s = \sqrt{d_1 \cos \phi} \right]^2 + \left[\max\{0; d_3 - l/2\}\right]^2$$

(c) Distance to the center of rupture:

$$R_h = \sqrt{(x_s - x)^2 + (y_s - y)^2 + z^2}$$

(d) Distance to surface projection of the center of rupture:

$$R_x = d = \sqrt{(x_s - x)^2 + (y_s - y)^2}$$

When the rupture is not horizontal but with a plunge, $\psi$, $d_2$ and $d_3$ in the above formulas should be replaced with $d_2 \cos \psi + d_3 \sin \psi$ and $d_2 \cos \psi - d_3 \sin \psi$, respectively.

The particular area source models shown in Fig. 2.2 can be obtained from the above general area source modeled as follows: (a) the model for area with preferred fault orientation is obtained with deterministic depth $z = h$, strike $\alpha = \alpha_o$, dip $\phi = 0$, and rupture width $w_r = 0$; (b) the model for area with unknown faults is the same as (a) but with random strike uniformly distributed between 0 and $2\pi$; and (c) the model for uniform seismicity is obtained with an annular region having $\rho_a = 0$, $\rho_b = r$, $\theta_a = 0$, $\theta_b = 2\pi$, and with deterministic depth $z = h$, dip angle $\phi = 0$, and rupture width $w_r = 0$.

4.3. Improved Modeling of the Attenuation Law

In the current practice, models of earthquake intensity attenuation are restricted to functional forms of the type given by Eq. 2.27, that include only two independent random variables. Such models are clearly crude representations of the actual attenuation of seismic waves. The independent variables are a measure of distance, $R$, and a measure of the earthquake size, generally the magni-
tude $M$. However, no consensus has yet been reached on the precise definition of either variable. Several measures of distance have been proposed, which were discussed earlier. For sites located several source dimensions away from the source, there is little difference between the various distance measures. On the other hand, for shorter distances, the difference between the various distance measures becomes significant.

The earthquake magnitude also has its limitations. There are a variety of magnitude scales and that often leads to confusion. Most of them, except moment magnitude, saturate as the size of the earthquake increases. Bolt [25] argues that the magnitude is not a robust scaling factor for ground motion intensity attenuation. He favors stress drop, among the presently defined source parameters, as the most satisfactory to describe the local intensity of shaking.

To overcome these and other difficulties, a general formulation of the attenuation law is considered. Let $X$ be a vector containing all random variables that affect the intensity attenuation in a region of interest. The elements of $X$ may include source parameters, e.g., stress drop, fault slip, corner frequency, cut-off frequency; rupture propagation parameters, e.g., duration, velocity, direction of propagation; barriers (or asperities) characteristics; properties of the ground medium, e.g., rigidity, shear wave velocity, density; etc. Also let $P$ denote a vector of parameters that influence the ground motion and are predictable in advance. Examples for the components of this vector are parameters that define the type of faulting or mechanism, the type and depth of soil or rock and topographic features on which the site is located, and the type and size of the structure that will experience the shaking. In most cases, the components of this vector are indicator variables, taking the values one or zero, depending on whether a specified condition is satisfied or not. Finally, let $C$ denote a vector of the constants defining the attenuation model, which are obtained from regression analysis of recorded data. A general representation of the attenuation law is

$$ Y = Y(X, P, C) $$

Simple versions of this representation are the attenuation relationships reported in recent years by Cambpell [43], Joyner and Boore [97], Bolt and Abrahamson [28], Brillinger and Preisler [37, 38] and others (See Table 4.1). An enhanced example of this representation is developed below.
4.3.1. Model with Source Directivity Effect

Focusing effects of ground motion intensity due to propagating ruptures have been recognized for quite some time. The ground motion felt within a small azimuth from the direction of rupture is considerably larger in amplitudes and with higher frequency content than that observed in other directions. Theoretical seismologists were the first to develop interest in the problem of azimuthal variation of the characteristics of a seismic signal due to the movement of the emitting source. Later, due primarily to observed patterns of damage in earthquakes, the engineering profession became aware of the importance of such phenomenon. Discussions and references on the problem can be found for example in Ref. 27.

Although this phenomenon has been known for some time now, it is only recently that the influence of the directivity effect on seismic hazard has been investigated [10]. In that study it was concluded that the directivity effect is significant, particularly at high acceleration levels (low hazard levels), which are of engineering interest. At such levels, the effect of the directivity is an increase in the hazard by a factor of around 10 to 20 for an example case. The corresponding acceleration level for a fixed hazard is increased by a factor of two to three. These results are consistent with a rule of thumb proposed by McGuire [127]: "A change in assumptions that results in a factor $X$ change in the annual probability of exceedance at a given ground motion level, will result in cube-root of $X$ change in the ground motion for a target annual probability".

The effect of the moving rupture is incorporated in the attenuation law by means of a directivity factor that modulates the intensity

$$ a_{rms} = \frac{M_o}{4\pi \rho v_s^3} \frac{\exp[-q R]}{R} \frac{1}{(K_i^{-1})^3} \left[ \frac{K_{i^{-1}}}{T_r} \right]^{1/2} D(\gamma, M_c) \quad (4.28) $$

in which $a_{rms}$ is the root-mean-square acceleration, $M_o$ is the seismic moment, $v_s$ is the shear-wave velocity, $R$ is the distance from the source to the site, $\rho$ is the density of the medium of propagation of waves, $K_{i^{-1}}$ is the correlation time of the stochastic rupture model, $q$ is an inelastic attenuation parameter, $T_r$ is the duration of the rupture also called faulting duration, and $D(\gamma, M_c)$ is a directivity factor given by
\[ D(\gamma, Mc) = \frac{1}{2 - Mc \cos \gamma} \left[ \frac{3 - Mc \cos \gamma}{1 - Mc \cos \gamma} \right]^{1/2} \]  

(4.29)

in which \( m = v_r/v_s \), the ratio of the rupture velocity, \( v_r \), to the shear wave velocity, \( v_s \), is the seismic Mach number and \( \gamma \) is the angle between the direction of the rupture propagation and the radius vector from the reference point on the rupture to the site. This attenuation law was proposed by Faccioli [78] based on the theoretical model of the rupture mechanism developed by Haskell [86]. This attenuation relationship was tested for a number of earthquake records (49 records from 11 earthquakes worldwide), ranging from local magnitude \( M_L = 4.7 \) to surface wave magnitude \( M_s = 7.7 \), from a variety of tectonic settings and at hypocentral distances of 5 to 100 km. Predicted values are reported to be within \( \pm 50\% \) of the observed ones in 42 of the records, including the Pacoima Dam record.

There is theoretical and empirical evidence of correlation between \( K_t^{-1} \) and \( M_o \). Faccioli [78], using records from earthquakes in Italy and Yugoslavia found the relationship

\[ \ln K_t^{-1} = (0.26 \pm 0.02) \ln M_o - (16.08 \pm 0.99) \]  

(4.30)

This equation has good agreement with the relation \( K_t^{-1} \propto M_o^{0.27} \) obtained on purely seismological grounds [86]. For the value of \( T_r \), the faulting duration, a relation of the form \( T_r = b_1 M_o^{b_2} \) was fitted [78] to a set of observations (15 in total) corresponding to earthquakes from the Western US, Friuli, Montenegro and Japan. The prediction equation is

\[ T_r = 7.05 \times 10^{-6} M_o^{0.23} \]  

(4.31)

with a standard deviation of 1.9 sec. Based on observational evidence, an approximate relation between seismic moment, \( M_o \), and seismic magnitude, \( M \), is given by [102]

\[ \log M_o = 1.5 M + 16 \]  

(4.32)

Replacing the functional relations for \( K_t^{-1} \) and \( T_r \) in terms of \( M_o \), and the latter in terms of the preceding equation, Eq. 4.28 may be written in the familiar form

\[ a_{ms} = \frac{c_1 e^{c_2 M - c_3 R}}{(R + c_4)} D(\gamma, Mc) \]  

(4.33)

where \( c_1, c_2, c_3 \) and \( c_4 \) are regional constants that must be obtained through regression analysis.
The addition of $c_4$ to $R$ in the denominator is done primarily to extend the applicability of the present model to the near-field, thus avoiding divergence of Eq. 4.33 when $R$ approaches zero. Also, the distance term $R$ is interpreted here as the nearest distance from the recording site to the rupture trace to account for the rupture dimension and to be consistent with the rupture model used in the analysis. In that model, the intensity of ground motion is assumed to depend mainly on the portion of the rupture that runs closest to the site. Although this definition is generally regarded as better than the epicentral or hypocentral distance, it has its own shortcomings. In particular, the directivity effect on the seismic intensity at a site is produced by the contribution of all ruptures occurring along the entire segment that breaks during the earthquake. Therefore, a measure of significant distance that is a sort of average between the distance from the point where the rupture starts and that where it stops, seems more consistent with the physics of the problem. (In all this discussion it is assumed that the rupture is unilateral, i.e., it propagates in only one direction). The definition of elliptical distance by Bureau [42], as the average of the distances from the site to the ends of the fault surface rupture, satisfies this condition.

The angle $\gamma$ in the directivity function is defined in the present study as the angle formed by the trace of the rupture and the horizontal line joining the epicenter and the site. This selection is made to simplify the solution procedure since it is not yet clear which angle influences directivity. The use of this angle or that defined previously, will make little difference in the analysis, since directivity effects are observed mainly in the near-field where the differences between such angles is small. On the other hand, greater uncertainties are involved due to factors that often mask focusing effects like scattering, attenuation, and source asperities.

Similarly to an average measure of distance, one can define an average measure of the angle $\gamma$ to be used in the directivity function. This can be particularly meaningful when long ruptures run close to the site. Consistent with the use of the elliptical distance, $\gamma$ can be defined as the half angle formed by the lines joining the site and the end points of the fault. For sites located in the forward or backward direction of the rupture propagation, this definition makes no significant changes in the directivity function with respect to the previous definitions. The differences arise when the length of
the rupture is large compared to the distance from the site to the rupture. To compare the results, consider the following example: the site is located at a perpendicular distance of 10 km from the middle of a rupture with length of 100 km. The value of the angle formed by the trace of the rupture and the horizontal line joining the epicenter and the site is $\gamma_1 = 0.1974\text{ rad}$. The value of the half angle formed by the lines joining the site and the end points of the fault is $\gamma_2 = 1.3734\text{ rad}$. The ratio $r_D = D(\gamma_1, Mc)/D(\gamma_2, Mc)$ depends also on the value of the seismic Mach number $Mc$. For this example, $r_D$ varies from 1.93 to 5.02 when $Mc$ varies from 0.65 to 0.95. This is a significant difference and the validity of either definition of $\gamma$, as well as the definition of the measure of distance, should be examined with data from future well instrumented earthquakes.

The directivity effect is largely influenced by the seismic Mach number. This influence is more dramatic for seismic Mach numbers close to unity. It has been reported (Refs. 32 and 33, for example) that this parameter has a striking effect on the normal component of the near-fault motions, but a small effect on the radial motion.

At the present time, Eq. 4.33 should be regarded merely as a plausible model for the attenuation law. Recordings showing this effect are presently scarce. The model should be tested against data collected from future earthquakes. It was recently brought to the author's attention that Campbell [45] is in the process of including directivity as a parameter in regression analysis of earthquake data. He applied it to only 3 recordings out of a total of 134, acknowledging that other recordings in the data set might also be "affected to some degree" by directivity. This seems to be the first attempt to empirically incorporate source directivity effects in attenuation relations and is a clear evidence of the paucity of data.

The model for seismic intensity attenuation incorporating the source directivity effect is one example of an improved attenuation model that can be used with the seismic hazard formulation developed in this study.

4.3.2. Band Limited White Noise Model

Physical models of the energy release and of the attenuation of energy with distance recently have been gaining interest in ground motion estimation. One of these, presented as an example, is
the model developed by Hanks and McGuire [85]. Using an operation of Parseval’s theorem on the
Brune source model [39, 40], the RMSA for far-field shear waves in the presence of anelastic
attenuation is expressed as

\[
\sigma_{rms} = 0.85 \left( \frac{2\pi}{106} \right)^2 \frac{\Delta \sigma}{\rho R} \left[ \frac{f_{\text{max}}}{f_o} \right]^{\frac{1}{2}}
\] (4.34)

where \( \sigma_{rms} \) is given in cm/sec\(^2\), \( \Delta \sigma \) is the earthquake stress drop in bars, \( \rho \) is the crustal density in
gm/cm\(^3\), \( R \) is hypocentral distance in kilometers, \( f_{\text{max}} \) is the highest frequency passed by the
accelerograph or the Earth’s attenuation, and \( f_o \) is the spectral corner frequency for the far-field
shear radiation, both in hertz.

The factor 0.85 in Eq. 4.34 accounts for the average S-wave radiation pattern, free surface
amplification and the assumption that the energy is equally partitioned into two horizontal com­
ponents. The corner frequency is related to the seismic moment, \( M_o \), by the expression [39, 40]

\[
f_o = \left[ \frac{\Delta \sigma v_s^3}{8.47 M_o} \right]^{\frac{1}{3}}
\] (4.35)

where \( v_s \) is shear-wave velocity in km/sec, and \( M_o \) is measured in dyne-cm. Any of the quantities
involved in Eq. 4.34 can be regarded as random variables; however, only an analysis of sensitivities
can assess the relative importance of each variable on the estimated seismic hazard.

Although there are different opinions on what values of stress drop should be used, Hanks and
McGuire report a relatively stable value of 100 bars (within a factor of 2) for most earthquakes they
analyzed. The observed spread in the values can be modeled with a probability distribution for \( \Delta \sigma \).

From the RMSA, peak acceleration values and ordinates of linear response spectra can be
obtained using results from random vibration theory. Thus, the Band Limited White Noise (BLWN)
model provides a comprehensive, physically based method of estimating earthquake ground motions,
which can have a particular advantage over empirical methods when data is scarce. It is likely that
ground motion models of this type will have wide use in the future. Additional studies on this topic
can be found in Refs. 129, 31, 128, 12 and 162, for example.
4.3.3. Hazard-Consistent Earthquake Motion Model

Kameda and Nojima [100] present a novel formulation to determine hazard-consistent earthquake motion, that combines hazard analysis and stochastic models of ground motion. In their analysis, the stochastic model for the ground motion is specified in terms of a number of parameters which are all expressed as functions of the earthquake magnitude and distance. Attenuation laws relating each parameter to the earthquake magnitude, \( M \), and epicentral distance, \( R_e \), are developed by regression analysis. Following Kameda and Nojima [100], let the ground acceleration process be represented by

\[
i_i(t) = \sum_{k=1}^{m} \sqrt{2G_r(t, \omega_k)} \Delta \omega \cos(\omega_k t + \phi_k)
\]

in which \( G_r(t, \omega_k) \) is the Evolutionary Power Spectral Density (EPSD) at time \( t \) and angular frequency \( \omega_k \); \( \phi_k \) are independent random phase angles uniformly distributed between 0 and \( 2\pi \), and \( m \) is the number of superposed harmonic components. The EPSD is modeled by

\[
G_r(t, 2\pi f) = \alpha_f(t) \frac{2\zeta_r}{\pi^2 f_p} \frac{(f/f_p)^2}{[1-(f/f_p)^2]^2 + 4\zeta_r^2 (f/f_p)^2}
\]

where \( f_p \) is the stationary predominant frequency, \( \zeta_r \) is the spectral shape parameter, and \( \alpha_f(t) \) is a modulating intensity function described by

\[
\alpha_f(t) = \delta^2 (t/t_m)^2 \exp[2(1-t/t_m)]
\]

in which \( t_m \) is the time to the maximum of \( \alpha_f(t) \) and \( \delta = \sqrt{\alpha_f(t_m)} \) is the peak mean-square acceleration. Regression equations were developed for the model parameters \( \delta, t_m, f_p \) and \( \zeta_r \) in terms of magnitude and epicentral distance. These relationships can be expressed in a vector form as in Eq. 3.1, where \( \mathbf{Y} = (\delta, t_m, f_p, \zeta_r) \) and \( \mathbf{X} = (M, R_e) \). They are,[ 100]:

\[
\delta = \frac{89.125e^{1.237M}}{(R_e + 30)^{1.991}}
\]

\[
t_m = 19.77 - 7.35M + 0.7196M^2 + 0.0023(M - 1)R_e
\]

\[
f_p = 4.124 + (0.0115 - 0.0048M + 0.000272M^2)R_e
\]
\[+10^{-4} \times (-0.7959 + 0.2577M - 0.01743M^2)\]

\[
\zeta_r = -0.2306 + 0.2967M - 0.01743M^2 + (-0.0193 + 0.0049M - 0.0003M^2)R_e
\]

where \( R_e \) is expressed in km and \( M \) is the magnitude. The predominant frequency \( f_p \) has a lower
bound that depends on magnitude $M$ such that

$$ (f_p)_{\text{min}} = 6.78 \exp[-0.23M] $$

These regression equations are valid only for epicentral distances $R_e \geq R_e^*$, where

$$ R_e^* = 1.06 \exp[0.557M] - 30 $$

for $M > 6.0$. The ground motion for the near-field region ($R_e < R_e^*$) is assumed to have uniform intensity, whereby the earthquake parameters are determined with $R_e = R_e^*$.

Performing a conventional seismic hazard analysis, Kameda and Nojima [100] obtain the peak rms acceleration level, $\delta_o$, for a specified level of the hazard, $h_o$. The parameters in the stochastic model for the given hazard are then determined as the conditional expectations given that the peak RMSA is equal to or greater than $\delta_o$. They select this approach partly because of the limitations of conventional seismic hazard analysis techniques. Hazard-consistent time histories for the selected hazard level are simulated by use of Eq. 4.36 and the conditional means of the parameters.

The method to obtain the value of the variables needed for the simulation is slightly modified in the present study. The procedure adopted is as follows: (a) perform a seismic hazard analysis for the peak rms acceleration, $\delta$, and obtain the threshold corresponding to the selected hazard level; (b) determine the most likely magnitude and distance associated with the selected hazard level; (c) obtain the remaining parameters by replacing in their attenuation relations the most likely values of the magnitude and epicentral distance. An earthquake ground motion generated based on such values of the parameters may be regarded as a sample history of the most likely stochastic ground motion model for the specified level of the seismic hazard.

In their analysis, Kameda and Nojima [100] included uncertainty only in the attenuation equation for the intensity parameter $\delta$ as an additional random variable $Z_\delta$ that multiplies such relation. This variable, when included in the analysis, is assumed to be lognormally distributed with median of 1.0 and coefficient of variation equal to 0.427. Uncertainty in the model parameters should be incorporated by means of random variables multiplying their respective attenuation relations and accounting for the dispersion in the regression. These random variables, denoted by $Z = (Z_\delta, Z_L, Z_I, Z_T)$, are correlated among themselves and are described by their joint PDF,
Site Effects. The simulated ground motion obtained from Eq. 4.36 corresponds to the motion at the baserock level. An approximation of the movement at the surface level is obtained by applying conversion factors to the EPSD of the baserock motion. These factors account for the nonlinear effect of the overlying soils on the intensity and frequency content of the transmitted motion. The transformation from baserock to soil surface motion is performed by

\[ G_s(t, 2\pi f) = |H_r(f)|^2 G_r(t, 2\pi f) \] (4.45)

where the conversion factor is represented by the filtering function

\[ H_r(f) = \frac{1 + 2a^2(f/f_s)^2}{[1 - (f/f_s)^2]^2 + 4h_s^2(f/f_s)^2} \] (4.46)

Model parameters \( f_s, h_s \), and \( a \) are determined by an approximate procedure described by Kameda [99]. Three values, \( \beta_1, \beta_2 \), and \( \beta_3 \), of the "exact" filtering function, \( \beta_e(f) \), defined as the ratio between observed EPSD at surface and baserock levels are obtained for three selected frequencies \( f_1, f_2 \), and \( f_3 \). This filtering function is given in terms of the blow-count profile of the site, \( N(z) \), the depth of soil surface to bedrock, \( z_r \), and the rock motion EPSD, \( G_r(t_m, 2\pi f) \). A system of three equations is established for the three model parameters by equating the values of the "exact" to the "approximate" filtering function given by Eq. 4.46. The solution of these three equations provides the values of the parameters in Eq. 4.46. The earthquake acceleration at the ground level is then represented by

\[ \ddot{u}_s(t) = \sum_{k=1}^{n} \sqrt{2 G_r(t, \omega_k) \Delta \omega \cos(\omega_k t + \phi_k)} \] (4.47)

which can be used to generate sample time histories. One interesting application with the above model is to select a more general intensity measure for the seismic hazard analysis that incorporates all variables involved in the description of the ground motion model. For this purpose, it is necessary that the intensity measure be in terms of the individual time history. A good choice is Arias' intensity defined by

\[ I_A = \frac{\pi}{2g} \int_0^{t_e} [\ddot{u}_s(t)]^2 dt \] (4.48)
where $\vec{u}(t)$ is given by Eq. 4.47 and $t_o$ is the total duration of the earthquake ground motion. The vector of basic random variables includes $X = (M, R_e, Z_b, Z_w, Z_f, Z_c)$ and the vector of model parameters $Y$ is obtained from Eqs. 4.39-4.42, where the variables $Z$ multiply each attenuation relation. During the process of solution, the set of most likely values for the basic random variables, $x^*$, is obtained. The set of most likely values for the model parameters, $y^*$, is then obtained from this last vector. Samples of this most likely ground motion stochastic model for given probability of exceedance of $I_A$ is obtained by replacing these parameters and variables in Eq. 4.47.
Table 4.1. Recent Examples of Strong-Motion Attenuation Relations

<table>
<thead>
<tr>
<th>Y</th>
<th>X</th>
<th>(a_i(.))</th>
<th>C</th>
<th>(\sigma_z)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHA(_m)</td>
<td>(R_f) (M (M &lt; 6))</td>
<td>(Z_y \frac{c_1 e^{c_1 M}}{(R_f + c_4 e^{c_1 M})^{c_2}})</td>
<td>(c_1 = 0.0139)</td>
<td>(c_2 = 0.868)</td>
<td>Campbell [43]</td>
</tr>
<tr>
<td></td>
<td>(M (M &gt; 6))</td>
<td></td>
<td>(c_3 = 1.09)</td>
<td>(c_4 = 0.0606)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Z_y)</td>
<td></td>
<td>(c_5 = 0.70)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHA(_l)</td>
<td>(R_s) (M)</td>
<td>(Z_y \frac{c_1 e^{c_1 M}}{(R_s^2 + c_4^2)^{c_2}})</td>
<td>(c_1 = 0.0955)</td>
<td>(c_2 = 0.573)</td>
<td>Joyner-Boore [97]</td>
</tr>
<tr>
<td></td>
<td>(Z_y)</td>
<td></td>
<td>(c_3 = 1.0)</td>
<td>(c_4 = 7.3)</td>
<td></td>
</tr>
<tr>
<td>PHA(_l)</td>
<td>(R_s) (M)</td>
<td>(Z_y \frac{c_1 e^{c_1 M}}{[(R_s + c_4)^2 + 1]^{c_2}})</td>
<td>(c_1 = 1.6)</td>
<td>(c_2 = -0.026)</td>
<td>Bolt [28]</td>
</tr>
<tr>
<td></td>
<td>(Z_y)</td>
<td></td>
<td>(c_3 = 0.19)</td>
<td>(c_4 = 8.5)</td>
<td></td>
</tr>
<tr>
<td>PHA(_l)</td>
<td>(R_s) (M)</td>
<td>(\ln^3 \left[ Z_y \frac{c_1 e^{c_1 M}}{(R_s^2 + c_4^2)^{c_2}} \right])</td>
<td>(c_1 = 1.540)</td>
<td>(c_2 = 0.110)</td>
<td>variable</td>
</tr>
<tr>
<td></td>
<td>(Z_y)</td>
<td></td>
<td>(c_3 = 6.35)</td>
<td>(c_4 = 0.0947)</td>
<td>Brillinger [37]</td>
</tr>
</tbody>
</table>
Fig. 4.1. Geometric Description of Earthquake Rupture on General Fault Source
Fig. 4.2. General Area Source Model
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Fig. 4.3. Geometric Description of Earthquake Rupture on General Area Source
Chapter 5

APPLICATIONS

5.1. Introduction

In order to test the accuracy of the proposed approximate methods of seismic hazard analysis, several example applications are examined in this chapter. The FORM and SORM results are compared with results obtained from direct numerical integration or from simulation procedures. In addition, several applications are presented to demonstrate the versatility of the proposed formulation. These include an application incorporating the source directivity effect and characteristics of the rupture process in the attenuation model and a procedure to define hazard-consistent earthquake acceleration time-histories. One objective of these applications is to demonstrate the advantages of the proposed methodology over existing procedures of seismic hazard analysis by direct numerical integration. Since solution by conventional methods is not feasible for several of these applications, simulation techniques are used to determine the "exact" value of the seismic hazard.

5.2. Accuracy of FORM and SORM for Seismic Hazard Analysis

Two examples are used to check the accuracy of the FORM, SORM-CF and SORM-PF methods presented in Chapter 3. These examples cannot provide a definitive measure of the accuracy, as the magnitude of the error depends on each particular case. However, they do provide estimates of the errors that can be expected in typical seismic hazard problems.

Example 1 – Seismic hazard for a site near a fault

The seismic hazard for peak ground acceleration at a site close to a long, linear fault is considered. The layout of the problem, shown in Fig. 5.1, is described by the general fault source model from Chapter 4 with deterministic values for the end coordinates, $x_A = -100$, $y_A = 10$, $x_C = 100$, and $y_C = 10$, where all distances are measured in kilometers. This definition implies that the strike is well known and, hence, deterministic. The dip angle is also assumed deterministic, with $\phi = \pi/2$. 
The total length of the fault is \( l_f = 200 \text{ km} \) and the perpendicular distance from the site to the fault trace, \( d = 10 \text{ km} \). Other basic assumptions and idealizations for this problem are:

1. Occurrences of earthquakes in time and space are statistically independent events. The occurrences in time constitute Poisson events with \( \nu \) denoting the mean occurrence rate for the fault.

2. Earthquakes on the fault are modeled as line-ruptures whose total length, \( l_f \), is given as a function of the earthquake magnitude by Eq. 4.4. The rupture may occur anywhere along the given fault with uniform likelihood.

3. Magnitudes of earthquake at successive occurrences are statistically independent and identically distributed variables with the probability density function given by Eq. 2.19.

4. The attenuation law model used is that given by Eq. 2.27 for peak ground acceleration. The significant distance used in the attenuation law is \( R_s \), the shortest distance from the site to the surface projection of the rupture. This means that the level of ground motion intensity felt at the site is most influenced by the closest segment of the rupture trace to the site, which is the usual assumption for near-field ground motions.

5. The uncertainties in the attenuation law and the rupture-length relation are not considered in this analysis. Therefore, variables \( Z_y \) and \( Z_l \) in Eqs. 2.27 and 4.4 are considered to be deterministic with values equal to unity.

6. Two models of the earthquake rupture are considered: (a) the rupture can extend beyond the known ends of the fault; and (b) the rupture is "fault-contained", i.e., it cannot extend beyond the ends of the fault.

The values of the parameters selected are summarized in Table 5.1. For FORM and SORM analysis, the basic variables are the magnitude, \( M \), and the distance from the left end of the fault to the center of the rupture, \( S \). The truncated exponential distribution from Eq. 2.19 is selected for magnitude. The ruptures are assumed to be equally likely to occur along the fault and, accordingly, a uniform distribution for the random variable \( S \) is selected. For the first model of the rupture, the limits of this uniform PDF are \( s = 0 \) and \( s = l_f \), since it is assumed that the rupture can extend
beyond the fault ends. For the second situation, however, the location of the center of the rupture is restricted between \( s = l(m)/2 \) and \( s = l_f - l_r(m)/2 \), such that the entire rupture is contained within the fault. For this case, a uniform PDF for \( S \) conditional on \( M \) is used

\[
f_{S|M}(s|m) = \frac{1}{l_f - l_r(m)} \quad \frac{l_r(m)}{2} \leq s \leq l_f - \frac{l_r(m)}{2}
\] (5.1)

Results from FORM and SORM approximations are compared with the "exact" values obtained from a direct numerical integration of Eq. 2.1. The results for this example are shown in Figs. 5.2 and 5.3 respectively, for the two rupture models described above. The FORM approximation greatly overestimates the probability of exceedance in this simple case, for all levels of the ground motion intensity. Results based on SORM-PF show great improvement, whereas the SORM-CF approximation does not improve the FORM result in this case, except for PGA's less than 0.10g. The reason for these results is explained below.

To examine the nature of errors of the results based on FORM and SORM, it is useful to plot the integration boundary in the standard normal space for various levels of the ground motion intensity. These are shown in Figs. 5.4 and 5.5. For this particular example, the curves are flat in the neighborhood of the design point and highly nonlinear away from it, especially for high levels of the intensity. Approximation of the boundary by a tangential plane at the design point is clearly not a good one and is the reason for the poor accuracy of the FORM result. Furthermore, since the curvatures of the true surface are zero at the design point, the SORM-CF procedure gives results which are identical to FORM, except for small acceleration levels for which the flat segment of the true surface is small and therefore, a nonzero curvature is obtained from the central-difference computation of the second derivatives. On the other hand, a good approximation is obtained with the SORM-PF procedure for all levels of intensity. This is because the approximating paraboloid in this method is obtained by fitting to points which are outside the flat portion of the surface. For this example, best results are achieved with \( \gamma_r = 0.50 \), as can be seen from the comparison shown in Figs. 5.2b and 5.3b. For larger \( \gamma_r \), i.e., fitting points closer to the design point, the SORM-PF approximation deteriorates for higher levels of intensity. This is because for higher intensity levels, the flat zone in the vicinity of the design point is broader and, thus, with large \( \gamma_r \), fitting points come close to or
within the flat zones and predict zero curvature.

A comparison between the two methods for obtaining the fitting points in the SORM-PF, i.e., those originating from Eqs. 3.22 or 3.23, is presented in Figs. 5.2c and 5.3c. Both procedures give reasonable approximation, with the method from Eq. 3.22 yielding slightly better results. A comparison of Figs. 5.2a,b,c with the corresponding Figs. 5.3a,b,c reveals little differences between the hazard estimates and their accuracies for the two rupture models, i.e., the rupture contained or not contained within the ends of the fault. A more interesting comparison can be made in Figs. 5.4 and 5.5, which show the integration boundaries in the standard normal space for the two rupture models. Although the two sets of boundaries are considerably different, their differences occur at points with small densities in comparison to the design point, which explains why the hazard estimates are nearly the same. Two observations in Figs. 5.4 and 5.5 are noteworthy. One is the symmetry of the integration boundaries with respect to the $u_2$ axis. This is a consequence of the symmetry in the geometry of the fault with respect to the site (see Fig. 5.1). The second is the reason behind the flat segment on each boundary. This is due to the assumed rupture model, since for a fixed magnitude there are a multitude of rupture locations which pass through the nearest point on the fault (point B in Fig. 5.1) and, therefore, cause the same intensity at the site. Obviously, the symmetry and the flat segments on the integration boundaries are the reasons for the poor FORM and SORM-CF results. More generally, when symmetry does not exist, the design point may not be on the flat segment and better results are expected.

As an example, the seismic hazard for a site located close to one of the fault ends is computed. The geometric layout is similar to that shown in Fig. 5.1, but the coordinates of the fault ends are in this case $x_A = 0$, $y_A = 10$ and $x_C = 200$, $y_C = 10$, where all distances are measured in kilometers. The basic assumptions, idealizations and parameters selected are the same as in the previous example. Results from FORM, SORM and numerical integration are shown in Figs. 5.6 and 5.7, respectively, for the two rupture models considered. As expected, a significant improvement of the approximations, both first- and second-order, is obtained. Clearly, this is due to the lack of symmetry of the problem and to the fact that the design point is located outside the flat portion of the integration
boundary in the standard normal space, as can be seen from Figs. 5.8 and 5.9, respectively, for the two rupture models considered. These two conditions ensure that a good approximation of the integration boundary and, hence, of the seismic hazard, is obtained for this case.

Example 2 – Seismic hazard analysis of a site including uncertainties

To demonstrate the versatility of the proposed methodology, an example taken from Ref. 134 is studied. In that study, only FORM estimates of the hazard were computed and no comparison with exact results was made. SORM estimates are included in the present study, which are compared with FORM and exact results. Because of the large number of random variables involved, a direct numerical integration is not feasible for this example. Thus, the exact results in this example are obtained by the directional simulation method.

The seismic hazard for peak ground acceleration at a site located near a fault is of interest. The fault geometry is a particular case of the general source model described in the previous chapter. For this example, the left end of the fault is defined by its deterministic coordinates $x_A = -50$ and $y_A = 40$ and the right end by $x_C = 200$ and $y_C = 40$, all measured in kilometers. Hence, the strike and length of the fault are well known, the latter being $l_f = 250$ km. The uncertainty in the dip angle is large; therefore $\phi$ is considered to be a random variable. The rupture is assumed to have zero plunge, i.e., $\psi = 0$.

The basic assumptions and idealizations employed are:

1. Earthquakes on the fault are modeled as rectangular area ruptures with dimensions given as functions of the earthquake magnitude, as expressed by Eqs. 4.4 and 4.5. The center of rupture is located on the fault plane with equal likelihood in the horizontal direction and at random depth $z$. The rupture is assumed to be contained within the known ends of the fault. However, vertical restrictions, such as those in Eqs. 4.9-4.10, are not imposed.

2. The peak ground acceleration at the site is governed by the closest segment of the rupture to the site. Hence, the distance term in the attenuation law is $R_f$, the shortest distance from the site to the rupture. The attenuation law model is that given by Eq. 2.27.
3. All uncertainties are treated as inherent randomnesses and are incorporated in the formulation as random variables with specified probability distributions. Included in the analysis are the uncertainties in the relations for the dimensions of rupture (Eqs. 4.4 and 4.5), represented by random variables $Z_I$ and $Z_w$, uncertainty in the seismicity parameter $\beta$, represented by random variable $Z_\beta$, uncertainty in the upper bound magnitude, $M_1$, and uncertainty in the attenuation law, represented by random variable $Z_p$.

In addition to the above, assumptions 1 and 3 of the previous example, regarding the occurrence model and the distribution of magnitudes are adopted for this example. Values of the model parameters for the attenuation law and the rupture dimension relations for this example are given in Table 5.2. Table 5.3 lists the basic random variables and their distributions. These values are the same as in Ref. 134, except for the random variable $Z_w$. For the latter, the parameters for $Z_w$ were obtained in Ref. 134 by inverting the regression expression of $M$ on the rupture area, $A_r$, and by dividing by the relation for the rupture length, $l_r$. As indicated before (see section 2.4), this procedure is inappropriate. Here, the mean regression expression is selected such as to give the same rupture width for a given magnitude as in Ref. 134. However, the random variable $Z_w$ is defined as the ratio $Z_w Z_A/Z_I$, where $Z_w'$ is a random variable used in Ref. 134 to describe the uncertainty in the rupture width relation obtained as a ratio of $A_r/l_r$. The distribution of $Z_w$ (lognormal) is obtained by using the distributions assumed for $Z_w'$, $Z_A$, and $Z_I$ in Ref. 134.

Results of the hazard analysis for this example are depicted in Figs. 5.10a-5.10c, where the exact estimates based on the directional simulation methods are also shown. The Monte Carlo simulation, even when the method of antithetic variates is used, is found to be far less efficient in terms of computing time than the directional simulation method, particularly for small values of the hazard. In the present analysis, the directional simulation procedure is halted when a specified level of dispersion in the estimated hazard, measured in term of the coefficient of variation (c.o.v.), is achieved. Simulation results plotted in Figs. 5.10a-5.10c are the mean and 95% confidence interval values obtained with a c.o.v. equal to 0.15.

In this example, SORM results greatly improve the approximation over FORM results. Best
results are obtained for the SORM-CF approximation and SORM-PF using the rule in Eq. 3.23 for finding the fitting points. When the fitting points are obtained for a fixed ratio of PDF's (Eq. 3.22) the results, although improved over the FORM approximation, are not as good as the other second-order approximations. The value $\gamma_c = 0.50$ for obtaining the fitting points with Eq. 3.22 was found to give the best results for this example.

The reason for the relatively poor approximation with the last SORM-PF method is not quite clear. Some of the transformations (Eqs. 3.9) involved in this example are highly nonlinear, thus, the integration boundary in the standard normal space may not be well approximated by the point-fitting method. A two-dimensional plot of the integration boundary in the standard normal space is shown in Fig. 5.11 to clarify this point. The selected axis, $u_8$ and $u_9$, have large $\alpha_7$ values and correspond to the transformed random variables describing the location of the center of rupture, $X_c$, and the earthquake magnitude, $M$, respectively (see Table 5.3). These two variables are the same as those plotted in Figs. 5.4 and 5.5 from the previous example.

The results of the previous two examples demonstrate that FORM does not provide a good approximation to the seismic hazard. SORM-CF provides reasonable results in most situations, except in cases of zero curvature at the design point, e.g., situations with symmetric geometry. The other method of second-order approximation presented, SORM-PF, is more stable and provides reasonably accurate results for the situations studied. Unfortunately, error bounds for the results provided by the different approximated procedures are not still available. Directional simulation, as an alternative method, is an effective tool for computing the seismic hazard.

5.3. Applications

The procedure for full probabilistic description of the seismic hazard problem is illustrated with several applications, including analysis of sensitivities and estimation of the standard error of the hazard estimate.

Example 3 – Seismic hazard analysis including directivity effect

In this example, taken from Ref. 10, the seismic hazard in terms of RMSA is examined for
five sites located near a fault with 400 km length. The five sites are located at 10 km perpendicular
distance from the fault, where one is in the middle of the fault (site 1), two are at its ends (sites 3
and 5) and two are at intermediate positions (sites 2 and 4), see Fig. 5.12a. The RMSA attenuation
law in Eq. 4.33, which includes the directivity effect by means of the factor $D(\gamma, Me)$, is used for
this example.

The earthquake rupture is assumed to start at a point on the fault (the epicenter) and to pro-
pagate in the direction from end A to end C with a total rupture length $l_r$, as shown in Fig. 5.12b.
Further improvement in the model can be obtained by assuming that the rupture can break in any
direction, i.e., from end A to end C or from end C to end A, with associated probabilities $p$ and $(1-
p)$, respectively. In this latter case, the results can be obtained from those obtained for the first
situation by a weighted average scheme. For example, results for site 1 can be computed from those
for the first case as $p$ times those for site 1 plus $(1-p)$ times those for site 5.

The rupture is contained within the two ends of the fault, and its length is given in terms of
the moment magnitude by a relation similar to Eq. 4.4. This implies that the rupture can start only
at points located between the end A and a distance $l_r(M)$ from the end C of the fault. The location
of the epicenter is random along this segment of the fault and it is assumed that all points in that
segment are equally likely to initiate the rupture, i.e., epicenters are uniformly distributed in that
segment of the fault.

As stated in Eq. 4.24, the significant distance that influences the measure of earthquake inten-
sity is taken to be $R_x$, the shortest distance from the site to the projection of the rupture on the fault
zone. To clearly demonstrate the effect of the rupture directivity, only three basic random variables
are included in the analysis: the seismic Mach number, $Me$, the moment magnitude of the earth-
quake, $M$, and the position of the epicenter on the fault, $S$. A uniform PDF is assumed for $Me$
between 0.60 and 0.95; a truncated, shifted exponential PDF (Eq. 2.19) is selected for $M$; and, as
discussed before, the PDF of $S$ is

$$f_{S|M}(s|m) = \frac{1}{l_f - l_r(M)} \quad 0 \leq s \leq l_f - l_r(M) \quad (5.2)$$
Since this is a conditional distribution, the transformation from Eq. 3.14 is required in the analysis. No account for the uncertainties in the attenuation or rupture-length relations is made. For other variables, deterministic values are assumed: \( \phi = 90^\circ \), \( \psi = 0^\circ \), \( w_r = 0 \). A summary of selected parameters is given in Table 5.4.

The \( g \)-function from Eq. 3.5 for this example is

\[
g(X) = (a_{\text{mu}}) e - \frac{c_1 e^{c_2 M - c_3 R_s}}{(R_s + c_4)} D(\gamma, M_c)
\]

(5.3)

where \( D(\gamma, M_c) \) is given by Eq. 4.27,

\[
\gamma = \tan^{-1} \left( \frac{y_s}{(x_s - S)} \right)
\]

(5.4)

and

\[
R_s = \sqrt{y_s^2 + [(x_s - S - L_r(M))^2}
\]

(5.5)

where \((x_s, y_s)\) are the coordinates of the site as shown in Fig. 5.12b. The seismic hazard curves for the five sites obtained by directional simulation are shown in Fig. 5.13.

Sensitivities of the FORM results with respect to the parameters in the probability distributions and in the limit-state function are computed in the analysis. These measures provide useful information on the relative importance of the parameters.

Seismic hazard sensitivities with respect to the seismicity parameter \( \beta \), the upper bound magnitude, \( m_i \), the upper bound Mach number, \( m_{c_1} \), and the parameters \( c_1, c_2 \) and \( c_3 \) of the attenuation law are plotted in Figs. 5.14-5.16. Note that the first three are distribution parameters, whereas the last three are parameters in the limit-state function. These measures are scaled by estimated standard deviations of the parameters to make them dimensionless. This scaling also has the effect of making the parameter variations equally likely in a statistical sense. The parameter standard deviations, which are measures of uncertainty in their estimates, are assumed to be: \( \sigma_\beta = 0.15 \), \( \sigma_{m_i} = 0.25 \), \( \sigma_{m_{c_1}} = 0.03 \), \( \sigma_{c_1} = 0.0006 \), \( \sigma_{c_2} = 0.08 \), and \( \sigma_{c_3} = 0.001 \).

The results presented in Fig. 5.14a indicate that the seismic hazard for site 1 is more sensitive to the parameters \( c_2 \) and \( c_1 \) in the attenuation law and to parameters \( m_{c_1} \) and \( \beta \) in the probability
distributions. The sensitivity of the seismic hazard to the parameter $\beta$ is of negative sign, which means that reductions of this parameter will cause a marginal increase in the hazard. Such result is reasonable since a smaller $\beta$ in the magnitude recurrence relation means that earthquakes of larger magnitude are more likely to occur. The sensitivity of the seismic hazard with respect to each parameter examined is enhanced at intensity levels around $a_{rms} = 0.10g$, especially for sites close to site 1.

Figs. 5.15a and 5.15b illustrate the sensitivity of the computed seismic hazard to parameters $mc_1$ and $\beta$, respectively, for different locations of the site along the fault and for different levels of earthquake intensity. The sensitivity of the hazard to both parameters is largest for sites located near the center of the fault, where contributions to the earthquake intensity at the site arise from ruptures occurring over an extended portion of the fault. This effect is decreased as the position of the site moves towards the ends of the fault, where the portion of the seismic feature with ruptures contributing to the earthquake intensity is largely reduced. Also, the higher the level of intensity, the larger the sensitivity of the seismic hazard to the specific parameter. This is also evident from Fig. 5.16 where the dimensionless sensitivities to the hazard for all parameters at $a_{rms} = 0.10g$ are plotted against $x_1$, the abscissa of the site location.

From the results of this example it can be concluded that improvements in the determination of parameter $\beta$ from the earthquake recurrence relationship and the upper bound seismic Mach number $mc_1$ will produce greater impact in the accuracy of the seismic hazard estimate. This example served two purposes: (1) to demonstrate that complex earthquake intensity modeling can be easily handled with the new formulation presented in Chapter 3; and (2) to illustrate the benefits from the direct sensitivity analysis that the solution procedure provides. Definitive conclusions on the effect of directivity in seismic hazard estimates cannot be drawn at this stage. Further validation of the attenuation relation used and of the appropriate definition of the distance $R$ and angle $\gamma$ need to be made. However, from the preliminary results shown in Fig. 5.13, it can be observed that the seismic hazard is significantly affected by the directivity effect, especially for sites close to the fault ends. This is observed by comparing the hazard curves for sites 2 and 4, and for sites 3 and 5, especially.
In the latter case, the hazard is increased approximately by an order of magnitude for low levels of intensity and slightly more for high levels of intensities.

Example 4 - Seismic hazard analysis with estimation of dispersion

A simple example is presented to illustrate the procedure for obtaining the standard error of the hazard estimate. The hazard curve for RMSA for a site near a fault is considered. The fault is modeled according to the general fault model described in Chapter 4. The end C of the fault is assumed to be deterministically known with coordinates, \( x_c = 270 \) km and \( y_c = 15 \) km. The end A is assumed to be on the arc of a circle centered at end C and a radius (length of fault) \( l_f = 300 \) km, see Fig. 5.17. Assuming a uniform distribution of the angle \( \alpha \) shown in Fig. 5.17, the PDF of the coordinate \( X_A \) is

\[
f_{X_A}(x_A) = \frac{10}{\pi \sqrt{17100 + 540x_A - x_A^2}} \quad -30 \leq x_A \leq -15.32
\]

The \( Y_A \) coordinate is given by the relation \( Y_A = 15 - \sqrt{17100 + 540x_A - x_A^2} \). For this example, the attenuation law in Eq. 4.34 by Hanks and McGuire [85] is used. After rearranging the constants and replacing Eqs. 4.32 and 4.35 in Eq. 4.34, the Hanks-McGuire attenuation for RMSA can be expressed as

\[
a_{rms} = \frac{c_1}{\rho} \left[ \frac{c_2Q}{\pi} \right]^{1/2} \Delta \sigma^{5/6} e^{0.25M + 2.67} \frac{\Delta \sigma^{5/6} e^{0.25M + 2.67}}{R_h^{3/2}}
\]

where \( a_{rms} \) is given in \( \text{cm/sec}^2 \), \( c_1 = 0.85 (2\pi)^2/106 = 0.3166 \), \( \rho = 2.7 \text{gm/cm}^3 \), \( c_2 = 8.47 \), and \( Q = 300 \).

The distance measure used in the Hanks-McGuire attenuation model is the hypocentral distance and, therefore, no account of the rupture dimensions is necessary. Magnitudes of earthquakes are measured by moment magnitude \( M \) and, at successive occurrences, are assumed to be statistically independent and identically distributed variables with PDF given by Eq. 2.19. Values of the parameters selected for this distribution are \( \beta = 2.0, m_0 = 4.0, \) and \( m_1 = 7.0 \).

Other random variables included in the analysis are the depth of the earthquake focus, \( Z \), which is uniformly distributed between 5 and 30 km; the dip angle of the fault plane, \( \Phi \), with
uniform PDF between 0.3π and 0.4π radians; the location of the rupture on the fault trace, S, with uniform PDF between 0 and 300 km; and the earthquake stress drop, Δσ. To represent the observed values of stress drop reported by Hanks and McGuire [85], a lognormal distribution is selected for Δσ with mean equal to 100 bars and c.o.v. equal to 200 percent.

It is assumed that some of the parameters included in the analysis are determined with uncertainty. This collection of parameters is represented by the vector Θ. Included among these parameters are ρ, Q, c₁, and c₂ from the attenuation relation (Eq. 5.7), the parameter β from the magnitude distribution (Eq. 2.19), and the mean value assigned to the PDF of the stress drop, μ_{Δσ}. The standard deviation of the computed seismic hazard is estimated using Eq. 3.50. For this purpose, the following standard deviation and correlation coefficients values are assumed: σₚ = 0.54, σₚ = 90, σₚ = 0.05, σₚ = 1.23, σₚ = 0.24, σₚ = 25, ρₚ = ρₚ = −0.3, and ρₚ = 0.15 with all other correlation coefficients being zero.

The vector ∇Θ(Θ) of the partial derivatives of the seismic hazard with respect to the components of Θ for each specified level of intensity, (Θ_m), is computed for the mean values of Θ. The standard deviation, (ΔH)FO, for the FORM approximation of the seismic hazard is then obtained from Eq. 3.50 for each intensity level.

To obtain the standard deviation (ΔH)SORM of the SORM approximation, it is assumed that the coefficient of variation of the hazard estimate based on FORM and SORM approximations is the same. This leads to the approximation

\[(\Delta H)_{SO} \approx \frac{(H(Θ))_{SO}}{(H(Θ))_{FO}}(\Delta H)_{FO} \tag{5.8}\]

The mean and mean ± one standard deviation hazard estimates based on the above SORM analysis are shown in Fig. 5.18. Also presented in this figure are results from the FORM approximation and from a directional simulation, where these last results represent the 95% confidence interval of the mean hazard estimate as obtained with a simulation c.o.v. equal to 0.15.

Good agreement is obtained between SORM and "exact" results from directional simulation. For this example, FORM results are poor approximations of the "exact" seismic hazard results as can
be seen from Fig. 5.18. This simple example illustrates how an estimate of the dispersion in the seismic hazard, arising from uncertainties in the model parameters, is obtained by use of the sensitivity measures.

Example 5 – Hazard-consistent earthquake ground motion for Tokyo

A case study taken from Ref. 100 is analyzed, where hazard-consistent earthquake motions for different subsoil conditions are determined for the city of Tokyo, Japan. The modified procedure suggested in Chapter 4 is used to obtain the parameters of the earthquake ground motion model.

The seismicity model for the area consists of five seismic subzones with different seismicity characteristics. Each subzone is composed of several annular subareas, as described in the general area source model in Chapter 4 (see Fig. 5.19). The parameters that define the seismic sources are summarized in Table 5.5. For all subzones, the lower bound magnitude \( m_0 \) (which defines the limit below which earthquakes have no engineering importance for the site) is set to \( m_0 = 6.0 \). Although this value is large for California sites, it is appropriate for Japanese earthquakes which occur in a subduction zone.

Occurrences of earthquakes in time are assumed to constitute Poisson events with the mean occurrence rate \( \nu \). The total annual rate of earthquake occurrences in the seismic region is, according to the values reported in Table 5.5, \( \nu = \sum_{i=1}^{5} \nu_i = 2.882 \). The seismic hazard is defined as the yearly probability of exceedance of the peak rms acceleration, \( \delta \), and computed according to the Poisson model (Eq. 2.31) as

\[
H(\delta_0) = 1 - e^{-\nu P(\delta > \delta_0)}
\]

(5.9)

The value \( P(\delta > \delta_0) \) is computed by the approximate procedures (FORM and SORM) presented in Chapter 3. The attenuation law used is that in Eq. 4.39, which uses the epicentral distance and ignores the rupture dimensions.

Although the uncertainty in the attenuation relation for \( \delta \) can be included in the present formulation, it was not considered in the study in Ref. 100, and to be consistent with that study this uncertainty is also ignored here. Thus, for this example only three random variables are considered:
the polar coordinates of the epicenter in the seismic source, $p$ and $\theta$, and the magnitude of the earthquake, $M$. The likelihood of occurrence of earthquakes is uniform within each subzone, i.e.,

$$f_{P \theta}(p, \theta) = \frac{\nu_i}{A_i} \quad (p, \theta) \text{ in subzone } i$$  \hspace{1cm} (5.10)

where $\nu_i$ is the annual earthquake occurrence rate in subzone $i$ (Table 5.5), and $A_i$, its area. The magnitudes have a conditional truncated exponential PDF in each subzone,

$$f_M|P, \theta(m | p, \theta) = \frac{\beta^i e^{-\beta^i (m - m_0)}}{1 - e^{-\beta^i (m - m_1^i)}} \quad (p, \theta) \text{ in subzone } i$$  \hspace{1cm} (5.11)

where $m_0 = 6.0$ and $\beta^i$ and $m_1^i$ depend on $p$ and $\theta$ according to Table 5.5.

The hazard curve obtained from the FORM approximation is almost identical to that reported in Ref. 100, as can be seen in Fig. 5.20. Therefore, there is no need for a second-order approximation. The value $\delta = 0.202 \, \text{g}$, obtained by interpolation of the seismic hazard curve, corresponds to the target yearly probability of exceedance of 0.005 (or return period of 200 years). The most likely values of magnitude, $M$, and epicentral distance, $R_e$, corresponding to this level of hazard are $M^* = 7.267$, and $R_e^* = 30.88 \, \text{km}$. These values correspond to the coordinates of the design point and, therefore, can be interpreted as the most likely set of the magnitude and distance that give rise to accelerations equal to or greater than $\delta = 0.202 \, \text{g}$. The values $M^*$ and $R_e^*$ are substituted in Eqs. 4.40-4.42 to obtain the set of most likely values of the parameters of the earthquake ground motion model, giving $\tau_m^* = 4.80$, $f_p^* = 3.85$, and $\zeta_e^* = 1.02$. These values are not considerably different from those obtained in Ref. 100 by the alternative procedure which are, $\delta_o = 0.202$, $(\tau_m)_o = 6.55$, $(f_p)_o = 3.72$, and $(\zeta_e)_o = 1.01$. The latter values were obtained in Ref. 100 as conditional expectations given that the peak RMSA is equal to or greater than $\delta_o$.

Three site conditions are defined for the generation of artificial earthquake ground motions:

(1) soft ground, defined by the soil softness $S_n = 0.80$ and $z_m = 80 \, \text{m}$; (2) intermediate ground, with $S_n = 0.20$ and $z_m = 50 \, \text{m}$; and (3) firm ground, with $S_n = -0.20$ and $z_m = 20 \, \text{m}$. The soil softness $S_n$ is defined by [100]

$$S_n = 0.264 \int_0^z \exp[-0.04 N(z) - 0.14 z] \, dz - 0.885$$  \hspace{1cm} (5.12)
where \( N(z) \) is the SPT blow count at depth \( z \) (in meters), and \( z_n \) is the total depth of the blow count profile.

The simulated hazard-consistent ground motions for the city of Tokyo, corresponding to a return period of 200 years, are shown in Fig. 5.21 for the three soil conditions. A clear difference in the frequency content of the earthquake ground motion is apparent in these plots, where higher frequency content is observed for motions on firmer soils. Fig. 5.22 qualitatively show the nonlinear effect of the soil on the earthquake ground accelerations: the amplitudes are increased and the frequency content of the motion is filtered producing lower frequencies for softer soils. The PGA of the generated sample of the baserock motion is recorded at \( t = 2.68 \) sec. and measures 0.39 g. When this shaking is filtered by a deep layer of soft soil, the PGA of the shaking is increased to 0.445 g and the time where it is recorded is shifted to \( t = 5.34 \) sec. For the case of the motion recorded at a site with intermediate ground conditions, a PGA of 0.405 g at \( t = 5.32 \) sec. is recorded. The shallow layer of firm soil has the effect of increasing the amplitude level of the earthquake accelerations but has little effect on its frequency content. The ground motion at firm soil conditions shows a PGA of 0.46 g at \( t = 2.68 \) sec., the same time for which the maximum peak acceleration was recorded at the baserock level.
Table 5.1. Values of Coefficients used in Example 1

<table>
<thead>
<tr>
<th>( c_1 )</th>
<th>( c_2 )</th>
<th>( c_3 )</th>
<th>( c_4 )</th>
<th>( a_l )</th>
<th>( b_l )</th>
<th>( \beta )</th>
<th>( m_0 )</th>
<th>( m_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0159</td>
<td>0.868</td>
<td>1.09</td>
<td>4.0</td>
<td>1.948</td>
<td>-10.037</td>
<td>1.7</td>
<td>4.0</td>
<td>7.5</td>
</tr>
<tr>
<td>Eq. 2.27</td>
<td>Eq. 4.4</td>
<td>Eq. 2.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2. Values of Coefficients used in Example 2

<table>
<thead>
<tr>
<th>( c_1 )</th>
<th>( c_2 )</th>
<th>( c_3 )</th>
<th>( c_4 )</th>
<th>( a_l )</th>
<th>( b_l )</th>
<th>( a_w )</th>
<th>( b_w )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.2</td>
<td>0.7</td>
<td>1.8</td>
<td>20.0</td>
<td>0.921</td>
<td>-2.763</td>
<td>1.623</td>
<td>-8.627</td>
</tr>
<tr>
<td>Eq. 2.27</td>
<td>Eq. 4.4</td>
<td>Eq. 4.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.3. Distributions of Random Variables Considered in Example 2

<table>
<thead>
<tr>
<th>( i )</th>
<th>( X_i )</th>
<th>Distribution</th>
<th>Parameters</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \Theta )</td>
<td>Lognormal</td>
<td>( \lambda = 0.440 )</td>
<td>( \xi = 0.149 )</td>
<td>( \frac{\pi}{2} )</td>
</tr>
<tr>
<td>2</td>
<td>( Z )</td>
<td>Lognormal</td>
<td>( \lambda = 3.247 )</td>
<td>( \xi = 0.555 )</td>
<td>30.0</td>
</tr>
<tr>
<td>3</td>
<td>( Z_i )</td>
<td>Lognormal</td>
<td>( \lambda = -0.030 )</td>
<td>( \xi = 0.555 )</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>( Z_t )</td>
<td>Lognormal</td>
<td>( \lambda = -0.49 )</td>
<td>( \xi = 0.246 )</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>( Z_w )</td>
<td>Lognormal</td>
<td>( \lambda = -0.011 )</td>
<td>( \xi = 0.379 )</td>
<td>1.06</td>
</tr>
<tr>
<td>6</td>
<td>( Z_B )</td>
<td>Normal</td>
<td>( \mu = 1.0 )</td>
<td>( \sigma = 0.15 )</td>
<td>1.0</td>
</tr>
<tr>
<td>7</td>
<td>( M_1 )</td>
<td>Uniform</td>
<td>( a = 7.482 )</td>
<td>( b = 8.018 )</td>
<td>7.75</td>
</tr>
<tr>
<td>8</td>
<td>( M )</td>
<td>Conditional (1)</td>
<td>( \beta = 2.3 )</td>
<td>( m_0 = 4.0 )</td>
<td>( z_B ) variable</td>
</tr>
<tr>
<td>9</td>
<td>( X_c )</td>
<td>Conditional (2)</td>
<td>( a = \frac{4l_r(Z_i, M)}{l_f - l_r} )</td>
<td>( b = l_f - \frac{4l_r(Z_i, M)}{l_f - l_r} )</td>
<td></td>
</tr>
</tbody>
</table>

(1) The conditional PDF of \( M \) is given by

\[
f_{M | z_z, M}(m | z_B, m_1) = \frac{z_B \beta \exp\left[-z_B \beta (m - m_0)\right]}{1 - \exp\left[-z_B \beta (m_1 - m_0)\right]} \quad \text{for} \quad m_0 \leq m \leq m_1
\]

(2) The conditional PDF of \( X_c \), the location of the center of the rupture, is given by

\[
f_{X_c | z_z, M}(x_c | z_l, m) = \frac{x_c - \frac{4l_r}{l_f - l_r}}{l_f - l_r} \quad \text{for} \quad \frac{4l_r}{l_f - l_r} \leq x_c \leq l_f - \frac{4l_r}{l_f - l_r}
\]

(3) The expression of \( l_r \) in terms of the random variables \( Z_i \) and \( M \) is given by Eq. 4.4.
Table 5.4. Values of Coefficients used in Example 3

<table>
<thead>
<tr>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$c_3$</th>
<th>$c_4$</th>
<th>$a_l$</th>
<th>$b_l$</th>
<th>$\beta$</th>
<th>$m_0$</th>
<th>$m_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00567</td>
<td>0.8065</td>
<td>0.0135</td>
<td>0.0</td>
<td>0.896</td>
<td>-1.778</td>
<td>1.7</td>
<td>5.0</td>
<td>8.5</td>
</tr>
</tbody>
</table>

Eq. 2.27  Eq. 4.4  Eq. 2.19

Table 5.5. Parameters of the Seismic Source Model for Example 5

<table>
<thead>
<tr>
<th>Subzone</th>
<th>annular element</th>
<th>$\rho_a$ (km)</th>
<th>$\rho_b$ (km)</th>
<th>$\theta_a$ (°)</th>
<th>$\theta_b$ (°)</th>
<th>$v_l$</th>
<th>$m_1$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>1</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>360</td>
<td>2.253</td>
<td>8.0</td>
<td>2.28</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>100</td>
<td>150</td>
<td>0</td>
<td>69</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>100</td>
<td>150</td>
<td>303</td>
<td>360</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>150</td>
<td>200</td>
<td>0</td>
<td>65</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>150</td>
<td>200</td>
<td>314</td>
<td>360</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>200</td>
<td>250</td>
<td>0</td>
<td>64</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>200</td>
<td>250</td>
<td>320</td>
<td>360</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>250</td>
<td>300</td>
<td>0</td>
<td>64</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>250</td>
<td>300</td>
<td>332</td>
<td>360</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>1</td>
<td>100</td>
<td>150</td>
<td>216</td>
<td>303</td>
<td>0.284</td>
<td>8.5</td>
<td>2.28</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>150</td>
<td>200</td>
<td>216</td>
<td>314</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>200</td>
<td>250</td>
<td>212</td>
<td>320</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>250</td>
<td>300</td>
<td>210</td>
<td>323</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>1</td>
<td>100</td>
<td>150</td>
<td>69</td>
<td>216</td>
<td>0.179</td>
<td>7.25</td>
<td>3.02</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>150</td>
<td>200</td>
<td>65</td>
<td>102</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>150</td>
<td>200</td>
<td>162</td>
<td>216</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>200</td>
<td>250</td>
<td>64</td>
<td>90</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>200</td>
<td>250</td>
<td>183</td>
<td>212</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>250</td>
<td>300</td>
<td>64</td>
<td>84</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>250</td>
<td>300</td>
<td>187</td>
<td>210</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IV</td>
<td>1</td>
<td>150</td>
<td>200</td>
<td>102</td>
<td>162</td>
<td>0.093</td>
<td>7.5</td>
<td>4.61</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>200</td>
<td>250</td>
<td>90</td>
<td>168</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>250</td>
<td>300</td>
<td>84</td>
<td>158</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V</td>
<td>1</td>
<td>200</td>
<td>250</td>
<td>168</td>
<td>183</td>
<td>0.073</td>
<td>8.0</td>
<td>1.54</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>250</td>
<td>300</td>
<td>158</td>
<td>187</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Fig. 5.1. Geometric Description of Example 1
Fig. 5.2a. Probability of Exceedance of PGA (Example 1a, Fault with Extendable Ends)
Fig. 5.2b. Probability of Exceedance of PGA (Example 1a, Fault with Extendable Ends)
1 Exact (Numerical Integration)
2 FORM approximation
3 SORM-PF approximation (Eq. 3.22, $\gamma_r = 0.50$)
4 SORM-PF approximation (Eq. 3.23)

Fig. 5.2c. Probability of Exceedance of PGA (Example 1a, Fault with Extendable Ends)
Fig. 5.3a. Probability of Exceedance of PGA (Example 1b, Fault with Non-Extendable Ends)
Fig. 5.3b. Probability of Exceedance of PGA (Example 1b, Fault with Non-Extendable Ends)
Fig. 5.3c. Probability of Exceedance of PGA (Example 1b, Fault with Non-Extendable Ends)
Fig. 5.4. Limit-State Functions in Standard Space (Example 1a)
Fig. 5.5. Limit-State Functions in Standard Space (Example 1b)
Fig. 5.6. Probability of Exceedance of PGA for Site close to the Fault End (Fault with Extendable Ends)
1 Exact (Numerical Integration)
2 FORM approximation
3 SORM-CF approximation
4 SORM-PF approximation (Eq. 3.22, $\gamma_r = 0.50$)

Fig. 5.7. Probability of Exceedance of PGA for Site close to the Fault End (Fault with Non-Extendable Ends)
Fig. 5.8. Limit-State Functions in Standard Space (Example of Site close to the Fault End)
Fig. 5.9. Limit-State Functions in Standard Space (Example of Site close to the Fault End)
Directional Simulation

1a lower bound of 95% confidence interval
1b upper bound of 95% confidence interval
2 FORM approximation
3 SORM-CF approximation

Fig. 5.10a. Probability of Exceedance of PGA (Example 2)
1. Directional Simulation
1a. Lower bound of 95% confidence interval
1b. Upper bound of 95% confidence interval
2. FORM approximation
3. SORM-PF approximation (Eq. 3.23)

Fig. 5.10b. Probability of Exceedance of PGA (Example 2)
Fig. 5.10c. Probability of Exceedance of PGA (Example 2)
Fig. 5.11. Limit-State Function in Standard Space (Example 2)
(a) Geometry and Location of Sites in Plan

(b) Earthquake Rupture Description

Fig. 5.12. Geometric Description of Example 3
Fig. 5.13. Probability of Exceedance of RMSA including the Directivity Effect
Fig. 5.14. Sensitivity Measures with Respect to Deterministic Parameters
Fig. 5.15. Influence of Site Location on Seismic Hazard Sensitivities
Fig. 5.16. Influence of RMSA on Seismic Hazard Sensitivities
Fig. 5.17. Geometric Description of Example 4
Fig. 5.18. Dispersion Estimate on Seismic Hazard Curve
Fig. 5.19. Seismic Source Model for Tokyo
Fig. 5.20. Hazard Curves for Tokyo
Fig. 5.21. Simulated Earthquake Ground Motions for Tokyo
Fig. 5.22. Simulated Earthquake Motion on Basrock and Intermediate Ground
Chapter 6

SUMMARY AND CONCLUSIONS

In this study, a new methodology for the probabilistic assessment of seismic hazard is developed. It incorporates fast and efficient techniques of integration available from the field of structural reliability in the computation of the hazard, enabling a full probabilistic description of the earthquake process. A comprehensive review of the elements that integrate a probabilistic seismic hazard analysis is carried out.

The analogy between seismic hazard and structural reliability formulations is established and it is shown how the computation of the earthquake hazard can be done using approximate methods currently available from structural reliability theory. A number of methods to compute the probability of exceedance of a ground motion intensity level are examined. They include the first-order reliability method (FORM) and two second-order reliability methods, i.e., the curvature-fitting (SORM-CF) method and the point-fitting (SORM-PF) method. Several simulation methods are also discussed, including the directional simulation method.

With the new, improved formulation, the analysis of sensitivities and the treatment of uncertainties is greatly simplified. Sensitivities to the computed seismic hazard with respect to the basic random variables involved in the analysis, and with respect to deterministic parameters of the distributions and of the various models involved in the formulation are directly obtained during the process of solution. This is a clear advantage over the traditional procedures of seismic hazard analysis which require extensive repeated computations prior to the analysis of sensitivities. The analysis of uncertainties is carried out in a simple manner, which allows separate treatment of uncertainties arising from inherent variabilities from those arising from model and estimation errors. An estimate of the standard error in the computed hazard due to the latter source of uncertainties is obtained with little extra effort.

An important advantage provided by the new procedure is the ability to accommodate very general earthquake modeling. Two general seismic source models are developed and discussed:
a known fault model, and an area source model. Applications using various intensity attenuation models are presented to illustrate the use of sophisticated earthquake models and the versatility of the methodology.

From the examination of the results presented in this study, it is concluded that the proposed approximate solution techniques yield satisfactory results, especially when second-order reliability methods are used. The FORM approximation under certain conditions may lead to large errors and is not appropriate for the computation of the seismic hazard. The point-fitting procedure to obtain a second-order surface to approximate the boundary of integration (SORM-PF) is more stable and computationally less expensive than the curvature-fitting procedure (SORM-CF), giving an adequate approximation to the computed seismic hazard in most cases studied. Directional simulation is also found to be an effective tool for the computation of the seismic hazard.

The methodology presented in this study is a significant improvement over current methods of seismic hazard analysis. It not only permits a more comprehensive formulation of the problem, by incorporating earth science information relevant to seismic hazard that allows complex modeling of the earthquake generation mechanism and a general representation of the attenuation of seismic intensity, but also it provides direct information on sensitivities and a straightforward procedure for the analysis of uncertainties.

A complex model of attenuation of earthquake intensity incorporating the directivity effect is examined. In one example studied, the effect of directivity on the computed seismic hazard amounts to an increase of up to about one order of magnitude, depending on the relative position of the site of interest with respect to the orientation of the fault. The attenuation model including the directivity effect presented in this study should be validated against data from earthquake events as this information becomes available.

Future studies should assess which method, either SORM or directional simulation, presents more advantages for the estimation of the seismic hazard, the analysis of sensitivities and the treatment of uncertainties. Directional simulation is a procedure which holds promise for the
analysis of seismic hazard and should be thoroughly compared with the rest of the methods presented. A comprehensive analysis of sensitivities in real seismic hazard situations should be carried out to determine areas where further refinements and data are needed.
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