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Experts in geophysical sciences and earthquake engineering con
vened to evaluate state-of-the-art technology in geotechnical prop
erty characterization for earthquake-resistant design and analysis.
Workshop areas discussed in this report will help focus and priori
tize research on seismic hazard mitigation and seismic design
improvement.

BACKGROUND Earthquake experience shows that site geology and local soil
properties exercise a decisive influence on seismic ground motions and structural
damage potential. Progress has been made in measuring dynamic soil properties
and understanding site characteristics. However, technologic limitations and resul
tant uncertainties have restricted the overall ability to confidently characterize a
site for seismic design and analysis.

OBJECTIVES

• To discuss the current state of dynamic soil property measurement and site char
acterization for earthquake-resistant design and analysis.

• To explore ways to achieve necessary advances and identify research priorities.

APPROACH Sixty-seven engineers, geologists, geophysicists, and seismologists
from the United States and abroad participated in a two-day workshop November
9-10, 1989, in Palo Alto. State-of-the-art presentations focused on six previously
selected technical topics, designed to help the National Science Foundation (NSF)
and EPRI plan future research programs aimed at characterizing the dynamic
material properties of sites for seismic design. Following these presentations, par
ticipants formed six panel groups to discuss the state of the art and to suggest
research needs and priorities for each topic. The organizir'l committee met after
the workshop to synthesize results and recommendations.

KEY POINTS The workshop addressed six key technical topics, including low
and high-strain cyclic soil material properties, mechanisms for energy dissipation,
spatial variability of soil properties, effect of site geometry and global characteris
tics, seismic arrays, and sloping ground sites. Experts determined that

• The highest priority research need industrywide is development and operation of
field test sites for site soil characterization and method validation in seismically
active areas.

• Other research needs exist in the following areas: technology enhancement of
soil in situ and laboratory testing; investigation of physical-chemical processes
affecting property changes; sensitivity evaluation of dynamic soil property varia
tions; and improvements in data processing methods, field data interpretation
techniques, and ground-response modeling procedures.
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ABSTRACT

A 2-day workshop on dynamic soil properties and site characterization was held in Palo
Alto, California, on November 9-10, 1989. The workshop was cosponsored by the
National Science Foundation (NSF) and the Electric Power Research Institute (EPRI)
under NSF Grant No. BCS-8916081 and EPRI RP810.

The primary purpose of the workshop was to bring together individuals with expertise
in the areas of dynamic soil property measurement and site characterization to discuss
the current state-of-the-art, to explore ways to achieve advances that are needed, and to
identify research priorities. Participants included specialists in the fields of geotechnical
and earthquake engineering as well as geologic, geophysicist and seismological sciences.

The workshop involved six state-of-the-art presentations dealing with dynamic soil
properties and site characterization. Following the state-of-the-art presentations, the
participants met in panel groups to discuss research needs for each of the research
topics. Each panel prepared a report summarizing their views.

These proceedings contain the text of the state-of-the-art presentations as well as the
panel reports.

iii





FOREWORD

This report is the final product of a workshop on "Dynamic Soil Properties and
Site Characterization," held in Palo Alto, California, November 9-10, 1989. The
workshop was sponsored jointly by the National Science Foundation (NSF) and
the Electric Power Research Institute (EPRI).

The need for a workshop on dynamic soil properties and site characterization was
identified in late 1988 by NSF and EPRI during discussions about the state of the
art in the areas of dynamic soil property measurement and site characterization.
Both organizations identified technical limitations, and both organizations sought
more effective ways to use their available funding to advance research in these
areas. In view of the potential consequences of earthquakes in terms of loss of life
and property damage, a review of geotechnical site characterization procedures
seemed appropriate. This conclusion was strongly reinforced by the soil-related
destruction from the Lorna Prieta earthquake, which occurred just two weeks before
the workshop.

The format for the workshop involved state-of-the-art presentations on six topics:

• Obtaining low- and high-strain cyclic material properties

• Mechanisms for energy dissipation and how they are dealt with

• Accounting for spatial variability

• Determining when site geometry and global characteristics are
important

• Knowledge gained from arrays

• Treatment of sloping ground sites

The presentations were followed by concurrent panel discussions on each of the
topics. Nearly 70 specialists from the United States and abroad with expertise in the
fields of engineering and earth sciences attended the workshop. An attendee list is
provided in Appendix A.

A proceedings containing the state-of-the-art presentations as well as panel reports
for each of the six areas was prepared from the workshop. The organizing
committee for the workshop was responsible for preparation of chapters 1 and 2,
introduction and summary of research needs. Chapters 3 through 8 present the
state-of-the-art reports and panel summaries for the specialized topics assigned to
each workshop session.
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Chapter 1
INTRODUCTION

Ground shaking during earthquakes results from seismic waves that originate along a
fault at some depth, and then travel upward and outward to the ground surface. The
characteristics of the rupture, of the travel path, and of the near-surface geology units
all influence the damage potential of shaking. Many earthquakes have shown in the
past and Mexico City (1985), Armenia (1988), and Loma Prieta (1989) recently
reminded us that the near-surface soil and/or rock can have a decisive influence on
shaking and damage distribution for a given earthquake. Instrumental records on soft
soil sites from some of these and other events show that the motions at certain fre
quencies can be amplified by an order of magnitude compared to rock sites nearby.
Significant increases in duration of shaking have also been observed on soil. Wide
spread destruction and disruption can occur due to seismically induced ground failure.

PROPERTY MEASUREMENT AND SITE CHARACTERIZATION

The mechanisms for seismic wave propagation and the response of soil and buildings to
wave propagation have been investigated for many years. Various methods of analysis
and testing techniques are now available for estimating the level of ground shaking and
the response of soil and soil-structure systems during forecasted earthquakes. The
accuracy of those seismic response estimates is, however, controlled to a large extent by
our ability to properly characterize the dynamic properties of the geologic materials at
the site. Although some of these properties can be determined with relatively high
levels of confidence, others cannot and further research is clearly needed.

CONSTITUTIVE MODEL REQUIREMENTS

For the purpose of analyzing ground response under seismic loading, the soil and/or
rock ideally should be represented by constitutive equations that describe their behavior
under all loading conditions and strains in a manner that very closely represents the
real materials of rock, sand, silt, or clay under these conditions. Such a model would
include a number of material constants determinable by laboratory or field tests. Some
of the constants would indicate the nature of the material and its initial condition in the
field; others would be its response to static and cyclic or dynamic loads. A particular
cycle of stress or strain in such a mathematical model would give essentially the correct
amount of energy dissipation or damping, the variation of response with strain level,
and the strain accumulation, without special and separate formulation being required to
describe such behavior. The model would be sufficiently complex so that boundary
value problems involving the material would require calculation by computer. In the
case of interest, the computer would require the capability of handling large strains,
displacements, and non-Cauchy stresses. At present, we are far from developing such
a system, but work is proceeding in that direction.
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The penalties for a complex constitutive relation based on the physics and mechanics of
the material behavior are the mathematical difficulties of the formulation, the effort
and care needed in its implementation in a computer program, and the need to obtain
experimentally a large number of parameters to fit the model. The advantages are that
one relationship would cover a range of material behavior and that the material
response to large strains or cyclic-load applications would follow naturally from the
basic premises of the model.

Current practice involves simpler models of material behavior, generally based on
empirical observations. For these models, certain types of laboratory or field tests are
required from which the material properties are derived. Various simplifications are
needed to represent the complicated behavior of the real soil. When a simple (the
term is relative, since all the models under discussion have various degrees of complex
ity) model is employed, it has the advantage of being conceptually easier to grasp, and
the. operations of the representation under cyclic or dynamic excitation can be divided
into physical steps corresponding to the perceived mechanical behavior of the medium.
The penalties lie in the necessity for performing a large number of tests to determine
the variables that are not implicit to the model. For example, one such approach may
require a generalized bilinear or hyperbolic stress-strain behavior for the soil under
study. The properties of slope (modulus) or peak value of this relationship are related
to the ambient or changing effective stress in the field at different confining pressures.
The relation of such a modulus to different strain levels has to be examined by dynamic
tests which are typically applicable to different strain regimes. Damping may be in
cluded implicitly in such representation, but more commonly it is added as an explicit
external variable which is determined by cyclic testing to different strain levels. Pore
pressures which may be developed have to be evaluated with reference to cyclic labora
tory tests on the soil at different void ratios, confining pressures, and other variables.
Each representation bears its own burden.

In the absence of the "perfect" constitutive relationship, the consequence for site evalu
ation using simpler models is that the material properties to be measured in the field
and laboratory depend on the model to be employed, and differ to some extent. Thus,
in the text that follows, each recommendation related to dynamic soil property
measurement and site characterization implies, at some level, a preconceived model for
the representation of the anticipated ground response during the seismic event. If in
fact, the possibilities of both large deformation and failure must be considered, more
than one material or mechanical model is usually needed, and different tests and prop
erty evaluations must be performed for each mechanism.

MEASUREMENT UNCERTAINTIES

Despite many advances and developments that have occurred over the past decade in
the areas of analysis and testing, helped by the rapid accumulation in recent years of
instrumental recordings from strong motion networks and special arrays, significant
uncertainties still exist in the general areas of dynamic soil property measurement and
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site characterization. As discussed in the preceding section, these uncertainties are
controlled in part by the need to account for the many interdependent variables in the
determination of material properties for simpler soil models. This has led to the gen
eral view that the overall ability of the profession to confidently characterize a site or
general area for seismic response analyses and design needs to be improved in order to
achieve a satisfactory measure of earthquake hazards mitigation. In the absence of this
confidence, current practice is to apply large ranges in material properties to account
for measurement uncertainties. Eventually, this leads to excessive conservatism and
unnecessary costs.

Improvement in measurement methods by itself will not necessarily result in a higher
level of confidence in dynamic soil property measurement and site characterization.
Improvements must go hand-in-hand with the development of new, more generalized
constitutive models of the material response which can be used to explicitly interpret
laboratory or field test results, or which can be used with laboratory or field test data to
explicitly account for the physics and mechanics of soil property response.

NSF AND EPRI CONCERNS

During initial discussions between the National Science Foundation (NSF) and the
Electric Power Research Institute (EPRI) in late 1988, it was realized that both organi
zations share similar concerns regarding the state of the art and its limitation in the
areas of dynamic soil property measurement and site characterization for earthquake
resistant design and analysis.

NSF's Earthquake Hazard Mitigation Program receives unsolicited proposals each year
to conduct specific studies related to dynamic soil property measurement and site char
acterization. A number of important developments in the understanding or measure
ment of dynamic soil properties and site characteristics have been made over the past
decade as a result of this program. However, NSF is seeking a more effective way to
utilize the available funding to achieve a more focused research program toward earth
quake hazard mitigation. Identification and prioritization of future research are
needed.

EPRI has been sponsoring research related to seismic soil-structure interaction (SSI)
for the last 10 years. In a recent investigation, the response of a site and two structures
at Lotung, Taiwan, were monitored in detail during seismic events, and analytical pre
dictions were compared with the recorded response. One of EPRI's purposes in the
Lotung experiment has been to quantify uncertainties and reduce unnecessary conserva
tism in the seismic analysis and design of critical structures. However, results from the
Lotung experiment show that characterization of strain-dependent soil properties is a
weak link in the study. Data scatter and technology limitations have resulted in signifi
cant uncertainties, and further research is needed to reduce those uncertainties.
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In viewing the potential consequences of earthquakes in terms of loss of life and prop
erty damage, it was concluded that a review of the state of the art in the areas of
dynamic soil property measurement and site characterization was needed. This conclu
sion was strongly reinforced by the soil-related destruction from the Lorna Prieta earth
quake, which occurred just 2 weeks before the workshop was held.

STATEMENT OF NEED

As a means of satisfying the existing need to advance the state of the art and to identify
and prioritize research requirements in the areas of dynamic soil property measurement
and site characterization, a workshop was proposed jointly by NSF and EPRI in early
1989. Such a workshop seemed justified by a combination of needs:

• Continued progress in the area of analytical modeling, which places more
rigorous needs for dynamic soil properties

• Continued development of networks and special arrays to collect informa
tion regarding soil response during earthquakes, with the corresponding
need for more rigorous measurement of dynamic soil properties

• Continued progress in specific aspects of dynamic soil property measure
ment and site characterization

• Continued need for information about dynamic properties of soil and site
characterization during the seismic analysis and design of critical struc
tures, such as dams and nuclear power facilities

• Continued need to optimize the limited funds that can be directed
towards research by either government agencies or private industry

To advance beyond the current approach to dynamic property measurements and site
characterization, as well as to link this with the more general question of seismic soil
response, it was concluded that some key questions which need to be addressed at this
time are:

• How to obtain stress-strain relations in situ that are applicable to the
characterization and prediction of ground response during seismic events?

• How to characterize, measure, and model analytically the effective
damping of a site during an earthquake, including its material and radia
tion damping components?

• How to account for the spatial variability in dynamic properties for a
given site?
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• How to introduce site geometry and global characteristics in ground
response estimates, including where one-dimensional site characterization
is insufficient?

• How to link improvements in dynamic soil property and site charac
terization to optimum use of seismic networks and special arrays, includ
ing what has been learned from existing seismic networks and special
arrays, and what should be our future strategy.

• How to characterize and evaluate sloping ground sites during
earthquakes?

WORKSHOP OBJECTIVES

The objective of this workshop was to bring together individuals with knowledge and
expertise in the field of geotechnical engineering and soil dynamics, as well as geologi
cal, geophysical, and seismological sciences, in order to discuss the current state of the
art in the areas of dynamic soil property measurement and site characterization, to
explore ways to achieve advances that are needed, and to identify research priorities,
both immediate as well as over the next 10 to 20 years.

WORKSHOP PLANNING

The planning for this workshop began in late 1988. An organizing committee com
prised of the following individuals was formed to plan the workshop:

• Donald G. Anderson of CH2M HILL as chairman

• Y. K. Tang of EPRI as co-chair

• Jose M. Roesset and Kenneth H. Stokoe of the University of Texas at
Austin

• John Christian of Stone & Webster

• Ricardo Dobry of Rensselaer Polytechnic Institute

• Clifford J. Astill of NSF

• J. Carl Stepp of EPRI

The organizing committee decided that the format for the workshop would involve a
series of state-of-the-art presentations during the first half day of the workshop. These
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presentations would be followed by concurrent panel workshop discussions on six state
of-the-art topics. To maximize the interchange of information between panels, several
plenary sessions also were scheduled during which panel leaders and recorders would
give summaries of discussions that had taken place during their panel discussions. A
copy of the agenda for the workshop is given in Appendix B.

Six state-of-the-art topics were identified. These topics, as well as the respective
speakers for each topic, are li~ted below:

• "How Do We Obtain Low- and High-Strain Cyclic Material Properties?"
State-of-the-art speaker: Professor Ricardo Dobry, Rensselaer Polytech
nic Institute

• "What Are the Mechanisms for Energy Dissipation and How Are They
Dealt With?" State-of-the-art speaker: Professor Jose Roesset, Univer
sity of Texas

• "How Do We Account for Spatial Variability in Properties?" State-of
the-art speaker: Dr. Gary Olhoeft, United States Geological Survey

• "When Are Site Geometry and Global Characteristics Important?" State
of-the-art speaker: Dr. Walter Silva, Pacific Engineering and Analysis

• "What Have We Learned From Arrays?" State-of-the-art speaker:
Dr. Brian Tucker, California Division of Mines and Geology

• "What Do We Do at Sloping Ground Sites?" State-of-the-art speaker:
Dr. Gonzalo Castro, GEl Consultants

Approximately 75 individuals were invited to the workshop. These individuals
represented a variety of backgrounds in the general areas of dynamic material property
measurement and site characterization, including specialists in geology, seismology,
geophysics, earthquake engineering, soil dynamics, and seismic field monitoring. Over
90 percent of the original invitees were able to accept the invitation. A list of partici
pants is provided in Appendix A.

Each speaker was requested to prepare a state-of-the-art paper. Draft copies of five of
the six were distributed to participants prior to the workshop. Workshop participants
were requested to prepare a 2- to 3-page summary of views regarding research needs.
These summaries were submitted to the state-of-the-art speakers prior to the workshop.
The intent of the summaries was twofold: (1) to initiate thinking on the part of the
attendee prior to arrival at the workshop and (2) to provide the state-of-the-art
speakers with some indication of the different views of the workshop participants.
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WORKSHOP PRODUCT

As part of the closing activities of the workshop, each workshop panel submitted a
draft of its report. These summary reports, combined with the state-of-the-art reports,
are presented as Chapters 3 through 8 in this document. The organizing committee
was responsible for preparation of Chapters 1 and 2, INTRODUCTION and SUM-
MARY OF RESEARCH NEEDS. '

A draft copy of the complete workshop report was sent to each workshop participant
to obtain review comments on the report. To the extent possible, the review comments
that were received have been included in the final report. Whereas comments have
been solicited from a number of individuals, the document is by no means an accurate
reflection of everyone's view on the needs for research and development in the areas of
dynamic soil property measurement and site characterization. The workshop document
should, therefore, be used as a guide towards the identification of possible research
topics.
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Chapter 2
SUMMARY OF RESEARCH NEEDS

The preliminary product of the NSFjEPRI workshop was a series of draft panel reports
prepared during the workshop to summarize each panel's views on the state of the art
and the need for research in the areas of dynamic soil property measurement and site
characterization. Following the workshop, the organizing committee reviewed these
draft reports and grouped research needs in five areas of common concern or interest;
i.e., panels addressed the same or similar research interests and needs, with details
differing from one panel to the next. The five areas of common interest or concern
involved:

• Development and operation of field test sites in seismically active areas

• Technology developments in the areas of in situ testing, laboratory test
ing, and ground response monitoring

• Fundamental studies of physical-chemical processes

• Sensitivity studies to evaluate the importance of dynamic soil property
variation

• Analytical studies to develop improved data processing methods, labora
tory and field data interpretation techniques, and ground-response model
ing procedures

The first topic "Development and Operation of Test Sites" was identified by the
organizing committee as being especially important and relevant to the objectives of the
workshop. This topic has been given highest priority and is discussed in somewhat
more detail. Following the discussion of test sites, a summary of research needs and
interests in the other four areas is given. No priorities are assigned to these topics.
This chapter concludes with a section that summarizes the need for additional research,
for additional research funding, and for better communications.

DEVELOPMENT AND OPERATION OF TEST SITES

The topic "Development and Operation of Test Sites" was identified by the organizing
committee as being of special importance and requiring a more detailed discussion. It
was selected for more detailed discussion because:

• The topic was identified by all panels as one that will contribute to signif
icant advances in the state of the practice in the areas of site character
ization and soil property measurement.
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• Information obtained from the development and operation of test sites
will be of use to multiple disciplines, including geologists, geophysicists,
seismologists, and engineers.

• The program will complement efforts already underway to identify sites
for geotechnical experimentation (NSF, 1988).

• Finally, development and operation of test sites would likely require
industry-wide support.

The last reason cited above is thought to be critical. Development and operation of
tests sites will require significant planning, capital investment, and annual maintenance
costs. It is unlikely that any single private organization or government agency presently
has either the budget or staff to successfully operate the proposed test sites without
significant contributions from other organizations. Consequently, development and
operation of the test sites is expected to require an industry-wide cooperative effort.

PROGRAM DESCRIPTION

This industry-wide program would involve development and operation of two or more
facilities, referred to as test sites, in seismically active areas. The objective of each site
would be to provide a location where experiments related to site characterization and
dynamic soil property measurement could be carried out over an extended period of
time under the same general set of site conditions. The test sites would be character
ized by certain geologic or topographic features; they would be thoroughly documented
in terms of site characteristics; and they would be equipped with instruments on the
ground surface and at depth that would allow measurements of ground motion, pore
water pressure, etc., during seismic events.

A minimum of two sites is required to satisfy the need for experimentation and in situ
simulation under different geologic and topographic conditions. These sites would have
the following features:

• Geologic conditions at a particular site would be relatively consistent
within a large area so that multiple experiments could be conducted by
different investigators under similar geologic conditions.

• The sites would be located relatively close to a source of strong ground
shaking so that high-amplitude, ground response information could be
obtained in the same area where site characterization took place. This
would allow results of experimental studies to be used in combination
with measured ground response to test new methods of interpretation or
analysis.
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• The level of seismic activity should be high so that the seismic response
information had a high probability of being collected over a several-year
period. However, from a pragmatic standpoint, the possibility exists that
the sites would have to be maintained over a longer time period before
high-amplitude, seismic response data are obtained.

PROGRAM OBJECTIVES AND BENEFITS

The test site program would have two objectives. The primary objective would be to
provide locations where different dynamic soil property measurement and site charac
terization procedures could be used or tested. The secondary objective would be to
collect ground response information during seismic events.

Both objectives satisfy the basic need to improve the current levels of confidence in dy
namic soil property measurement and site characterization procedures. As field and
laboratory methods of dynamic soil property measurement and site characterization are
compared and improved, the large level of uncertainty currently associated with the use
of dynamic soil properties in design can be reduced, resulting in more economical
designs.

PROGRAM PLANNING

Where practically feasible, the sites should have the following common features or
goals:

• They should be tied in with new or existing strong motion seismic arrays
to optimize planning, management, and maintenance.

• The sites should be located on loose, saturated, granular soil and soft clay
to obtain data for a range of geologic conditions.

• The geometry should be well defined, and the test site area should be
large enough to allow numerous experiments to be carried out.

• Soil sites should include sloping ground and have nearby rock outcrops.

• If possible, information on site characterization should be already
available.

• The sites either should be available for non-earthquake-related studies or
may be part of other projects involving earthquake or non-earthquake
activities.
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PROGRAM IMPLEMENTATION

The initial phase of the recommended program will likely require an expenditure of
one-half million dollars or more per site. These costs are required to set up an organi
zation for the coordination of the effort, to oversee initial site selection and exploration
tasks, and to install a minimum set of ground response recording systems. The annual
costs for maintaining a basic test site is expected to be in excess of $100,000. For plan
ning purposes, the program should be funded to operate for a minimum of 5 years.

Because of the long-term use of the test sites, it will be necessary to select a single
organization or agency to operate the test sites. The responsibilities of the organization
or agency should be to control the type of, and documentation for, experiments carried
out at the sites, to maintain the ground response instrumentation in an operational
mode, and to process and distribute the data that are collected.

Coordination of such an effort could be most effectively handled by a public agency,
such as the United States Geological Survey (USGS), the National Center for Earth
quake Engineering Research (NCEER), or the California Division of Mines and Geol
ogy (CDMG). Other organizations, including universities and private companies,
should have access to the site, as long as they have funding to carry out their work and
as long as they have a well-defined work plan describing their objectives and scope of
work.

TECHNOLOGY DEVELOPMENTS

Existing methods of in situ testing, laboratory testing, and ground response monitoring
do not appear to be taking full advantage of data collection and processing capabilities
that have become available over the last decade. Technology development in one or
more of these areas should be carried out either to improve the accuracy of existing
measurement techniques or to collect new information regarding soil behavior and soil
property variation. As the accuracy is improved or better information is obtained, the
large uncertainties often associated with soil property measurement and site character
ization can be reduced. Especially important is the development of a technique(s) for
measuring the soil strains and deformations during seismic loading.

In the area of in situ testing, the following technology developments are recommended:

• Nondestructive, nonintrusive (geophysical, electrical, seismic, radar, etc.)
procedures for delineating subsurface stratigraphy in a rapid and accurate
manner

• Nonlinear cyclic deformation and degradation characterization (stress
strain, volumetric change)
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• Material damping and its variation with level of shearing strain

• In situ density variation and/or in situ measurement of steady state
strength (Sus) in saturated, loose sand

• Standardization of in situ testing methods

In the area of laboratory testing, the following technology developments are
recommended:

• Simple and inexpensive Gmax test methods that can be used with (or dur
ing) other testing techniques (static and cyclic) to measure stiffness varia
tion of material throughout the test, thereby providing a standard basis
for comparing or extrapolating results during a test, between tests, and
between the tests and the field

• Automated strain/stress path testing systems (biaxial)

• Procedures for reducing and/or correcting for sample and specimen
disturbance

• Procedures for obtaining and testing representative samples of gravels

• Improved procedures for determining Sus and factors affecting Sus

• More accurate and consistent measurement of material damping at both
low and high strain, as well as determining the effects of confining pres
sure (depth)

In the area of ground response monitoring during earthquakes, the following areas of
technology development are suggested:

• Cyclic and permanent strain and deformation measurements

• Systems to monitor cyclic stress-strain response

• Six-component accelerometers

• Continuous monitoring of Gmax during seismic events

• Pore pressure devices

• User friendly means to store, document and retrieve strong motion data
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STUDIES OF PHYSICALRCHEMICAL PROCESSES

A better fundamental understanding of physical-chemical processes affecting soil prop
erties and their variation in time and space is needed. The intent of these studies
should be to establish a more rational basis for including effects of geologic history such
as aging, cementation, stress changes, and earthquake loading. A better understanding
of physical-chemical processes may also serve as a basis for relating soil properties
determined by indirect methods (for example, electrical and magnetic) with dynamic
soil properties such as shear modulus and material damping.

Specific examples of research in these areas might involve

• Laboratory tests and associated micro-mechanical studies to investigate
the basic particle-to-particle and chemical mechanisms controlling or
influencing stress-strain behavior of soil, including methods for quantify
ing these effects through indirect chemical, electrical, or mechanical
measurements

• Studies to determine the particle-to-particle and pore-fluid mechanisms
that control material damping. This effort should assist in identifying
appropriate laboratory and/or field procedures for determining damping

• Studies to quantify the effects of loading rate, temperature, and pore
fluid characteristics on stress-strain behavior of soil

• Procedures for estimating the change in seismic response of ground
caused by changes in the physical-chemical consistency

• Methods for relating results of indirect field measurements, such as
ground penetrating radar surveys, to the engineering properties of the
soil

SENSITIVITY STUDIES

There seems to be a common concern that the practical significance of soil-property
variation is not fully appreciated. This suggests that some details associated with
dynamic soil property measurement and site characterization are likely being exagger
ated in analytical studies, while other more critical details may be overlooked. Results
of these sensitivity studies are needed to provide a basis for assigning research priorities
in areas such as development of new testing methods or new studies of physical
chemical processes.
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Their use should be encouraged especially:

• During the design of field exploration programs and field instrumentation
for arrays

• To determine how accurate certain measurements must be for a partic
ular application, as related to the type of site and type of structure

• To evaluate importance of 2- and 3-dimensional basin effects at short
periods « 2 to 3 seconds) and at high levels of motion

ANALYTICAL STUDIES

Whereas significant advances have been made over the past decade in the area of
analytical modeling, additional focused research needs still exist. This research should
involve new data handling methods, improved modeling methods, and calibration and
validation studies.

Some of the needs in the area of data handling include:

• Processing presentation involving 3-D color images

• Procedures for using and linking extremely large data sets

• Incorporation of probabilistic procedures (fuzzy sets, fractal chaos theory,
etc.)

In the area of analytical modeling, a need exists for:

• Improved 1-, 2·, and 3-dimensional modeling, including consideration of
limitations and sensitivity

• Improved nonlinear dynamic analysis techniques, including better treat
ment of material damping

• Numerical codes for addressing the effects of topography and the lateral
changes in material properties, including damping and high strains

A critical consideration in the development or refinement of analytical models will be
the need to calibrate or validate models using physical measurements made in the lab
oratory or field. Information collected at the proposed test sites offers one source of
calibration data. Other information can be obtained through research programs involv
ing instrumentation and response monitoring of soil or soil-structure systems in:
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• Small-scale experiments, such as laboratory test devices, shaking table
tests, foam-rubber models, and centrifuges

• Full-scale experiments involving the instrumentation of various rigid and
flexible retaining walls, buildings (particularly embedded and pile
supported), pipelines and other buried structures, and embankments
comprised of soil, rock, and solid waste materials

A key element of this latter requirement is the need for well-controlled blind predic
tions, where the response of the full-scale structure is monitored with a complete
instrumentation array (accelerometers, pressure cells, and displacement transducers),
and the predictions are made without prior knowledge of response (i.e., Class A or
blind prediction).

REQUIREMENTS FOR FUTURE RESEARCH

Past expenditures for research in the areas of dynamic soil property measurement and
site characterization have contributed to a better understanding of the interaction be
tween soil and structures during seismic events. This better understanding has led to
better design methods, which have reduced the risk to individuals living and working in
seismically active areas. However, despite the profession's better understanding and
better design methods, the consequences of earthquakes can still be devastating, as
evidenced by the Lorna Prieta earthquake in 1989.

NEED FOR ADDITIONAL RESEARCH

Earthquakes of sizes similar to or larger than the Lorna Prieta earthquake occur
throughout the world annually. Within the United States, they must be expected about
every 10 years. Although many of these earthquakes will be located in remote areas,
some will occur near population centers. Without changes in current design methods
and land-use policies, the consequences of these earthquakes wi11likely be similar to or
greater than those experienced during the Lorna Prieta earthquake. Within the United
States, the emotional damage and economic losses from events such as the Lorna Prieta
earthquake are considered to be unacceptable. This, by itself, suggests that additional
research is needed in the area of earthquake engineering.

Several factors suggest that improved understanding and even better design methods,
particularly in the areas of dynamic soil property measurement and site characteriza
tion, will be needed in the future. With growth, land will be developed in areas where
there is a higher potential for large, earthquake-induced ground shaking. Growth will
also likely occur in areas where soil is more susceptible to large displacements or even
failure. Structures that are built on the ground will also become more complicated,
thus requiring more detailed modeling of the soil-structure system to estimate response
during seismic events. Given these conditions, it seems obvious that advances in the
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state of the practice will be necessary to maintain even the current level of safety to
individuals living or working in these areas.

The need for additional research is also related to the economics of design. In view of
the various uncertainties that exist in the areas of dynamic soil property measurement
and site characterization, a conservative approach is normally taken when selecting soil
properties for seismic response studies. This generally leads to significant and perhaps
excessive conservatism in the design, not only for structures constructed of soil but also
within buildings, bridges, and other facilities constructed on or in the soil. Whereas
conservatism may result in safety to those living and working in the facility, it also
results in higher construction costs. At a certain point the economic viability of devel
opment becomes an issue.

NEED FOR ADDITIONAL FUNDING

The potential losses from earthquakes are staggering. The Loma Prieta earthquake,
although somewhat removed from dense population, is reported to have resulted in
close to $10 billion in losses. The damage at Stanford University alone exceeded by a
factor of two the annual funding in the United States for earthquake research. If only
a fraction of these losses could be reduced by research and development in the area of
earthquake engineering, the investment would result in more than adequate payback.

The National Science Foundation (NSF) is the primary source of earthquake engineer
ing research funding within the United States. As shown in Figure 2-1, NSF's funding
has decreased steadily since 1978 so that it is now approximately 60 percent of its pre
vious levels. Of NSF's current annual budget for earthquake hazards mitigation pro
gram (estimated to be on the order of $15 million per year), one third is currently
assigned to the National Center for Earthquake Engineering Research (NCEER). The
remaining annual budget can provide only minimal support within the various disci
plines performing earthquake engineering research studies. In particular, the existing
level of support appears to be insufficient to develop and maintain the two or more test
sites recommended by the workshop. Such a commitment could only be made today at
the expense of research in other areas unless the total level of support is increased.

Alternative sources of funding include government agencies other than NSF. A modest
amount of research funding is available from federal, state, and local government agen
cies such as the United States Geological Survey, the United States Nuclear Regulatory
Commission, and the California Division of Mines and Geology. With the general
budget cutbacks over the past decade, these sources of research funding have also
decreased. In some cases the government support is also being used internally. This
suggests that the opportunity to achieve the goals listed above through this source of
research support is currently limited.

Another source of research support is through private organizations such as large oil
companies, construction firms, and non-profit research organizations. This source of
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funding is relatively small and typically very task-oriented in the United States. In other
countries such as Japan, a more active role in providing research support is taken by
private organizations. However, until the benefits of investing in research are improved
in the United States, little opportunity appears to be available to meet research goals
through this funding source.

Given the current status of government and private research support, it seems apparent
that additional funding provided by the existing sources and/or by new sources is neces
sary if earthquake design methods are to keep pace with the economic development of
the United States. The economic losses that have occurred in past earthquakes and the
losses that can be reasonably avoided in the future appear to provide justification for
this additional funding needed.

NEED FOR BEITER COMMUNICATION

Whereas a need for additional research and a need for additional financial support in
the areas of dynamic soil property measurement and site characterization appear to be
justified, a need also exists for improved communication to maximize the benefit that is
derived from future research. Improved communication is needed both within the
scientific community and between the scientific community and public policy makers.

Improved communication within the scientific community is needed to promote educa
tion and technology transfer among engineers, geologists, geophysicists, and seismolo
gists. Basic principles understood by one discipline are too often being neglected or
misinterpreted by other disciplines. Training is also required to achieve more standard
ization in methods of testing and analysis. One of the methods for achieving this edu
cation and technology transfer is to support research programs which, by their nature,
foster collaboration among different disciplines and different technical specialties within
a discipline.

The engineering and scientific communities also need to do a better job of communi
cating technical issues and conclusions to groups preparing building codes and to those
public officials who are responsible for zoning and implementation of seismic design
procedures. Unless research results are actually used to improve codes that form the
basis for practice, their benefits are not realized. Furthermore, unless the public is
adequately educated about both the level of understanding and the risks of seismic
design, the benefits of new developments in the state of the practice will also be
limited.

Often there seems to be a lack of understanding and confidence between engineers and
scientists who estimate the risk or response to seismic loading on the one hand, and
public officials (politicians, city engineers, and zoning officials) who make decisions
regarding where the public can live and work on the other. This lack of understanding
and confidence seems to result for at least two reasons: (1) the economic conse
quences of the recommendation either from the standpoint of not being able to
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develop land or the cost to construct completely safe facilities, and (2) the number of
uncertainties cited by engineers and scientists when dealing with seismic design
methods. The consequence of this lack of understanding and confidence is often un
willingness on the part of politicians, city engineers, and zoning officials to implement
recommendations regarding appropriate zoning or design methods. The apparent solu
tion to this problem is to reduce the uncertainty in current approaches to seismic
response analyses and then to demonstrate to public officials that response predictions
can and should be used to implement cost-effective, risk reduction.
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Chapter 3

LOW~ AND HIGH-STRAIN CYCLIC
MATERIAL PROPERTIES1

Dynamic soil property and site characterization is normally assumed to mean determi
nation of low- and high-strain cyclic properties of soil. This chapter presents a sum
mary of procedures currently used in situ and in the laboratory for these
determinations. The chapter also presents a summary of relevant observed cyclic prop
erties of soil, and it provides recommendations for improvement and further research.
The original state-of-the-art (SOA) report on this topic--previously distributed to the
participants and presented at the opening session of the workshop--was prepared and
presented by Dr. Ricardo Dobry, Professor of Civil Engineering at Rensselaer Poly
technic Institute. During the workshop, a panel of individuals with background and
expertise in the area of low- and high-strain cyclic material property determination met
and discussed the state of the art and then, as a group, modified the original SOA re
port prepared by Dr. Dobry. They included Ricardo Dobry (panel leader), Shobha K.
Bhatia (panel recorder), C. H. Cramer, Robert Henke, Cornelius Higgins, Michele
Jamiolkowski, Hon-Yim Ko, Richard S. Ladd, Shamsher Prakash, Anthony Saada, and
Phillip C. Sirles. Other contributors to the document included C. Y. Chang, G. Wayne
Clough, Keneth H. Stokoe II, Mladen Vucetic, and Jackson C. S. Yang. Ricardo Dobry
coordinated the revisions and served as final editor to the document presented in this
chapter.

SOAjPANEL REPORT

INTRODUCTION

There are several earthquake resistant design and analysis problems that require dy
namic/cyclic soil properties and site characterization, including:

• Local site response and seismic wave propagation
• Liquefaction and densification of level or almost level sites
• Soil-structure interaction
• Geotechnical structure response (earth structures and engineered slopes)
• Slope stability
• Site improvement

lIn this report, the word cyclic (soil properties) is used loosely to denote material stress-strain properties important in seismic
site response. The words dynamic and dynamic/cyclic have also been used in the literature for the same purpose.
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All these problems require the knowledge of cyclic soil properties defined and
measured along characteristic loading paths of interest.

Each problem could be the subject of a separate workshop. This meeting focuses
mainly on seismic wave propagation and local site response with some attention given
to sloping ground response. Our panel on "Low- and High-Strain Cyclic Soil Material
Properties" was directed in particular to local seismic site response.

Local site response is important by itself and is also a fundamental starting point for
the other problems listed above. There is a mounting body of evidence from many
earthquakes (including the 1985 event in Mexico City and the very recent 1989 Lorna
Prieta earthquake in the San Francisco Bay Area) that this is a very significant effect
contributing to seismic damage. It is also clear that local site response prediction con
tains significant uncertainties, and soil properties are a major contributor to those
uncertainties.

Cyclic soil properties, in conjunction with other factors such as the incoming earthquake
waves, the surface topography, subsurface geometry and layering, and the impedance of
the underlying rock, play an essential role in determining seismic site response. The
two records on soil included in Figures 3-1 and 3-2 illustrate how important low- and
high-strain soil properties can be in some cases. Figure 3-1 displays response spectra
obtained on soft clay in Mexico City on September 19, 1985. The large peak of almost
19 at T "" 2 seconds was caused by site amplification and was associated with relatively
low strains and an almost linear stress-strain response of the clay (Dobry and Vucetic,
1987; Seed et aI., 1988). Figure 3-2 reproduces the two acceleration components
measured on loose saturated sand at a site that liquefied in Niigata, Japan, on June 12,
1964. Starting at about 7 seconds, the period of motion suddenly lengthened and the
accelerations subsequently dropped. Large strains and significant stress-strain deg
radation probably developed in the sand after 7 to 9 seconds.

Much experimental work as well as related analytical and case history studies has been
done in the last 25 to 30 years on cyclic soil properties. This research has greatly im
proved our understanding of those properties and of the influence of a number of fac
tors, including useful empirical correlations. Another important product has been the
development of in situ and laboratory measurement techniques for site-specific determi
nations, including various seismic methods for measuring wave velocities in the field
and the resonant column, cyclic triaxial, cyclic simple shear and cyclic torsional shear
devices used in the laboratory. Publications containing surveys of work on cyclic soil
properties include Seed and Idriss (1970), Hardin and Drnevich (1972a), Richart
(1975), ASTM (1977), Woods (1978), Iwasaki et aI. (1978), Hardin (1978), Stokoe
(1980), Kokusho et aI. (1980, 1982), Finn (1981), Prakash and Puri (1981), Ishihara
(1985), ASCE (1985), Seed et aI. (1986), Dobry and Vucetic (1987), Sun et aI. (1988),
and Vucetic and Dobry (1991).
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However, as mentioned before, significant uncertainties associated with local site re
sponse still remain. One set of uncertainties is related to fundamental theoretical
modeling aspects such as an understanding of the incident seismic wave field and the
relative contributions and coupling between compressional (P), shear (8), and various
types of surface waves. These uncertainties raise issues regarding the analytical and
material soil models needed to predict site response and the types of tests that must be
performed to determine the corresponding model parameters. As traditionally done in
soil mechanics and soil dynamics applications (including nonearthquake problems such
as blast and shock), soils must be characterized for load paths similar to those in the
field. This is necessary because soils are not linear, elastic, and isotropic, nor are they
elastic-plastic in the classical sense of metals. Therefore, the parameters and concepts
we carry over from elasticity and classical plasticity (shear modulus, Poisson's ratio,
constrained modulus, failure, surface, flow rule, etc.) are not universally applicable, and
the values are not constant over arbitrary loading paths and for all strain levels. For
example, Poisson's ratio is not, in general, constant with stress or strain level, and this
should affect the interpretation of shear modulus from the Young's modulus measured
in a standard triaxial test. To the extent that this sensitivity to load path occurs in
seismic site response problems, our framework for future research must take it into
account, including definition of load paths, general model requirements, and definition
of new required testing and measuring techniques. Array studies including buried in
struments and evaluation of measured site responses will be necessary to resolve some
of these issues. Limited available data suggest that, at least in some important cases,
local site response can be modeled in first approximation with vertically propagating
uncoupled P and 8 waves, thus greatly simplifying the soil model and number of param
eters required for the analyses.

A second set of uncertainties relates to applications of models to real predictions of in
situ behavior during actual earthquakes. These uncertainties include inconsistencies in
property parameters interpreted from different tests, difficulties in obtaining "un
disturbed" samples, difference between properties measured in the laboratory and in
situ, the absence of reliable in situ measurement techniques for cyclic soil properties at
intermediate and large strains, some aspects of cyclic soil response and properties we
still do not understand very well, and an absence of data on important soil types.

The solution to some of these problems and reduction of the associated uncertainties
are made more urgent by the continued progress in analytical modeling with its more
rigorous need for input soil parameters. On the other hand, the recent fast accum
ulation of earthquake records from seismic arrays in well-documented sites provides a
powerful new tool to measure and investigate the soil properties of interest under
actual earthquake conditions. The parallel development of centrifuge model testing
including earthquake simulation capabilities also provides new opportunities for the
investigation of cyclic soil properties in a simulated earthquake environment.

The following sections describe the scope of the issues addressed by this panel, present
a short assessment of the state of the art of in situ and laboratory testing for
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determining cyclic shear properties, summarize what we know about cyclic soil
properties, and present recommendations for improvements and further research.

DEFINITIONS AND SCOPE

In one-dimensional (lD) site response analyses, horizontal soil layers of infinite extent
are assumed to a certain depth, and the waves responsible for the horizontal ground
motions are assumed to be vertically propagating plane shear waves (SH), as shown in
Figure 3-3. In this model, vertical motions are caused by vertically propagating plane
compressional waves (P). These seem to be reasonable first approximations at many
sites where the near-surface soils playa primary role in determining ground response,
including the Mexico City and Niigata cases previously described. One-dimensional
analyses are also justified by the central role played by seismic shear stresses and
strains in soil densification, pore pressure buildup, and liquefaction, which in turn affect
the internal structure of the soil and modify its stress-strain response during the shak
ing, as in Figure 3-2. Therefore, this report focuses mainly on the cyclic soil properties
needed for analyses of vertically propagating SH- and P-waves in horizontally layered
soil profiles.

Any such site response calculation requires the mass density (p) of all soils involved,
plus a cyclic stress-strain model with the corresponding soil parameters. For 1D verti
cal SH-wave analysis (one horizontal component of the ground acceleration), only the
cyclic stress-strain behavior for one-dimensional shear acting on the horizontal plane is
needed, as sketched in Figure 3-4. This behavior is highly nonlinear and inelastic (hys
teretic), especially at high shear strains, and is the main subject of this report. For the
more general case of two-dimensional (2D) SH-wave analysis involving both horizontal
components, the cyclic behavior in 2D horizontal shear is required. A separate
1D P-wave analysis requires only the cyclic stress-strain behavior for constrained ver
tical compression (constrained modulus M and associated damping characteristics in
constrained compression). On the other hand, a combined analysis including one or
two horizontal components and the vertical component requires in principle a more
complex nonlinear soil model, including the interaction between vertical compression
and 2D horizontal shear (e.g., Ghaboussi and Dikmen, 1981). In equivalent linear site
response calculations such as is done with program SHAKE, as well as in most non
linear programs currently available, the three components of motion are analyzed sep
arately (Schnabel et al., 1972; Richart, 1975; Lee and Finn, 1978).

Three important equivalent linear cyclic stress-strain properties for 1D shear are ob
tained from loop DECFD in Figure 3-5 (Seed and Idriss, 1970; Hardin and Drnevich,
1972a and b; Richart, 1975). The first is the secant shear modulus G = Gs = ,[JYe; the
second is the material damping ratio D = ~W/2rtGy/, where AW is the area within the
loop; and the third is Gmax = G at very small strains (ye :: 10-4 percent). Both G and D
vary with Ye and they are the only stress-strain properties required for equivalent linear
analyses. For nonlinear analyses, the backbone curve ACODB of Figure 3-5 is used
instead (e.g., Richart, 1975), with appropriate rules (typically an extended Masing
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criterion) specified for regular and irregular cyclic loading (Pyke, 1979; Vucetic and
Thilakaratne, 1987; Vucetic, 1990). Gmax is related to the shear wave velocity of the
soil, Vs' through the expression Gmax = P Vs

2. This is very convenient, as Vs can be
measured in the field by geophysical seismic methods, thus avoiding the problem of
sample disturbance often present in laboratory determinations.

The behavior of any soil under cyclic shear loading depends strongly on the level of
cyclic strain induced in the soil. At very small strains the stress-strain response is linear
and G .. Gmax. The upper limit of this range, which has been called "elastic threshold"
is about 10-3 percent in sands and about 10-2 percent in normally consolidated clays of
Plasticity Index, PI .. 50 (Lo Presti, 1987, 1989). At small strains the stress-strain re
sponse is still relatively linear, the value of G is only slightly lower than Gmax, the
material damping (D) is low, and there is very little or no stress-strain degradation or
hardening with number of cycles. The upper limit of this range, which has been var
iously called " threshold strain" or "plastic threshold" is about 3 to 5x1O-3 percent for
gravels, near 10-2 percent for sands, and on the order of 10-1 percent for normally con
solidated clays of high plasticity (Dobry et aL, 1980, 1981, 1982; Hynes, 1988; Ladd et
al., 1989; Bellotti et aL, 1989; Lo Presti, 1987, 1989; Vucetic and Chu, 1990; Vucetic
and Dobry, 1991). At intermediate strains above the plastic threshold the stress-strain
response becomes strongly nonlinear, with much higher material damping and with
considerable stiffness degradation or hardening caused by the cyclic unloading.

At large strains on the order of 1 percent to several percent, G is only a small fraction
of Gmax; the stress-strain response can change very dramatically in as little as one or
two cycles; and the cyclic stress-strain behavior is controlled by factors other than Gmax'
These factors include mainly the degree of saturation of the soil, its contractive or
dilative character, and its monotonic and cyclic shear strength characteristics. There
fore, in this strain range both GIGmax and D must be specified for site response an
alyses considering mainly the large strain behavior of the soil, including its monotonic
shear strength (with due consideration to strain rate effects), rather than by a simple
extrapolation of (or fitting an analytical model to) G/Gmax and D curves determined at
smaller strains. In both equivalent linear and nonlinear analytical methods, these large
strain properties will determine the maximum level of acceleration to be computed at
the ground surface of the soil profile, irrespective of input acceleration. Some non
linear programs like DESRA (Lee and Finn, 1978) allow inputting the monotonic shear
strength of the soil independently of GIGmax' and this strength acts as a cutoff for the
acceleration.

Figure 3-6 includes some simplified calculations of maximum acceleration (ap)max on soil
for various assumed strength laws, showing that a very low (ap)max will be calculated if
a low strength is specified for the soil. How realistic are these low strengths and accel
erations is a different issue. However, for very loose saturated sand deposits with shal
low water table, observations by Ishihara (1985), exemplified by Figure 3-2, suggest that
indeed there is an acceleration cutoff in these soils on the order of 0.2g or O.3g.
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(a)

LIMITING SURFACE ACCELERATIONS IN
NONCEMENTED SHALLOW SOIL

(Vertically propagating, plane SH waves assumed)

ap = Peak Acceleration-
-
tD~Tp

all
Tp - 9 (Tv Peak Seismic Shear Stress

S .... bcJ.. Shear Strength of Soil

{
b 0.3 for Soft Clay
b tan 30° = 0.6 for Loose Sand

~: = 1 } (ap)mu = (0.5 to 1)b
(T.. .... 0.5 9
O'v

Deep Ground Water Table:

Shallow Ground Water Table:

iFv= b
(Tv

(b)
PREDICTED VALUES OF (ap)max FOR

SHALLOW SOIL (z ~ 10m)

Figure 3-6. Limited Ground Surface
Accelerations for Several
Assumed Soil Shear Strengths.

Soil b (ap)mu

Dry Loose Sand 0.6 0.6g

Saturated Loose Sand 0.6 0.3g
(0.29 observed

by Ishihara)

Soft. Normally Consolidated 0.3 0.15 to 0.3g
Saturated Clay

• For larger soil depths, these (ap)max increase
due to soil flexibility: Tp< ap Uv

9
• Current 10 nonlinear site response

programs specifying a shear strength for
soil (Le., DESRA) always compute ap < (ap)max
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The current state of the practice for site response evaluations of critical facilities in
cludes obtaining Gmax (and the associated constrained modulus at very small trains
Mmax) from both in situ measurements and laboratory determinations on small speci
mens, and the cyclic properties at larger strains such as GIGmax and D from the lab
oratory. For less critical structures and more limited budgets, very often some or all
cyclic soil properties are estimated rather than obtained from measurements. This is
done using our accumulated knowledge on the factors controlling Gmax, Mmax, G/Gmax,

D, etc., as well as published correlations between these cyclic properties and soil type,
degree of saturation, effective confining pressure, and index properties such as penetra
tion resistance, relative density, unconfined compressive strength, and plasticity index.
Available in situ and laboratory techniques to conduct these measurements, as well as
the most significant correlations for the cyclic soil properties, are discussed throughout
the rest of this chapter.

IN SITU AND LABORATORY TECHNIQUES

A number of in situ and laboratory techniques have been developed to measure the
cyclic soil properties of interest at small, intermediate, and large strains. Table 3-1
summarizes these techniques. For the purposes of the table, the separation between
smalll and intermediate strain behavior was assumed to be on the order of 10-2 per
cent, which is about right for granular soils and is a lower bound for cohesive soil. The
determination of strength properties at large strains (y ?: 1 percent) in Table 3-1 in
cludes monotonic strength and regular static strength tests from triaxial and direct sim
ple shear in addition to the cyclic tests listed.

Seismic Techniques

As revealed by Table 3-1, most of the in situ methods are seismic techniques (crosshole,
downhole or uphole, seismic cone, and SASW), used mainly to determine Gmax by
measuring Vs' Similar seismic methods are used to determine Vp and Mmax = PVP2,

also at very small strains. There is a scarcity of in situ methods to reliably measure G
at intermediate and large strains and D at any strain. Their development would be
very desirable because of the difficulty of sampling and testing some soils in the lab
(saturated sands, gravels), and also because of the uncertainty in the lab results because
of sample disturbance in all soils. Four general types of seismic methods are used to
determine dynamic properties of soil: crosshole, downholeluphole, seismic cone, and
spectral analysis of surface waves (SASW).

Crosshole. This in situ method is used mainly to measure Vs in a horizontal plane
between boreholes (Figure 3-7) for horizontally propagating, vertically polarized
S-waves (Hoar and Stokoe, 1977; Woods, 1978; Woods and Stokoe, 1985 and 1988).
P-wave velocity (Vp) profiles can also be obtained using compressional source-receiver

lIn Table 3-1, the small strain range has been defined to include both the very small and small strain ranges described in the
previous section.
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Figure 3-7. Crosshole Seismic Method (Hoar and Stokoe, 1977).
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Figure 3-8. Crosshole and SASW Shear Wave Velocity Profiles,
Loose Saturated Sand Wildlife Site, Southern
California (Stokoe and Nazarian, 1985).
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systems. These measurements lead to values of Gmax and Mmax' Field techniques and
analysis methods have been standardized for measuring Vp and Vs through the es
tablishment of an ASTM (1984) standard test procedure. For most investigations, three
boreholes are required (typically separated by 3 to 5 meters), which minimizes timing
errors and permits correction for refracted-wave arrivals caused by the presence of
high-velocity layers above or below the source-receiver depth. Borehole deviation sur
veys must be performed within each drill hole to determine accurate distances between
boreholes at all depths.

Vs profiles are typically obtained using the travel time of first arrivals (direct-wave
arrival) and the results from borehole deviation surveying. Results for a loose, sat
urated, silty sand site are illustrated in Figure 3-8. The crosshole method is considered
the most reliable in situ technique for determining Vs (and thus Gmax) because of the
small height of soil sampled at any depth and because it requires very little interpre
tation of the field data.

Evaluation of internal, material soil damping (D) at small strains may in principle be
achieved through the use of spectral analysis of waveforms collected in the field (Red
path et aI., 1982; Sirles, 1987; Mok et aI., 1988) at successive distances from the source
borehole. The problem is complicated by the inherent need to separate the radiation
(geometric) damping from the material damping, as well as by the high rate of atten
uation exhibited by many soil deposits.

Downhole and Uphole. Downhole measurement of Vp and Vs is usually conducted with
a fixed-surface source and a downhole triaxial sensor moved to various measurement
depths within the borehole at typical intervals of 5 to 10 feet. In uphole measurements
the positions of the source and sensor are interchanged. The technique provides veloc
ity averaged over the layers and therefore does not give the same detail as the cross
hole method, especially when the soil wave velocities vary considerably between layers.
Accuracy in the downhole technique has been improved by using a second fixed sensor
at the top of the hole or near the source and by correcting for the source-receiver slant
path near the top of the hole. Uncertainties in downhole measurement of Vp and Vs
velocities can still be 10 percent or 20 percent (Hoar and Stokoe, 1977; Woods, 1978;
Stokoe, 1980; Woods and Stokoe, 1985).

Downhole measurements of damping have been made at small strains (Redpath et aI.,
1982; Sirles, 1987). Spectral ratio techniques using two separated sensors have been
the most successful; however, they also have uncertainties related to the field technique,
sensor separation, and source spectra.

Lack of S-wave source repeatability, particularly when reversing S-wave polarity, affects
the accuracy of downhole measurement of Vs' while a poorer generation of S-waves
related to P-waves at very stiff sites degrades S-waves onset identification. The use of
a repeatable source, such as proposed by Lui et aI., 1988, would lead to more precise
downhole Vs determinations and would assist in S-wave identification at very stiff sites.
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Seismic Cone. The seismic cone has been used by several investigators (Campanella
and Robertson, 1984; Robertson et aI., 1986; Baldi et aI., 1988; Jamiolkowski and Rob
ertson, 1988). This method provides information on Vs and Gmax in addition to regular
static cone penetration resistance.

The seismic cone test configuration is shown in Figure 3-9. Basically, a cone pene
trometer containing a triaxial receiver system is statically penetrated into the soil de
posit. At the same time, downhole seismic tests are conducted by exciting sources on
the ground surface in the vicinity of the cone. Wave velocities and moduli are inferred
from the travel times of the waves between source and receiver. Information on soil
strength is obtained from the cone penetrometer results. Figure 3-10 shows a com
parison between results from downhole seismic cone and crosshole tests for a clay site
in Norway.

The seismic cone method offers the capability of providing information on low strain
behavior and strength characteristic at the same location. The limitations of the
method include the inherent problems of cone penetrometer testing, that is, its lack of
ability to test coarse-grained (gravel-type) soil deposits as well as those associated with
downhole seismic testing as previously listed.

Spectral Analysis of Surface Waves (SASW). Stokoe and Nazarian (1985) have devel
oped a surface wave method for monitoring Gmax of the soil with depth without the use
of boreholes. In this technique, two vertical transducers are placed on the ground
surface at equal distances from an imaginary center line as shown in Figure 3-11. A
vertical impulse is then generated on the ground surface at a distance which for the
near receiver is approximately equal to the distance between receivers (Figure 3-11).
Surface waves of the Rayleigh type are monitored as they propagate past the two
transducers.

The depth of soil sampled with the SASW method is a function of the wave length
generated, with low frequency waves sampling greater depths. This is related to the
dispersion of surface waves in actual soil deposits, and it forms the basis of the SASW
method (Rix and Stokoe, 1989; Rix et aI., 1990). Dispersion means that the prop
agation velocity of surface waves is representative of the material stiffness over depths
where there is significant particle motion. For example, a wave which has a wavelength
AI' less than the thickness of the top layer in the profile shown in Figure 3-12a will ex
hibit a propagation velocity which is only dependent on the stiffness of that top layer
(Figure 3-12b). On the other hand, the velocity of a surface wave which has a longer
wave length Az > AI' and thus has particle motions in all of these layers will be in
fluenced by the stiffness of all layers (Figure 3-12c). Thus, by measuring the surface
wave velocity over a wide range of wavelengths (frequencies), it is possible to assess the
stiffness of the layers over a range of depths. The basic relationship between wave
velocity, frequency, and wavelength is:

(3-1)
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Figure 3-9. Seismic Cone Used in a Downhole Test
(Robertson et aI., 1986).
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Velocity Profiles, Clay Site in Norway
(Robertson et aI., 1986).

3-15



OsciHOSCOllt

Sllectrol-"" Control Panel
Anolyar I-:A~O~C------I

Clli Ch2

tft\ou.,ilfe
Sourc.

V.rtlcol
G.OPhon.)

Vertical
G.ophon•

.I
( a) General Conliqurolion 01 SASW TISI1

~ IDlSlonc.,~

-24 -16 -8 I 8 16 24 Ft.
n

~ I

'" G.ophon.

~t Sourc.
2

t

• "I,.. 4

V
,

SZ +
+ 2' I 57 8

,.. .., •
+ '7

,
'7 16,

(b) Common R.c.i ••rs Midpoint G.omtlry

Depth

~""""or"I"'- - - - -

---------

Depth

-:.~ Mi ddl e Layer .::::

Top Layer

/ ~ ~ ~ / / / / / , , /, , , , , , , , , , , , ,
/ , / / , / / / / / , ,, , , , , , , , , , , , ,

~;. Bottom Layer ;~,, ,
~ ~ . . . . . . . . , ,, , , , , , , , , , , , ,
/ / , , , , , , / , , ,, , , , , , , , , , , , ,, , , , , ; , , / , , ,, , , , , , , , , , , , ,
~ , , , , '~:,',;,~,~

Figure 3-11. Spectral Analysis of Surface Waves Test
(Stokoe and Nazarian, 1985).

Particle
Motion

-.~_ _..•.....•...•••.......•••....•.••.

a. Material Profile b. Shorter Wavelength, A1 c. Longer Wavelength, A,2

Figure 3-12. Approximate Distribution of Vertical Particle Motion with
Depth for Two Surface Waves of Different Wavelengths.
(Rix et al., 1990).
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where:

VR = surface (Rayleigh) wave velocity

f = frequency, and

A = wavelength

A series of receiver spacings is employed in testing one site. Initially, a close receiver
spacing is used to sample the near-surface soils. Then the receiver spacings are in
creased about the imaginary center line as in Figure 3-11, so that deeper and deeper
soils are sampled. For each receiver spacing, the source is located first to the left and
then to the right of the receivers. With this approach, average values of wave prop
agation between the receivers are collected in an attempt to minimize problems with
inhomogeneities between them. In this manner, a composite dispersion curve (VR

versus A) is developed from all receiver spacings.

Once the dispersion curve has been developed for a site, it must be inverted. Inversion
is the process of calculating the shear wave velocity profile from the dispersion curve.
A theoretical dispersion curve is calculated from an assumed velocity profile and is then
compared to the field dispersion curve. The assumed velocity profile contains a suf
ficiently large number of sublayers to define the in situ variation in stiffness with depth.
The theoretical curve is calculated using a modified Haskell-Thomson matrix algorithm
(Thomson, 1950; Haskell, 1953; Nazarian, 1984). The shear wave velocities and thick
nesses of the sublayers in the assumed profile are adjusted by trial and error until a
satisfactory match is obtained, at which time the final profile is assumed to represent
the in situ profile. The computer programs used for this SASW inversion continue to
be developed, and their availability is presently quite limited.

Stokoe and Nazarian (1985) and Rix and Stokoe (1989) report good correlation be
tween results of SASW and crosshole measurements (Figure 3-8). However, Sirles
(1987, 1988) reports some discrepancies in another case study. This seems to occur in
layered soils with inclined boundaries or in heterogeneous soil deposits.

Self-Boring Pressuremeter (SBP)

A properly programmed unload-reload loop performed during a fully drained expansion
of the self-boring pressuremeter test (SBP; see Wroth, 1982) in cohesionless soil is a
promising technique for determining G at small and intermediate strains. There are
two main reasons why one should refer to the unload-reload loop rather than to the
initial monotonic expansion:

1. Only for a fully drained unload-reload loop it is possible to relate the measured
G to a specific cyclic strain (Figure 3-13).
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Loops in Self Boring Pressuremeter Test
(Bellotti et aI., 1989).
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2. The experimental evidence suggests that an unload-reload loop is not very sensi
tive to the disturbance of the surrounding soil caused by the insertion of the self
boring probe.

This last feature inspires some hopes for the use of less sophisticated push-in and dis
placement pressuremeter probes for the assessment of G in granular soils from unload
reload loops.

In practice, the use of G obtained from the SBP test requires a link between the aver
age mean effective stress p'av and the average cyclic shear strain amplitude Yav existing
around the expanding cavity, which is assumed to be cylindrical in shape. Recommend
ations on how to determine p'av and Yay have been made by Robertson (1982), Robert
son and Hughes (1986), and Bellotti et al. (1989). Byrne et al. (1990) showed that the
corrected G for given p'av and Yav compares favorably with those measured in the lab
oratory at the same combination of void ratio, p' and strain level (Figures 3-14
and 3-15). The experience gained so far suggests that G can be inferred from an
unload-reload loop performed during an SBP test for Yay ranging between about
0.05 and 0.15 percent.

At least in principle, it is also possible to obtain the internal damping ratio D from the
same SBP test's unload-reload loop (Dormieux and Canou, 1990). However, a more
extensive use of the SBP for the assessment of both G and D is linked to the improve
ment of the existing equipment, especially as it relates to the measurement of the cavity
strain (eo)' In fact, at present the measurement of eo in the English version of the
SBP, named Camkometer, is subjected to some uncertainties when this strain is less
than about 0.1 percent. In this apparatus, the eo is measured at the mid-height of the
probe at three points along its perimeter, by means of three strain gauges instrumented
with pivoting arms that exhibit some undesirable mechanical compliance; see Fahey and
Jewell (1990). The other self-boring equipment available on the market, the French
PAF, appears to be less suitable for the purpose under discussion. The instrument
allows measuring only the volume of the liquid injected to the probe during expansion,
from which the average volumetric strain (ev) is inferred. This renders the measure
ments of the unload-reload modulus in the range of cyclic shear strain between
0.05 and 0.2 percent less reliable than in the case of the Camkometer probe.

Other Proposed In Situ Techniques for Intermediate and Large Strains

Other in situ test concepts have also been proposed that--though somewhat cruder than
the methods described so far--do have the potential for evaluating shear behavior at
intermediate to large strains. These proposed approaches involve applying a large
strain boundary condition in the field, which propagates as a stress wave through the
soil, with the wave motion measured at various distances from the source to evaluate its
attenuation and time history variation. One technique that has been used in the de
fense community is the CIST (Cylindrical In Situ Technique, Bratton and Higgins,
1978). The CIST was designed to propagate a cylindrical compression wave into soil or
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rock. The test results were analyzed using iterative finite difference calculations, and
the method was very effective in evaluating the uniaxial behavior, the in situ failure
envelope, and the postfailure behavior.

Another version of CIST that has also been considered would use a cylindrical probe
for creating large shear strains. It consists of a vertical, embedded corrugated pipe,
perhaps filled with concrete supported on a compressible footing that is driven down
ward by a small explosive load (see Figure 3-16). The test will create a cylindrical SV
wave that has a peak amplitude limited by the failure strain at the interface. For some
time and distance, the motion will be close to one-dimensional cylindrical type. Later
it will become two dimensional. In either case, this defines a situation susceptible to
analysis with readily available finite difference or finite element codes.

Such an experiment obviously will be expensive and restricted to a shallow depth, but it
can provide some baseline data on high-strain behavior for correlation with laboratory
measurements.

Another interesting recent attempt in the same direction is the in situ cylindrical shear
system (Henke and Henke, 1990). This device, penetrated carefully below the base of
a borehole, enables the soil to be subjected to both impulse and cyclic torsional shear
from which the dynamic and cyclic soil properties at intermediate and large strains are
inferred.

Random Decrement Technique

The random decrement technique is a new method that has been recently proposed for
inferring in situ damping and shear moduli of instrumented soil deposits at both low
and high-strain levels (Yang et aI., 1989; Qi et aI., 1989).

In the method, segments of the response of a system excited by random forces are
ensemble averaged to form signatures that are representative of the free response of
the system. Damping is then calculated from the decay of the free vibrations. Damp
ing and shear moduli (shear wave velocities) are inferred for a range of strains by con
sidering records from earthquakes of various magnitudes. For the damping, only the
response (output) record is necessary; see Chapter 4.

The method offers advantages but also has limitations. The main advantage is that it is
easy to use and requires ground motions recorded at only one location. The main
limitations include: (1) the dynamic parameters determined are average properties over
the entire soil profile, and (2) the damping determined includes both material and
radiation contributions.
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Backcalculation From Arrays

The rapidly increasing number of strong motion arrays deployed in soil deposits in
Taiwan, Japan, Mexico, the United States, and other countries offers the possibility to
backfigure cyclic soil properties directly from pairs of simultaneous earthquake records
using a minimum of assumptions. This provides a new measuring tool for Gmax as well
as G and damping D versus strain.

Although backcalculations can be made in the time domain, it seems that the best re
sults are obtained using similar frequency domain techniques and assumptions to those
incorporated into program SHAKE (Schnabel et al., 1972). That is, if Fs( (i» is the
complex Fourier spectrum of the "output" horizontal record (typically at the soil sur
face) and FrCw) that of the "input" record (on a rock outcrop or buried at a certain
depth in the soil), the complex transfer function of the system, H( (i» = FsfFr depends
only on the cyclic properties of the site and is independent of the input record. (This
and other statements here are linked to the assumption of upward plane SH wave
propagation and horizontally layered sites used in one-dimensional site response an
alyses.) That is, H( (i» depends only on the soil profile and properties of the layers
above a buried "input" instrument, and also on the impedance of the rock for an out
crop instrument. In fact, if both the recorded and the future expected earthquakes
induce similar levels of strain in the soil, the empirically measured H( (i» characterizes
the site completely and can in principle be used to predict future site response without
the need for cyclic soil measurements.

Figures 3-17 and 3-18 and Table 3-2 illustrate how the technique was used by Dobry
(1988a) to obtain Gmax and G/Gmax with results obtained by two instruments during
several earthquakes at the Lotung Array in Taiwan. The accelero-graphs were located
at 0 and 6m depth in a saturated silt/sand site. Peak accelerations up to 0.21g were re
corded at the ground surface, and they probably caused zero or moderate pore water
pressure buildup in the soil. As shown in Figure 3-17, each surface record was divided
in segments having different acceleration levels and thus inducing different levels of
cyclic strain y c ::' Yp in the soil. Figure 3-17 plots the spectral ratios, IH((i) ) I, obtained
in one event from seven segments ranging from ap = ~ax = O.Olg to O.13g (Chang et
al., 1990).

Table 3-2 shows the calculations for Gmax and G/Gmax• For ap = 0.01 to 0.02g, Yp
< 0.01 percent, the frequency of the peak of IH( (i» I is fmax ::' 5.55 Hz, which gives
Gmax = 7.51 X 105 psf for the soil between 0 and 6m depth. This value of Gmax is con
sistent with the shear wave velocities, Vso measured at the site with the crosshole tech
nique. For higher accelerations corresponding to larger strains, the frequencies of the
peaks are smaller than fmax because of the nonlinear soil response (see Figure 3-17),
and the secant modulus G can be calculated from G/Gmax = (f/fmax)2.

Figure 3-18 plots G/Gmax obtained this way versus the shear strain in the soil, and com
pares it up to Yp ::' Yc ::' 0.1 percent with the standard band for sands proposed by
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Seed et al. (1986), with good agreement. Therefore, the backcalculation technique
allows measurement of G and G/Gmax up to relatively high strain levels that are difficult
to reach and/or interpret with current in situ seismic methods.

Indirect Measurements

Several in situ tests not directly aimed at measuring cyclic stress--strain properties--or
giving results that at present are difficult to interpret--have been empirically correlated
with Vs or Gmax• They include the standard penetration test (SPT), the static cone
penetration test (CPT), the Marchetti flat dilatometer test (DM), the electrical resist
ivity measured with a special probe, and others (e.g., Marchetti, 1980; Arulmoli et aI.,
1985). In what follows, a brief summary of these correlations is presented for the SPT
and CPT, based on the following publications: Sykora and Stokoe (1983), Seed et al.
(1983), Sykora and Koester (1988), lamiolkowski and Robertson (1988), and Baldi et
al. (1989, 1989a).

Table 3-3 and Figure 3-19 include several correlations between N (blows/foot) meas
ured in the SPT and both Gmax and Vs' proposed by several authors for sands, gravels,
and other soils. As could be expected for such general correlations valid for different
soil types obtained from different data bases, they differ considerably from each other
(Sykora and Koester, 1988). A similar large scatter is present within a given data base,
as illustrated by the correlation for granular soil in Figure 3-20 developed by Sykora
and Stokoe (1983). The use of N1--that is, of N corrected for effective overburden
pressure--as proposed by Seed et al. (1983) does not improve the correlations (Sykora
and Stokoe, 1983; Sykora and Koester, 1988).

On the other hand, the correlation improves considerably when restricted to one gran
ular soil, as shown in Figure 3-21 for the Po River sand in Italy. Ghionna et al. (1989)
explain this good correlation in a given cohesionless soil by the fact that both Nand
Gmax are controlled to a large extent by the same two parameters: state of effective
stresses and density of the soil. But even here a word of caution is necessary, in that
geologic age effects may increase Gmax more than N.

Similar correlations have been suggested between the point resistance qc from the CPT
and Gmax' Figure 3-22 shows the correlation proposed by Baldi et al. (1989) for un
cemented quartz sands, based on calibration chamber experiments and verified by a
number of in situ measurements at four sites.

LABORATORY TECHNIQUES

Most of the information at intermediate and large strains can be currently provided
only by the laboratory methods listed in Table 3-1. The main five techniques listed first
in Table 3-1 are used at many laboratories, while the other three (triaxial box, large
shaking table, and centrifuge shaking) are rather specialized and exist only at a few
places. Although resonant column and torsional shear tests can be conducted at any
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Table 3-3

CORRELATIONS BETWEEN N AND Vs

(SYKORA AND KOESTER, 1988)

Equat 10n
__N_o_._ Author(s)

Ohlla~l and Iwasaki
(1973)

OhsaJct and Iwasaki
(1973)

So 11 Reported EQ'uation
Types Shear Modulus. Shear Velocity, V

Data Infot'lllat1on Deed G, taf fps·

200 eit.. In Japao; All G - l25 NO•
78

V. 268 NO. 39 t
220 aets of data (0.886) ** •

200 .ire. in Japan; Coheatonle•• C - 66.5 NO. 94 V. 195 NO. 47 t
220 lOti ot data (0.852»> I

Ohta and Coto
(1978.)

Ohe. and Coto
(1978b)

Ohta and Goro
(1978b)

lmai and Tonouchl
(1982)

Seed. Idrl!s. and
Arango (1983)

Sykora and Stokoe
(1983)

289 set. of data;
Japanelle 1011.

289 sets of data;
Japanese ,all.

289 lets of data;
Japane•• aol1.

1,654 sets ot data;
J.'Pan••• 1011a

Onknown

229 ,ets of
cre••hole data;
throughout
United State.

All

Sands

Gr• .,. I.

All

Sands

Granular

N.R.tt

N.R.

N.R.

G • 147 NO. 68

(0.867»>

G • 65 N1. °
N.R.

V .0 280 NO• l41
I (0.719»>

V • 290 NO. l40
I

V • l09 NO. 34O
I

V _ l18 NO. lI4
I (0.868»'

V • 185 NO•5
I

V • l50 N
O

•
27

• (0.84)·>

Note: '* N· Standard Penett'atlon le,1atanee N-valu. (blow./ft); Dot adjusted to a normalize energy
efficiency.

** Re~rression correlation coefficient.
t A.sumed. not reported; y. 112.4 pet, typical for Ja"an••• sands (Oh••k1 1962>

t1' N.R.· Not reported.
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Figure 3-20. Correlation Between Nand Vs for Granular Soil
(Sykora and Stokoe, 1983).

o OIlr-._J...---2J..OO---'---4.J.O-O_..J---s...Lo-o-.......-a-'OO

SAND

VIADANA
SAN PROSPERO

-co aoo r---r--""'T"-.....,--...--...,..---,--or--~

E--
== ..>
>
I- soo
C3
9
w
>
w
~ 400
~

ex:«w
:I:en
Q 200
w
ex:
:)
en«
w
::!

SHEAR WAVE VELOCITY FROM SPT, Vs
SPT (m/s)

Figure 3-21. Measured and Predicted Vs Using Ohta and Goto
Correlation N versus Vs for Sands, Po River
Sand Sites (Baldi et aI., 1989a)

3-28



24 r----..-~r_--_.,.----__r_----...,__-____r

RANGE FOR PLUVIALLY DEPOSITED
TICINO SAND, Go FROM R.C.

TESTS, qCT FROM CC TESTS

SITE SOIL Go SOURCE BOREHOLE

A VIADANA MEDIUM SAND CROSS-HOLE 4017

'" VIADANA MEDIUM SAND SEISMIC CONE 4017

0 S.PROSPERO MEDIUM SAND SEISMIC CONE 16
17

• GIOIA TAURO SAND WITH GRAVEL CROSS-HOLE
209
219

DEPTH BELOW G.L. CONSIDERED: 5.5 TO 43.5 m

Figure 3-22. Correlation Between CPT (qc) and Gmax for Quartz Sands
(Baldi et al., 1989, 1989a; see also Jamiolkoski et al., 1988).
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strain, especially if hollow-cylinder specimens are used, most often resonant column
determinations are performed at small strains and cyclic triaxial or DSS tests are done
at intermediate and large strains. This may produce inconsistencies, as discussed later.

Cyclic Triaxial

Because of its widespread availability and great simplicity in testing procedures, cyclic
triaxial tests are often used to evaluate the cyclic behavior of soils for design purposes.
Triaxial tests can be conducted under cyclic stress- or strain-controlled conditions.
Conventional cyclic triaxial strain-controlled tests have been used successfully by many
researchers to evaluate dynamic properties (shear modulus and damping) of soil at
intermediate strains (yc > 10-2 percent, e.g., Ladd et a1., 1989) but had not until re
cently been looked upon as a rational way to make reliable measurements at low
strains. However, technical improvements in cyclic testing have resulted in reliable
measurements of dynamic soil properties corresponding to strain amplitudes as small as
the order of 10-3 or 10-4 percent in cyclic triaxial tests (Kokusho, 1980; Tatsuoka et a1.,
1984; Ladd and Dutko, 1985; Tatsuoka, 1988). Figure 3-23 shows a sketch of an im
proved cyclic triaxial device developed to obtain dynamic shear modulus and damping
coefficients of clays and sands under cyclic loading for a wide range of strains between
10-4 percent and 1 percent (Kokusho, 1980). In this apparatus, the cap displacement is
measured by means of a pair of two diametrically opposed proximity transducers. The
ends are not lubricated so as to minimize the bedding error. Figure 3-24 shows some
representative hysteresis loops obtained with both an improved cyclic triaxial device and
with the conventional cyclic triaxial apparatus for various strain levels and numbers of
cycles. The loops in Figure 3-24a are evidently smooth for all strain levels, while those
in Figure 3-24b possesses bilinear characteristics at small strains. This indicates that
the improved device is free from mechanical problems and thus can yield high-quality
results at low strains (Kokusho, 1980). However, it should be remembered that even
with the improved cyclic triaxial device, in the case of loose soil at large strains, failure
takes place in the extension mode in a relatively early stage of the testing, and this
leads to unreliable measurements of the dynamic properties of loose soils.

Figure 3-25 shows typical G/Gmax and D versus y c curves obtained on saturated sand
tested undrained at different void ratios using the improved cyclic triaxial device. The
shear modulus measured at low strains (Figure 3-24a) obtained with the improved cy
clic triaxial compares well with similar data obtained using the torsional shear device
(Kokusho, 1980). However, the damping ratio measured by the improved cyclic triaxial
apparatus was found to be smaller for a wide range of strains than those obtained by
low frequency cyclic tests using the torsional or simple shear devices. It is believed that
the improved triaxial test is frictionless, and hence the reliability of the damping ratio
obtained from it may be greater.
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Cyclic Torsional Shear and Resonant Column (RC)

Advantages and disadvantages of various testing devices capable of generating stress
paths beyond those provided by the regular triaxial test have been discussed by Saada
and Townsend (1981), Hight et al. (1983), Druevich (1985), and Alarcon et al. (1986,
1988). The hollow-cylinder configuration has been shown to be the most appropriate
whenever both magnitude and direction of the principal stresses must be changed to
accommodate a wide variety of stress paths. The subject of cyclic testing with thin long
hollow cylinders was covered in detail by Saada (1985). More information on the de
vice, its driving mechanisms, measuring units and data acquisition can be found in a
state-of-the-art paper by Saada (1988).

From the point of view of uniformity of stress state within the specimen, the effect of
the end platens is minimized by having a good length to diameter ratio (~1.5) and a
ratio of inner to outer diameter of about 0.7. The inner and outer pressures must be
the same to maintain uniformity of the normal stresses. The thinner the cylinder, the
more uniform are the shearing stresses. All stress and strain paths that can be used in
the triaxial test can also be reproduced in the hollow-cylinder torsional shear device. In
addition, the superposition of torsion allows one to rotate the principal stresses at will
and to simulate some of the conditions present in the field. A drawback is that the
coefficient b = (02 - ° 3)/(°1 - 03) cannot be changed without inclining the principal
stresses on the axis of symmetry since b = sin2p (Figure 3-26). A way around this
restriction is to use different inner and outer pressures; however, this makes the normal
stress distribution nonuniform within the specimen, and the test does not represent any
more the state of stresses at a point.

The configuration of the thin hollow cylinder also lends itself well to resonant column
tests and to slow cyclic stress-controlled or strain-controlled tests. Axial, torsional, and
hydrostatic effects can be superimposed to produce any static or dynamic stress and
strain paths. The controls can be pneumatic, hydraulic, or electronic; the latter is also
used for data acquisition and processing. Measurements made inside the cell lead to
higher accuracy.

Resonant Column. The resonant column, and in particular the "fixed-free" resonant
column device, in conjunction with a thin long hollow cylinder has been used in both
sands and clays to determine small strain properties. Axial moduli and damping ratios
of the samples can be very accurately determined with this device at small strains. A
frequency sweep can be made and nonlinearities (jumps) can be put in evidence even
at small strains. In general, the measured G/Gmax versus yc relation can be well rep
resented by a Ramberg-Osgood equation. However, the use of the Ramberg-Osgood
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NOTATION

,

Figure 3-26. System of Stresses for Hollow-Cylinder
Torsional Test (Saada, 1985).
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formulation for G/Gmax in conjunction with the Masing assumption to predict the
hysteresis loops usually does not represent well the values of damping ratio D at small
cyclic strains.

Figure 3-27a shows a typical relation between shear modulus and strain and the
corresponding Ramberg-Osgood constants. Figure 3-27b shows the damping ratio
versus strain. Notice the damping at zero strain obtained by extrapolation. There
seems to be some sort of a constant damping close to zero strain, which changes from
clay to clay. The origin of this damping is not known.

Figures 3-28 and 3-29 show the result of frequency sweeps for a remolded and an un
disturbed clay. The shapes of the curves indicate how the nonlinearities increase with
strain. The dotted line joining the peaks gives G/Gmax versus y c' Curves similar to
those of Figure 3-29 have been generated for a variety of sands under different hydro
static stresses (McNelis, 1987). Figure 3-30 shows differences between moduli Gmax and
Emax corresponding to isotropic and cross anisotropic clays. Such differences can be
substantial (Saada, 1985). Figure 3-31 shows the normalized shear moduli of a dense
sand under three different consolidation pressures. Figure 3-32 shows the normalized
Young moduli of the same dense sand (McNelis, 1987).

The University of Michigan has developed a resonant column with strong magnets that
give strains as high as 0.5 percent. At such large strains it could be advantageous to
conduct very short time tests (a few bursts at a time) to avoid excessive modulus deg
radation. The resonant column is being used to conduct tests on both remolded and
undisturbed samples. For the latter case, it is advised that the material be
Ko-consolidated to the condition in the field. This would also help seat the sample.

Hollow-Cylinder Torsional Shear. The hollow cylinder torsional shear apparatus has
been used routinely to study the behavior under large cyclic stresses and strains. For
Ko-consolidated artificial clay in which the response in extension is different from com
pression, axial cyclic stresses result in loops displaced in the extension direction (Macky
and Saada, 1984). On the other hand, under torsional cyclic loading, the loops are
approximately symmetric. A combination of both axial and torsional cyclic effects re
sults in different pore water pressure development and of degradation of the material's
stress-strain response. The difference in phase between the axial and torsional stresses
also affects the strains and pore pressures.

For sands, the stress path as well as the phase angle affects liquefaction (Gilbert and
Donaghue, 1983). Whether the tests are conducted in stress-controlled or strain-con
trolled conditions, the buildup in pore water pressure results in both stiffness and
strength degradation. Contractive sands liquefy. Dilative ones do experience an in
crease in pore water pressure and may liquefy momentarily but suffer limited (though
sometimes large) strain. The hollow cylinder torsional device offers the possibility to
study liquefaction and cyclic mobility under both simple shear and combined stress
conditions, as illustrated by Figure 3-33. Figure 3-34 presents the modulus degradation
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and movement of the hysteresis loops for a Ko-consolidated clay subjected to cyclic
axial stress-controlled loading. Figure 3-35 shows the degradation under pure cyclic
stress-controlled torsional loading of the same clay. Figure 3-36 shows the liquefaction
of a sand tested in cyclic shear in strain-controlled condition.

In summary, the long and thin hollow-cylinder configuration, be it used in a resonant
column or in a torsional shear device, offers excellent possibilities to study both small
strain and large-strain static and dynamic properties of soils. Its main drawback is
related to sample preparation that requires great care. A discussion of moduli and
damping ratios that can be obtained with this configuration is given in a later
discussion.

Cyclic Direct Simple Shear (DSS)

Although there are several types of undrained or constant volume DSS tests, they all
share the same basic characteristics: a horizontal cyclic shear stress or strain applied
on a laterally confined saturated soil specimen with a constant (applied or assumed)
total vertical stress, and zero vertical strain. The condition of zero horizontal strain
simulates the field situation during vertically propagating plane SH waves. As the cyclic
shear stress or strain is applied for a number of cycles, an excess pore water pressure
develops. Errors because of system compliance are common to all undrained tests,
with the magnitude of the compliance being primarily a function of the soil type. An
alternative procedure for determining the undrained behavior of soil with reduced com
pliance is to conduct a constant volume test, where the change in the total vertical con
fining pressure needed to maintain constant volume is assumed to be equivalent to the
change in pore pressure in the corresponding undrained test (Bjerrum and Landva,
1966; Finn et al., 1971).

Figure 3-37 includes the sketch of a simple shear apparatus, described by Finn et al.
(1971), and later modified by Finn et al. (1977, 1978) to permit cyclic shear testing at
constant volume. The two components of horizontal normal strain are identical to zero
in this simple shear device, and the stiff pressure transducers mounted on one of the
movable lateral boundaries allow measuring lateral stress during cyclic loading. In the
Norwegian Geotechnical Institute (NGI) constant volume DSS tests, the lateral stresses
can be measured by monitoring the electrical resistivity of the membrane wire re
inforcement (Dyvik and Zimmie, 1982). A sketch of the typical NGI DSS test
specimen setup is shown in Figure 3-38.

Measured stress-strain hysteresis loops are presented in Figure 3-39 for two DSS strain
controlled tests on normally consolidated and overconsolidated specimens of highly
plastic marine clay samples. The degradation of shear modulus with increasing pore
pressure can be evaluated from such data. Figure 3-40 includes a typical variation of
secant shear modulus G with cyclic shear strain y c and with volumetric strain, for a
clean silica sand, obtained in the DSS apparatus of Figure 3-37. It is common to use
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Figure 3-37. Constant Volume Cyclic Direct Simple Shear
Apparatus (Finn et al., 1978).
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Figure 3-38. Norwegian Geotechnical Institute Direct Sample Shear
Test Specimen Setup (Vucetic and Chu, 1990).
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DSS to study modulus and damping changes at intermediate and large strains in soft
clay and sand. The measurements at low cyclic strains (yc ~ 0.03 percent) are generally
questionable.

Wave Velocity Measurements in the Laboratory

Laboratory wave velocity measurements from directly monitoring the time required by
the wave to travel a certain distance in the soil have been made for over three decades
on both confined and unconfined test soil specimens. Most of these wave measure
ments have been compressional (P) with limited shear (S) wave applications, due to the
difficulty in distinguishing between P and S waves. Because of the necessity of ac
curately determining S-wave velocities and thereby Gmax, techniques were developed to
generate and measure polarized S-waves where the reverse polarity could be checked,
similarly to what is done with seismic techniques in the field.

Bender Elements. In this case, polarized S-waves are generated and measured by
piezoceramic bender elements as described by Dyvik and Madshus (1985) and shown in
Figure 3-41. They showed that when such elements were installed in a resonant col
umn apparatus, Gmax was basically the same by both techniques as demonstrated in
Figure 3-42. They also indicated that bender elements can be incorporated into almost
any testing device, such as cyclic triaxial or DSS, to provide direct measurement of Gmax

after any stress or strain history. Also, measurements of Gmax in different tests and
comparison with Gmax measured in situ allow a direct method to evaluate sample dis
turbance effects.

Large-Scale Triaxial. A large-scale triaxial testing device for seismic wave propagation
studies has been designed and constructed at the University of Texas at Austin
(Kopperman et al., 1982; Stokoe et al., 1985). The device is used to load 7-foot cubes
of dry sand under various states of triaxial stress with principal effective stresses ranging
from 10 to 40 psi. Measurements of velocities of compression (P) and shear (S) waves
propagating through the sand skeleton are performed with accelerometers and/or vel
ocity transducers embedded in the sand. Wavelengths and frequencies are generally in
the range of 0.5 to 1.5 feet and 500 to 1,500 Hz, respectively. Strains in the soil skele
ton are less than 10-3 percent.

The large-scale triaxial device is simply a freestanding, heavily reinforced steel box as
shown in Figure 3-43. Associated equipment is used to: (1) place sand into the device,
(2) pressurize the sand mass to the desired stress state, (3) generate compression or
shear waves in the sand, (4) monitor and digitally record these waveforms, and
(5) monitor stress and strain throughout the sample during testing. A schematic draw
ing of the device and associated systems is shown in Figure 3-44.

Each wall of the triaxial device is designed to represent a principal plane so that axes
perpendicular to the walls of the device represent principal directions. To permit in
dependent control of the pressure in each of the three principal directions, confining
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pressures are applied to the soil mass using membranes placed on the inside walls of
the device. With this system, either isotropic, biaxial, or true triaxial states of stress can
be applied to the sand as shown in Figure 3-45.

Extensive testing has been performed under isotropic, biaxial, and triaxial states of
stress. In each case, velocities of S-waves and P-waves propagating along all principal
stress directions have been measured. Particle motions were always polarized along
principal stress directions. Results from these tests lead to the following conclusions
with regard to shear waves: (1) the effect of stress history on the values of S-wave
velocities measured at the same current confining stresses is negligible, (2) the sand can
be treated as a cross-anisotropic material under isotropic confinement because of struc
tural anisotropy, with the horizontal plane being the plane of isotropy, (3) complete
anisotropy results from coupling stress anisotropy and structural anisotropy, and
(4) S-wave velocity and, hence shear modulus, depends about equally on the principal
effective stresses in the directions of wave propagation and particle motion and is
essentially independent of the third principal stress. One interesting observation from
conclusion 4 with regard to field seismic tests is that, in level soil deposits, the velocity
of SV-waves measured by the crosshole and downhole tests should be equal. Only the
SH-wave velocity measured in the crosshole test should be different.

Physical Model Tests

Physical model tests are usually employed to simulate the response of the full scale
prototype system and, as such, are not meant to be tests to obtain the fundamental
stress-strain and strength properties of soil materials. However, physical model test
results can be analyzed to backca1culate the soil parameters that contributed to the
system response. Physical model testing is also useful in providing a validation of the
analytical procedures that are used for predicting site response and, therefore, could
provide a vital link between laboratory and field studies.

In order to obtain proper simulation of in situ conditions, physical model testing must
replicate a key factor, the gravity-induced stresses, which governs the behavior of soils
in the ground. Testing of small scale models under normal gravity cannot duplicate the
overburden stress profile, whereas testing in the centrifuge allows this important factor
to be properly simulated.

In recent years, the state of the art in centrifuge modeling has developed rapidly. Sev
eral viable techniques have been developed that allow the generation of simulated
ground motion to be superposed on the steady-state acceleration in a rotating centri
fuge, Figure 3-46 (Whitman and Arulanandan, 1985). Along with the development of
an inflight seismic loading capability, research has also focused on reducing the con
tainer boundary effects by using an absorbing liner or by making the container from
stacked rings, Figure 3-47 (Lambe and Whitman, 1985). Before these methods for
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dynamic model testing can be universally applied to design, additional research is
needed to delineate such problems as grain size effects, instrumentation, model
construction techniques, and inflight soil property characterization.

One major issue that still must be clarified is the verification of the scaling relations to
be used in extrapolating the model test results to prototype scale, particularly if the
purpose of the centrifuge test is to directly simulate a prototype situation. Because the
scaling relations that are usually associated with centrifuge testing (Table 3-4) imply a
conflict between the 1/n2 time scale for diffusion phenomena (e.g., pore pressure dis
sipation) and the n-th scale model and gravity ratio, it has been suggested that a sub
stitute pore fluid with a viscosity n times that of water be used in order to regain an
identical time scale for the diffusion and dynamic phenomena. Obviously, the new
problems created by the use of a substitute pore fluid need to be studied before the
scheme can be accepted. In addition, the possible effect of the increased strain rate
used in centrifuge testing needs to be examined carefully.

Irrespective of the validity of any scaling relation, a centrifuge model test can be viewed
as an experiment in which a soil layer or structure is subjected to conditions closely
approximating the field situation. The results from such a test provide the opportunity
to validate any analysis that can be performed to match the test conditions. The ac
curacy of the analysis based on any theory depends on both the material property input
and the numerical algorithm. Assuming the numerical algorithm is sufficiently robust,
the material property description obtained from appropriate laboratory tests can be
verified by comparing the numerical prediction with the centrifuge test measurements.
Scale model testing is also a cost-effective means for validating designs, when compared
with full-scale testing.

Advantages and Limitations of Laboratory Testing

The foremost advantage of performing laboratory cyclic testing is that stress history,
stress path, and stress and strain levels can be controlled in most cases for both the
static and cyclic parts of the test. Also, there is a large data base to check one's results
and a testing program can be easily established to verify an analytical model.

The foremost limitation in performing laboratory tests is sampling/specimen disturb
ance, which affects the degree of in situ representativeness of the laboratory specimens.
Also, the specimen tested is usually quite small (micro measurement versus macro
application). Finally, there is the variability in test results between different test ap
parata, for which the causes are often not clearly understood. An example of this vari
ability for damping ratio at small strains is presented in Figure 3-48. Causes for this
variability between cyclic triaxial, DSS, resonant column, or torsional shear may include
details of the testing or measurement technique, loading path, anisotropic soil, or other.

In general, different results are obtained for Gmax when measured by different ap
parata/methods, with field results typically being the highest and laboratory results
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Table 3-4

SCALING RELATIONS FOR GEOTECHNICAL CENTRIFUGE TESTS
(WHITMAN AND ARULANANDAN, 1985)

n

lin

1

1

1

l/n 3

l/n 2

lin

1

Centrifugal
model at n g's

Full Scale
(Prototype)

1

1

Length) 1

1

1

1

1

1

1

Quantity

Linear Dimension

Stress (Force/Area)

Strain (Displacement/Unit

Density

Mass

Displacement (Distance)

Velocity (Distance/Time)

Acceleration (Distance/Time 2 )

Time

Force

in Dynamic Problems

in Diffusion Cases

in Viscous Flow Cases

Frequency

in Dynamic Problems

1

1

1

1

lin

1/n 2

1

n
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being lower in the following descending order: resonant column (fixed-free), resonant
column (Hardin oscillator), torsional devices (hollow cylinder), torsional devices (solid
cylinder), triaxial and direct simple shear. Some of these differences could be de
creased, while at the same time producing an improved characterization of cyclic soil
properties, by:

• Improved sampling techniques
• Improved testing techniques
• Corrections for equipment compliance
• Studying test variability

Improved Sampling Techniques. In general, they could readily be improved by use of
detailed drilling specifications, experienced drillers and inspectors, and wider use of
drilling mud and fixed-piston thin-walled tube samplers having a minimum O.D. of
about 3 inches. Furthermore, the methodology developed by La Rochelle et al. (1981)
for fine-grained soils needs to be further developed, while for coarse-grained soils the
freezing methodology needs to be expanded (Osterberg and Varaksin, 1973).

Improved Testing Techniques. It has to be recognized and appreciated that testing is
an art. It takes an artist to prepare the specimen, along with a specialized apparatus
(which equipment manufacturers typically do not make), place it in the testing ap
paratus, and then when testing it to have an understanding of and to control all vari
ables that affect the test results (time of consolidation, consolidation increments, size
and rate of backpressuring, cell fluid, measurement devices, method of calculation and
corrections, strain rate, equipment compliance, etc.). More emphasis must be placed
on studying such effects and publishing them in appropriate journals such as ASTM's
Geotechnical Testing Journal and its Special Technical Publications.

Certain test devices, like the triaxial, solid-cylinder resonant column, and direct simple
shear, lend themselves to easy specimen preparation and minimal disturbance; while
others, like the hollow-cylinder resonant column and torsional shear devices do not.
However, the latter devices are superior in characterizing cyclic soil properties.

The SHANSEP methodology (Ladd and Foot, 1974), developed to characterize the
static properties of fine-grained soils and reduce the effects of sampling and specimen
preparation disturbance oli such properties, has been applied to the characterization of
cyclic properties of fine-grained soils by Dobry and Vucetic (1987), Vucetic and Dobry
(1988), and Vucetic (1988, 1990). This approach needs to be developed further. Also,
can a similar approach be developed for coarse-grained soils?

Corrections for Equipment Compliance/Friction. In the laboratory measurement of
moduli and damping properties of soils, there will always be some equipment com
pliance/friction problem associated with:
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• Membrane compliance

• Inappropriate coupling between test specimen and loading boundaries
(platens)

• False deformations due to equipment compliance

• Friction

For cyclic triaxial testing, Kokusho (1980), Ladd and Dutko (1985), and Tatsuoka
(1988) have shown how many of the above items can be accounted for up to a certain
threshold. For example, Ladd and Dutko (1985) found that the moduli of the triaxial
test equipment itself was in the order of 200,000 to 400,000 psi.

In resonant column testing, corrections for base impedance must be developed; while
for torsional devices, compliance corrections have to be developed and applied. How
ever, for direct simple shear devices, to completely account for false deformations and
compliance is more difficult.

Studying Test Variability. Another testing limitation, which applies to both field and
laboratory test methods, is a lack of precision and accuracy statements obtained from
systematic round-robin testing programs involving several laboratories. Typically, based
on limited data performed by a select group, it is assumed that our test methods are
quite accurate for cyclic triaxial tests (Silver et aI., 1976) and for resonant column tests
(Drnevich, 1979). However, when a large round-robin testing program is performed
involving many laboratories, as was done for relative density measurements (Tavenas et
aI., 1973), the results typically show a large variability. This large variability is most
likely a result of the organizations performing the tests and not of the test method
itself. This conclusion is based on the fact that when a single organization having many
field laboratories (Bureau of Reclamation) performed a similar round-robin testing
program, the variability was significantly reduced (Tiedemann, 1973).

The results of the above round-robin testing programs indicate that our test methods
can be quite consistent when performed by selected organizations, but in the open
market the test variability can be substantial. One organization that is actively working
on developing test methods, along with precision and accuracy statements is ASTM,
along with its subsidiary Standards Research Institute; these efforts should be en
couraged and supported.

OBSERVED CYCLIC PROPERTIES OF SOILS

Results of laboratory testing programs such as described above provide an indication of
what factors affect cyclic soil properties and dynamic soil behavior, including useful
correlations, and suggest areas requiring further study.
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Much work has been done in the last 30 years or so in which Gmax (or Vs) has been
measured in situ or in the laboratory, and has been correlated with a number of factors.
It has been found that the most important factors affecting the value of Gmax in un
cemented soils are:

•

•

•

•

Current state of effective stresses (oij)

Current void ratio (e) or relative density (Dr)

Overconsolidation ratio (OCR)

Geological age of the deposit in the field or the time (t) since the end of
primary consolidation (BOP) in the laboratory

Table 3-5 summarizes the influence of these and other factors on Gmax, G/Gmax and D
where G and D correspond to strains ranging from small to intermediate (y:S1 per
cent). Although Table 3-5 was originally developed by Dobry and Vucetic (1987) for
normally consolidated and moderately overconsolidated clays, most of it also applies to
other cohesive and granular soils.

Mainly on the basis of resonant column (RC) tests, Hardin (1978) developed the fol
lowing empirical equation for clays, silts, and sands:

(3-2)

where:

C = empirical constant equal to 625 according to Hardin (1978)

00 = mean effective stress = (01 + 02 + (3)/3

Pa = atmospheric pressure

k = exponent function of the plasticity index, PI = Ip (Ip = 0 - k = 0,
Ip = 100 -+ k = 0.5)

F(e) = void ratio function assumed by Hardin (1978) to be equal to
(0.3 + 0.7 e2y1

In a similar empirical expression developed by Seed and Idriss (1970) and Seed et al.
(1986) for granular materials, e is replaced by relative density DR and Gmax is normal
ized with respect to (0

0
)°.5, leading to a set of modulus numbers K2max which are

function of Dr.
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Table 3-5

EFFECT OF INCREASE OF VARIOUS FACTORS ON G max GIG max AND,
DAMPING RATIO D OF NORMALLY CONSOLIDATED AND

MODERATELY OVERCONSOLIDATED CLAYS
(DOBRY AND VUCETIC, 1987)

INCREASING FACTOR G~•• G/G~ •• J)

Confining Pre••ur. ifo (or if '0) Increases with 1Jo
Slay. con.lanl or Slay. con.lanl or
Increa••• with ifo decrea••• with {fa

Void Ratio. Decreases with e Increases with e D.cr••••• with.

G.ologlc Ag. I Increa••• wllh I M.y incr•••• with t D.cr••••• with t

C.m.nt.llon c Increases with c M.y Incr.... with c M.y d.cr•••• with c

O••rcon.olld.llon OCR Incre•••• with OCR Nolaff.ct.d Not .f1eet.d

Pla.tlcily Indax I.
• Increa.e. wllh I. If OCR>l

Increasel with Ip Decreases with Ip• St.y••bout con.t.nt If OCR = 1

Cycflc SIr.ln Yc - Decre••es with yc Incr••••• with Yc

Slr.ln R.t. r • G Incr..... with y
(Frequ.ncy ot Incr••••• with r • G/Gm.. prob.bly not SI.y, con.t.nt or
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Although the data base used for Eq. 3-2 had considerable scatter, it can be used for an
approximate estimate of the lower bound of the in situ Gmax• In general, Eq. 3-2 will
tend to underestimate Gmax because of the effect of geological age t, which is not con
sidered in the equation. In fact, there is growing experimental evidence showing that
Gmax tends to increase with log t beyond primary consolidation, as shown in Figure 3-49
(Anderson and Stokoe, 1978). The rate of this increase, NG, is more pronounced in
normally consolidated clays, less in overconsolidated clays, and relatively small in sands.

Kokusho et al. (1982) published a correlation between NG and the plasticity index Ip of
the soil. Mesri and Castro (1987) and Mesri (1988, 1989) have linked NG to the
drained creep (or secondary compression) of the soil by means of the following em
pirical equation:

(3-3)

where:

AG = increase of Gmax for cycle of log t

Gpmax = maximum shear modulus at the end of primary consolidation

Cae = coefficient of secondary compression

Cc = compression index

Cr = recompression index

There are, however, indications that the influence of geological time on Gmax in gran
ular soil might be higher than inferred from laboratory tests. This can be explained by
a number of phenomena such as:

• Cyclic prestraining due to seismic shaking (see Figure 3-50)

• Time-dependent increase in the horizontal stress

• Macrointerlocking of grains

• Macrointerlocking of grain surface roughness
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• Increase in the number and area of particle contacts due to diagenetic
changes (see Figure 3-51)

• Bonding due to cementation

For more details see: Drnevich (1967), Tohno (1975), Finn (1979), Dusseault and
Morgenstern (1979), Mesri and Castro (1987), Palmer and Barton (1987), Barton and
Palmer (1989), Mesri (1989), and Schmertmann (1989). Most of these phenomena lead
to an increase of either the effective stresses acting on the soil, the number of contacts
per particle, or the area of the contacts between adjacent particles. Analytical studies
in the area of micromechanics show that these are the main factors controlling Gmax of
granular media (Mindlin and Deresiewicz, 1953; Dobry and Ng, 1989).

An example of influence of the geological age on Gmax as observed in the field is shown
in Figure 3-52 (Jamiolkowski, 1989). This figure compares values of Kz (see definition
of Kz in the figure) as inferred from Vs measured with the cross-hole technique in two
sand and gravel deposits at the Messina Strait Crossing in Italy, where the construction
of a 3,000-meter span suspended bridge is planned. Both deposits have very similar
grading, mineralogical composition, and relative density. The only difference lies in the
fact that at the anchor block location the soil deposit belongs to the Lower Pleistocene
(500,000 to 1,000,000 years) while at the tower foundation site the upper 35 m of soil
are of Holocene age (10,000 to 20,000 years). The observed difference in the Kz values
in the first 35 m can be attributed to the different ages of the soil.

Therefore, it seems clear that Gmax measured in the laboratory can be significantly
lower than those inferred from in situ measurements. In the case of cohesive soils this
can be attributed to the disturbance of so-called "undisturbed" samples. For sands and
gravels the common practice consists of laboratory testing of specimens reconstituted at
the estimated in situ void ratio. In this case the difference between the laboratory and
in situ measured values of Gmax can be very high, generally increasing with the geologic
age of the deposit.

Recent experience shows that much better agreement can be achieved in granular soils
when laboratory tests are performed on undisturbed specimens obtained by freezing or
impregnation techniques [see Figure 3-53 and Kokusho (1987)]. Relatively little is
known about the factors influencing the values of Gmax in gravels. This is also the case
for partially saturated soils, important for soils above the water table, which have been
investigated by Wu et aI. (1984).

Regarding gravels, and given the inherent difficulty of testing them in the laboratory,
the information available is mainly from in situ seismic tests (Seed et aI., 1986; Stokoe
et aI., 1988; Jamiolkowski, 1989). The experimental evidence with respect to Gmax in
gravelly sites is still to some extent contradictory, indicating for comparable densities
respectively higher and lower values in gravelly deposits as compared to sands. The
general impression of the panel is that, at present, one has to assume that for a

3-60



... Grain contact
,.. showing an

interpenetrative
or sutured
structure

a Extinguished or
plucked grain

Figure 3-51. Increase in Contact Area Between
Sand Particles Due to Diagenesis
(Dusseault and Morgenstern, 1979).

3-61



0 1000 2000 3000 4000
0 .. -{!)--

• Q)

• Q)20- • 0
E • Q)- •
...J ~

~ ~ Mean
3= 40

---(!)00. I0
~...J 0 \ 1 St. dev.UJ

Go = V: pen QJ C
:I:
I- K _ Go

-i!}-
CJ Q)c.. 60

w 2- (!J '0
0 (a:n Pa)O.5

~
Pa = 1 bar -{!}- -----0--

-+ K2 > 3600
-{!)-

80
C = cementation

Anchor
block

Tower
foundation

Holocene
sand and

gravel

•

Pleistocene
sand and

gravel

Figure 3-52. Example of Influence of Geological
Age on Gmax of Sand, Messina Strait Crossing-Sicilian Shore
(Jamiolkowski, 1989).

3-62



2.0

...
o
~ 1.5

..J
o

t.:)

o 1.0

e

9'1' Sampling by in-situ treezing.4Conventional sampling
Tokimatsu et al.(l986l.Karayama et a

OL..---1__..J-._...l-_...I...-_---l._---L_--l...__.l...-....I

10 20 50 100 500 10ce

In-situ shear modulus Gor (XI03 kN/m2 )

Figure 3-53. Summary of Modulus Ratio, GOJGOF' Versus
In-Situ Shear Modulus, GOF (Kokusho, 1987).

3-63



comparable density and effective confining pressure the sand and the gravel deposits
will have a similar value of Gmax• In poorly graded gravelly soils in a loose state and
with little sand, there are some preliminary indications that Gmax values can occasionally
be lower for gravels than for sands.

M max

The compressional wave velocity (Vp), and thus also the constrained modulus at small
strains Mmax = PVp2, is controlled mainly by the degree of saturation of the soil. In
fully saturated soil, Vp is close to or somewhat higher than the speed of sound in water
(.!::: 5,000 ft/sec). However, when the saturation is not 100 percent, Vp decreases sub
stantially as part of the wave energy starts propagating throughout the soil skeleton
(Allen et al., 1980).

In an isotropic, homogeneous elastic medium, Gmax and the small strain, maximum con
strained modulus Mmax are linked together by means of the following relationship:

20 (1 - v)M = __max _

max 1 - 2v

where v is the Poisson's ratio of the soil.

(3-4)

In dry sands, Koppermann et al. (1982) has measured values of v of the order of 0.1,
much smaller than 0.3 or 0.4 typically recommended in the literature for dry and par
tially saturated soils. On the other hand, in a fully saturated soil, because of the high
values of Vp and Mmax, v approaches 0.5 and the values of Vp and Mmax calculated
through Eq. 3.4 become very sensitive to the exact value of v selected (for v = 0.5,
Mmax = 00 in Eq. 3.4). Therefore, if Vp or Mmax is required in a saturated soil, v should
never be assumed, but, rather both Gmax (or Vs) and Mmax (or Vp) should be measured
or estimated separately.

Anisotropic Behavior

Recent studies have shown that soils exhibit anisotropic behavior with respect to the
seismic wave (Vs' Vp) velocities. The existing experimental evidence is mainly related
to the propagation of seismic waves in dry sands performed in large-scale laboratory
facilities such as described previously (Schmertmann, 1978; Kopperman et al., 1982;
Stokoe et al., 1985; Baldi et al., 1990). These data show that, generally, sands exhibit
cross-anisotropic behavior with respect to both Vs and Vp. The same tests as well as
other laboratory tests (Roesler, 1979; Yu and Richart, 1984) indicate that seismic waves
propagating along one of the principal stress directions depend almost exclusively on
the stress components acting in the directions of wave propagation and of particle
motion, being practically independent of the third out-of-plane principal stress com
ponent. This finding led to a reformulation of Eq. 3-2, which can be written in the
following form:
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Shear wave velocity:

Compression wave velocity:

v = F (e) • C • P (l.na-nb-nc) (jna • (jnb • (jnc
p p p a abc

Maximum shear modulus:

G
max

= Fg(e) • C
g

• Pa(1-2na-2nb.2nc) a;na • a~nb • a~nc

Constrained modulus:

= F (e) • C • p (1-2na-2nb-2nc) a 2na • a 2nb • (j2nc
m m a abc

where:

0a = effective stress in the direction of wave propagation

0b = effective stress in the direction of particle motion

0c = out-of-plane effective stress

Pa atmospheric pressure

(3-5)

(3-6)

(3-7)

(3-8)

For compression waves, the directions of wave propagation and particle motion co
incide, and thus oa = 0b. Typically, for both Vs and Vpl na ~ nb = 0.09 to 0.13 and nc
= 0.0 to 0.02.

Interpretation of the existing experimental data has led to the following preliminary
conclusions for the small-strain anisotropy of artificially prepared sand specimens tested
in the laboratory:

• Both Gmax and Mmax exhibit a weak dependence on the direction of the
out-of-plane principal stress, which generally does not exceed
±15 percent (see Figure 3-54).

• This conclusion applies to both isotropically and anisotropically con
solidated soil.

Very little information is available on the small-strain anisotropy of natural sand de
posits. A rare example of such kind of information is reported in Figure 3-55.
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Most systematic studies of Gmax and Mmax have been on uncemented sands, clays, and
gravels. Relevant research on cemented sands has been conducted by Sitar (1979),
Clough et al. (1981), Wang (1986), and Saxena (1987), showing the effect of cement
ation in increasing Gmax (Figures 3-56 and 3-57). Information on calcareous sands, both
onshore and offshore, has been reported by Dobry et al. (1988) and Nelson et al.
(1989).

G/Gmax and D Versus Strain

The curves of G/Gmax versus cyclic strain y c and of material damping ratio D versus y c

are used in the analyses together with Gmax to define the stiffness and energy dis
sipation characteristics of the soil at different strain levels.

Figure 3-57 shows the influence of the plasticity index of the soil on the general lo
cations of the curves for a wide assortment of soils ranging from clays to sands and
gravels. Figure 3-57 was prepared by Vucetic and Dobry (1991), based on the previous
study by Dobry and Vucetic (1987) supplemented by additional data; the chart for
G/Gmax in Figure 3-58a is essentially identical to that reported by Sun et al. (1988).
Figure 3-58 shows that the transition from small to large strain behavior, associated,
say, with G/Gmax ~ 0.8, occurs in sands, gravels, and silts with no plasticity at strains of
the order of y c ~ 0.01 percent and in clays of high plasticity at strains y c ~ 0.1 percent
or larger. The small-strain behavior is quite linear, with G not very different from Gmax,

D small (D -;:.5 percent) and essentially no change in G with number of cycles. As
shown by the response of the high-plasticity Mexico City clay in the 1985 earthquake
(see Figure 3-1), this linear, low-damping, small-strain seismic response of high plastic
ity clays can be very damaging to structures.

Figure 3-59 shows the influence of confining pressure on G/Gmax for sands reported by
Iwasaki et al. (1978). For most sands and gravels, the curve for G/Gmax is close to
those in Figure 3-58 corresponding to PI ::;:: 0 and falls within the range included in
Figure 3-59. As the plasticity index increases above zero in Figure 3-58, the influence
of confining pressure on the G/Gmax curves becomes negligible (Sun et al., 1988). For
a given soil, granular or cohesive, the G/Gmax curve is typically quite stable and in
sensitive to wide variations in relative density or void ratio, stress history and OCR,
static shear stress, and sample disturbance or method of sample preparation (Hardin
and Drnevich, 1972a; Seed et a1., 1986; Tatsuoka et a1., 1979a, b). This justifies the
current practice of combining Gmax obtained from in situ measurements with G/Gmax
curves measured in the laboratory.

During cyclic loading at intermediate and high strains (yc ;::0.01 percent in sands), the
stiffness G of soils can change with number of cycles, and thus G/Gmax also changes for
an assumed constant Gmax• In dry granular soils, the soil hardens and G/Gmax increases
(Finn et a1., 1982), while in saturated sands and clays the soil degrades and G/Omax
decreases (Dobry et al., 1982; Finn, 1985; Dobry and Vucetic, 1987). While the effect
is not so pronounced in clays, it is very important in saturated sands (Figure 3-60), and
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it can modify dramatically the response of a site as shaking progresses (see also Fig
ure 3-2). In many saturated soils, the modulus degradation during strain-controlled
cyclic loading can be approximated by GN = G1N-t, where G1,GN = modulus in cycle 1,
N, and t = degradation parameter function of the cyclic sheer strain of the test (Idriss
et a1., 1978). Figure 3-61 illustrates the variation of t with yc and plasticity index, PI, of
the soil (Tan and Vucetic, 1989).

Since the studies of Hardin (1965), Seed and Idriss (1970) and Dobry (1970), it is
widely accepted that the nature of the material damping of soils is generally hysteretic
rather than viscous, meaning that most of the energy loss is attributed to friction be
tween the soil particles. Hence, both the modulus and damping ratio are almost con
stant at different frequencies. Many previous data have also shown that the damping
ratio is strain-dependent because of this nonlinear hysteretic nature. If the soil damp
ing were purely hysteretic, it would converge to zero at small strains. However, Saada
and Macky (1985), Bianchini and Saada (1981), and Bianchini (1985) have suggested
that D converges to some low value that is apparently larger than zero. These and
other authors (Vucetic and Dobry, 1991) have found values of D ranging from about
0.5 percent to 5 percent at very small strains (y -"" 10-4 percent). Further research is
required to define the lower limit of damping for a variety of soils as well as the phy
sical mechanism responsible for it.

Damping ratios of various soils have been measured in resonant-column, cyclic triaxial,
cyclic simple shear, and torsional shear devices, and all data clearly indicated the strain
dependency of the damping ratio. In clean sand there is some influence of confining
pressure as well, while void ratio has a minimum effect (Tatsuoka et al., 1978). Fig
ure 3-62 shows the experimental band of D for a variety of sands. For gravels, the
damping ratio has been observed to depend not only on the confining stress but also on
the shape of the grains (Kokusho et al., 1981). In cohesive soils, the plasticity index
appears to appreciably affect the damping as shown in Figure 3-58, while confining
pressure and overconsolidation ratio are not very important. In fact, Figures 3-58
and 3-62 illustrate a very important fact: that the main factor affecting the curve of D
versus yc for most noncemented or collapsible soils, be they cohesive or granular, is its
plasticity index (Dobry and Vucetic, 1987; Vucetic and Dobry, 1991). This suggests that
the magnitude of the damping ratio at a given strain is determined to a large extent by
the microstructure of the soil.

Figure 3-63 summarizes curves of D versus y c for various soils presented by Kokusho
(1987). Standard deviations statistically derived from test data are shown as bands for
three kinds of soils (sand, gravel, and clay). Cohesive soils having almost the same
damping ratio as sandy soils at a low strain level can exhibit a remarkably lower damp
ing ratio than sands at higher strains.

As discussed previously, in situ measurement of soil damping is much more difficult
than that of shear modulus (see also Kokusho, 1987). There have been, however, a few
cases in which in situ damping ratios were calculated from attenuation of propagating
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waves in seismic surveys or vibrator tests. The internal damping ratio may be also
measured in the field by low-frequency cyclic loading tests on the ground surface or in
boreholes (Kokusho, 1987). Table 3-6 lists in situ damping ratios measured in various
soils by Japanese workers with different methods. All data in Table 3-6 correspond to
small strain levels of the order of 10-4 percent or less. These data are categorized and
plotted in Figure 3-64. With few exceptions, the damping ratios of silts and clays are
between approximately 1 to 3 percent, while those of sands are 1 to 5 percent. Higher
damping values are evident for gravelly soils. Kokusho (1987) noted that the in situ
damping is generally higher than the laboratory damping for sands and gravels and vice
versa for clayey soils. The laboratory damping ratio of clayey soils may be somewhat
decreased due to the long time consolidation effect, possibly becoming identical to or
smaller than the in situ values. On the other hand, a close agreement has been found
in Japan between in situ damping estimated by the optimization method applied to
earthquake records and laboratory damping for the same soil. Further research is
certainly required before more definite conclusions can be drawn on the relation be
tween damping obtained in situ and in the laboratory for a variety of soils.

The statements made in this section about G/Gmax and D, and especially the correla
tions with plasticity index in Figures 3-58 and 3-61, are valid for regular uncemented
sands, silts, and clays. They are not necessarily true for cemented soils or for other
soils having very sensitive structures such a quick clays or loess, or having different
mineralogies like carbonated sands or calcareous soils, or for geologically very old or
prestrained soils such as shown in Figures 3-50, 3-51 and 3-52. This is illustrated by the
experimental results on a quick clay and on cemented sands reproduced in Figures 3-65
to 3-67. Not much is known about the G/Gmax behavior of these other soils, and direct
experimental determinations are recommended for site-specific studies.

Large Strain and Strength Properties

As mentioned previously, at large cyclic strains of the order of 1 percent or larger, the
secant shear modulus G of the soil is only vaguely related to Gmax• Therefore, at these
large strains G needs to be specified independently for each soil based mainly on the
strength response of the soil rather than extrapolated from an assumed G/Gmax curve.

The specification of large strain soil properties--in the form of a G/Gmax versus 'Yc or of
a 'c versus 'Y c backbone curve--determines the site response for very violent shaking
and/or soft soil. It also determines the maximum acceleration that the soil is allowed to
transmit during nonlinear site response calculations (Figure 3-6).

Much is known on the monotonic stress-strain behavior of soils at these large strains
from static tests and static soil mechanics studies. This information can and should be
used when specifying large strain properties for site response analyses. However, this
static information needs to be modified to account for strain-rate effects (Figure 3-68)
as well as for stiffness degradation during cyclic loading (Figure 3-60).. In saturated
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Table 3-6

DAMPING RATIOS OF VARIOUS SOILS MEASURED IN THE FIELD
BY JAPANESE RESEARCHERS

(KOKUSHO, 1987)

Damping
Shear wave

Depth Measuring
Soil velocity, Vsratio (\)

(m/sec. )
(m) method

6 Diluvial sand 260

2.5 Alluvial clay/silt 80 '" 100 Down-hole

10 Loam 150
survey

8 Mudstone 420 10 '" 20

5 Silt/sand 150 '" 200 25 '" 40 Down-hole

6 Clay core of dam 500 15
survey

8 Gravel 350 30 Vibrator test

6 Sandstone 800
(SH-wave)

1 '" 3 Ariake Clay Vibrator test

2 Alluvial silt 80 '" 100 2 '" 6
(Surface wave)

5 '" 7 Loam

1 '" 3 Clay

1 '" 4 Sand 40 '" 51
Down-hole
survey

1.5 '" 2 Alluvial silt 160 14 '" 28

3.-i Alluvial sand 210 12 '" 25

0.3 Alluvial silt 140 25 '" 35

2 Alluvial clay 20 '" 100 o '" 20
Optimization

2 '" 5 Sand 120 '" 400 of earthquake

5 Gravel 300 '" 600
records

Note: Soil strain is in the order of 10-6 or less.
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Figure 3-64. a) In-Situ Damping Ratios for Various Soils; and
b) Comparison of In-Situ and Laboratory Damping
Ratios (Kokusho, 1987).
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soils, more research is needed on how to analytically model the contractive (Fig
ure 3-69) or dilative (Figures 3-70 and 3-71) response of the material in site response
analyses.

SUMMARY RECOMMENDATIONS BY PANEL

In what follows, eleven recommendations are presented for areas that require improve
ment and further research. They have been classified into seven highest priority and
four high priority recommendations.

HIGHEST PRIORI1Y RECOMMENDATIONS

Arrays

The use of arrays to back-calculate and verify the cyclic properties of the soil from
actual earthquake records is strongly recommended. Priority should be given to soft
cohesive and loose saturated granular sites, as they have been shown to be most haz
ardous during earthquakes. However, sites more representative of "good" soil con
ditions such as medium dense or dense granular sites should also be considered. Both
maximum use of records from existing arrays and the installation of new arrays at
appropriate sites are recommended. In addition to aspects of arrays dealt within Chap
ter 7, specific attention and adequate support should be paid to their use in soil pro
perty determinations. This includes installing in the soil adequate specific instruments
for this purpose in addition to strong motion accelerometers (devices for strain
measurements, piezometers in saturated deposits, etc.), documentation of the site with
soil exploration, in situ and laboratory static and cyclic determinations, and detailed
backcalculations (such as shown in Figure 3-18) and site response studies once earth
quake records are obtained.

In Situ Techniques

There is a considerable need to improve the existing techniques and/or to develop new
ones for measuring the cyclic stress-strain properties of soils in situ at strain levels
higher than 10-3 percent, thus extending our present capabilities beyond the measure
ment of Gmax and confined compression modulus at small strains.

The standard existing techniques to obtain small strain cyclic properties are the seismic
methods and especially the crosshole test. Efforts should continue to transmit enough
energy with these tests to induce in the soil strains higher than 10-3 percent and to
appropriately interpret the measurements.

Also, the pressuremeter test, and especially that performed using the self-boring device
(SBP) deserve further attention. The unload-reload loops performed during a drained
expansion test in sands seem to allow assessment of the secant shear modulus G at a
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shear strain level ranging between about 0.05 and 0.5 percent. In principle, the unload
reload loop resulting from SBP tests could also allow for an assessment of the damping
ratio D.

A more extensive use of the SBP test to assess G and D of granular soils will require
further research oriented toward:

• A deeper insight into the problem of the average stress and strain level
to which the soil is subjected around the expanded cavity

• Improvement of the precision of the cavity strain and pore pressure
measured during the expansion test

• Comparison of G obtained from other in situ and laboratory tests with
those resulting from the SBP tests, taking into account the influence of
stress and strain level as well as possible anisotropy

The profession must also look for the development of new in situ techniques and re
lated interpretation methods permitting us to evaluate G and D at intermediate and
possibly large strains for a wide variety of soils. Interesting attempts in this direction
are represented by proposed cylindrical probes and torsional shear systems.

Reconciliation of Laboratory Techniques

An important current problem is the discrepancy in the values of the secant shear mod
ulus G and internal damping ratio D obtained with different laboratory techniques at
both small (y ;:s 10-3 percent) and intermediate (10-2;:s y ;:s 1 percent) strains. This prob
lem requires further research until consistency is achieved and a consensus is developed
on the best way of determining these soil parameters in the laboratory for use in site
response calculations.

Part of the differences in G values between various techniques may be due to actual
differences in stiffness. This could be allowed if Gmax were measured for each speci
men (see recommendation below on "Simple Low Strain Technique for Laboratory")
and the comparisons were made between values of G/Gmax instead of between values
of G. However, the problem obviously goes beyond that, and both G and D are af
fected by test conditions in ways that are poorly understood, but which most probably
relate to different consolidation, boundary and loading conditions applied in the various
tests, including different degrees of soil anisotropy.

The measurement of the maximum shear modulus Gmax in horizontal-vertical planes
can best be obtained from a resonant column test on a hollow cylinder excited in the
torsional mode, or, alternatively, from piezoelectric elements. Similarly, the measure
ment of Young's modulus Emax is best obtained with axial excitation in the resonant
column test. A carefully conducted triaxial test should also yield the same result.
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It is assumed that the same levels of strain are measured in both torsional and triaxial
tests with equivalent accuracy, which is feasible. For larger strains, it would be instruct
ive to compare secant and tangent moduli obtained from slow cyclic tests conducted in
the torsional and triaxial devices, as well as with moduli obtained with the resonant
column. Since it is expected that the developing anisotropy and nonlinearity would be
different in both cases, one should expect that the resulting stiffnesses might also be
different.

Studies to Solve/Reduce/Correct for Sample and/or Specimen Disturbance

Every laboratory cyclic testing program should be concerned about how sample speci
men disturbance affects the test results and how such disturbance can be eliminated.
Cyclic shear modulus G is especially sensitive to this disturbance. If the disturbance is
not eliminated, the variability of the test results can easily become unacceptably large.

A possibility that has been proposed and should be further explored is the use for cyclic
loading of a methodology similar to SHANSEP, which has been applied systematically
in the past to static analysis involving cohesive soils. Can this approach (requiring con
solidating the soil to stresses higher than those in situ, and then correlating the cyclic
properties with parameters such as confining pressure and overconsolidation ratio), be
applied systematically to all or some of the cyclic properties of cohesive soils? When is
it more appropriate to reconsolidate the specimens to the existing in situ stresses?
Also, how can a related methodology be developed for sand?

For sampling disturbance, available field sampling techniques (block, freezing, large
tube, etc.) should be reviewed and documented for each of the various soil types of
interest (sands, sensitive clays, gravels, gravelly sands, etc.). This review could con
stitute a major effort; much of this information is buried deep within a number of
Nuclear Regulatory Commission reports.

"Special" Soils

More experimental determinations and systematic studies are needed, both in situ and
in the laboratory, on the cyclic properties of "special" soils.

A "special" soil is defined here as any soil which is not a fully saturated clay or a clean
quartz sand, such as used in most systematic studies so far. Several of these "special'r
soils are, in fact, quite "general," as they are very important in many areas of the
United States and around the world. Examples are: partially saturated soils; gravels;
mixed soils, such as silty sands or clayey gravels; cemented sands; calcareous soils; loess
and other collapsible soils; and quick clays.
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Damping at Small Strains

The internal damping ratio D at small strains (10-4 percent or 10-3 percent) requires
both theoretical and experimental clarification. We need to reassure ourselves that we
are measuring the damping in the soil and not in the testing equipment. We also need
to understand the physical origin of this small strain damping (is it viscous?) including
studies at the microstructural level. The issue is important for two reasons. In non
linear analyses we have to add some damping at small strains to avoid instabilities, and
we usually do it by adding an equivalent viscous damping at resonance, without really
knowing what we are doing. The second reason is that D at 10-4 percent is an im
portant contributor to D in a much wider strain range up to 10-2 percent or 10-1 per
cent, and in a soft site on hard rock the amplification of this shaking at resonance may
depend strongly on this internal damping D, as shown by the 1985 earthquake in
Mexico City.

Improve Modeling at Large Strains

In current nonlinear site response analysis, the cyclic behavior at large strains (?:1 per
cent) and the cyclic stress-strain degradation of saturated soils are typically modeled
with simple rules, including very often the specification of a maximum shear strength.
Experimental and analytical studies should be performed to clarify the validity of these
simple rules and their effect on site response. Special emphasis should be placed on
their role in limiting the calculated ground surface accelerations, and the comparison of
these predictions with observed acceleration values. In the case of saturated soils,
different procedures and models should be developed for contractive and dilative soils,
and attention should be paid to the changes in the shapes of backbone curve and hy
steresis loops during degradation, as well as to the substitution of Masing criterion by
more appropriate models when necessary. Both cohesive and granular soils, stiffness
and damping aspects, and the effect of rotation of principal stresses, should be
considered.

HIGH·PRIORITY RECOMMENDATIONS

Simple Low Strain Technique for Laboratory

Efforts to develop simple technique(s) for nondestructive measurement of Gmax and
other cyclic properties at small strains (y.z 10-4 percent or 10-3 percent) in the lab
oratory are recommended. A main objective should be to use the technique(s) on
samples or specimens prior to (or during) static or cyclic tests such as consolidation,
triaxial, simple shear, and torsional shear. In the case of torsional shear, use of the
resonant column may be appropriate, while in other tests the use of piezoelectric ele
ments (e.g., bender elements or other) may be the answer.

The technique(s) should be simple, inexpensive, easy to apply, easy to interpret, and
adaptable to different laboratory tests. These measurements will provide the Gmax
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values needed to calculate G/Gmax of the specimen when cyclic tests are conducted; will
allow comparing Gmax with in situ determinations, thus perhaps helping evaluate the
effect of sample disturbance; will allow comparison of stiffness of different samples or
specimens, thus helping evaluate spatial variability at the site; and will help quantify the
change in small-strain stiffness during static or cyclic loading at high strains.

Laboratory and Field Testing Technology Transfer

The results of cyclic soil measurements in the field and in the laboratory are typically
complex and can be easily wrong because of errors in the determinations or their inter
pretation. The person or group in charge of them must understand the basic concepts
and objectives of the tests and must be properly trained in how to conduct and inter
pret them. Efforts should be made to assure that the accumulated experience in the
art of correct testing procedures existing at a number of laboratories is disseminated
and transferred to others. In addition to personal contacts and visits, this will require
organized technology transfer efforts, such as seminars, short courses, publications,
videos, etc.

Centrifuge Tests

Centrifuge model shaking tests--especially those simulating free-field conditions--are an
available useful and cost-effective tool to study the response of soil deposits in the lab
oratory under simulated seismic excitation. Although not specifically designed to
measure cyclic soil properties, these can be backcalculated from the tests in a way sim
ilar to records from arrays in the field. Centrifuge model testing can be especially use
ful to guide and validate nonlinear analytical predictions for liquefiable deposits, as well
as for any deposit subjected to large seismic strains. In addition to generic centrifuge
investigations, model tests can also be useful as part of specific array studies. Also,
additional research is recommended on the effects of centrifuge test boundary con
ditions, scaling relations, and strain rate effects.

Micromechanical Studies

Further basic micromechanical studies are needed to provide a more fundamental un
derstanding of the cyclic properties and behavior of soils. Numerical simulations of
random arrays of elastic rough particles representing granular soils--and somewhat
more complex models for cohesive soils--have proven effective and should continue
being used for this purpose, utilizing methods such as the discrete element technique.
This will help clarify the influence of various factors controlling the Gmax, G/Gmax,

and D in the field and under various laboratory conditions. It will also help model the
stress-strain behavior under complex stress and strain paths, including 2D and 3D cyclic
loading at any strain level and for both drained and undrained conditions. Continuing
development of the analytical techniques--as well as comparison with experimental
results--are recommended to refine the simulations and increase their credibility.
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Existing experimental techniques, such as fabric measurements in sands and other gran
ular soils using thin sections and image analyzers, have also proven useful in providing
valuable data to support and verify the numerical micromechanical simulations de
scribed above. These techniques should be further developed and used to improve our
basic micromechanical understanding.
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Chapter 4
ENERGY DISSIPATION

The topic of energy dissipation is a key component to dynamic soil property and site
characterization. As seismic waves travel through the ground and as structures respond
to excitation from seismic waves, energy dissipation occurs. The amount of dissipation
often determines the level of vibration at a location or within a structure. Given the
critical nature of this topic, this chapter starts with a state-of-the-art report on energy
dissipation that was prepared by Dr. Jose M. Roesset, Professor of Civil Engineering at
the University of Texas, Austin. The state-of-the-art report is followed by a summary
report prepared by a panel of individuals who met and discussed the topic of energy
dissipation during the workshop. The panel included Jose Roesset (panel leader), Dick
Woods (panel recorder), Bill Joyner, John Lysmer, Bob Pyke, Bruce Redpath, Ken
Stokoe, Andy Veletsos, and Jackson Yang. The panel report includes a summary of
research needs relative to the measurement of energy dissipation.

SOA REPORT

INTRODUCTION

The ability of a structure, a soil, or any physical system to dissipate energy while subject
to vibrations is simulated in dynamic analyses through the introduction of damping
terms (or a damping matrix). These terms are supposed to reproduce the physical
process of energy dissipation, but they are often selected purely on a mathematical
basis in order to obtain simple models that can be solved analytically. Most forms of
energy dissipation are, in fact, associated with some type of nonlinear behavior, but
they are normally modeled as linear terms. Moreover, most of our understanding on
the effects is based on the consideration of single-degree-of-freedom systems. When
this understanding is extrapolated to predict the response of actual multidegree-of
freedom systems, it is often assumed that the response variables of interest are
controlled by one mode, typically the first mode of the system. This assumption is not
always justified.

There are many aspects of damping, the way it is measured, and its analytical modeling
that require a careful reevaluation. The purpose of this chapter on energy dissipation
is to review some of the basic concepts, formulae, and procedures that are commonly
used to determine values of damping experimentally as well as the ways in which these
values are incorporated in dynamic analyses. It is hoped that this brief review will
stimulate discussion and help to identify needed areas of research.

The determination of damping in the laboratory is normally performed using free vibra
tion tests or cyclic (static or steady-state dynamic) tests. In the first case, damping is
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determined from the decay of the amplitude of motion with time. In the second, it is
obtained from the amplification curve (ratio of the dynamic displacement to the static
one as a function of frequency), the difference in phase between the applied load and
the displacement or the area of the loops relating force to displacement for a given
frequency. In all cases, the computation of the damping is based on the implicit as
sumption that it is of a linear viscous nature.

The determination of damping in actual structures can be performed through free
vibration tests, steady-state forced vibration tests, or from analysis of the motions re
corded during actual earthquakes using system identification techniques. Various as
sumptions are also implicit in the procedures used to interpret the data and backfigure
equivalent values of damping. The most common ones are that the structure has
normal modes of vibration, that it behaves elastically, and that the damping in each
mode is of a linear viscous nature.

In situ determination of damping in soil deposits can be attempted using geophysical
methods (downhole, crosshole, spectral analysis of surface waves) imposing a dynamic
excitation at one point and recording the resulting motions at one or more points
within the soil mass or along the surface of the soil deposit. Damping can be estimated
from the attenuation of the amplitudes of motion with distance or frequency or from
the phases of the motions. An assumption has to be made as to the type of damping
(linear viscous, linear hysteretic, or nonlinear). In addition, one must take into account
the existence of energy dissipation due to spreading or radiation of the waves away
from the source (radiation, spreading, or geometric damping). System identification
techniques can also be used to determine damping values for soils when records of
seismic motions are available at various depths within a soil deposit. In this case, how
ever, one must make some assumptions not only with respect to the type of damping
but also as to the types of waves (the usual assumption being that the earthquake is
caused by vertically propagating shear waves).

In the following pages the behavior of various systems (linear viscoelastic, frictional,
nonlinear) under free vibrations and steady-state forced vibrations is reviewed in some
detail. The basis for the determination of damping values in situ with geophysical
methods is then briefly outlined. Finally, some of the issues involved in the modeling of
damping for dynamic analyses are discussed.

FREE VIBRATIONS OF A SINGLE-DEGREE-OF-FREEDOM SYSTEM

Linear Viscous System

The simplest mathematical model and the one most commonly used is that of a linear
viscous dashpot with a resistance proportional to the rate of deformation (relative
velocity between the ends of the dashpot). The equation of motion is then for free
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Mii + cu + ku = 0 (4-1)

vibrations with the initial conditions u(O) = Uo and u(0) = 0 if Uo is the initial
displacement and the initial velocity is zero. M is the mass, k the stiffness of the spring,
and c the constant of the viscous dashpot (Figure 4-1).

While the physical parameter involved in this model is the dashpot constant c, it is
more common to represent damping by the fraction of critical damping

p = C
=

C C

2Mw
=

CCJ.)

2k
(4-2)

where w is the undamped natural frequency of the system w2 = kIM. It should be
noted that ~ is not only a function of c but also of k and M. Thus, the same dashpot
will have different effects depending on the mass and stiffness of the system.

Calling wD = w(1_~2)O.5, the damped natural frequency and TD the corresponding
damped period, the solution of Eq. 4-1 is written as

(4-3)

Figure 4-2 shows the well-known variation of the displacement u with time for a system
with ~ = 0.1 (10 percent of critical damping). The ratio of the peak amplitudes un and
un+1 at times tn = nTD and tn+1 = (n+l)TD is

(4-4)

The logarithmic decrement is then

(4-5)
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Figure 4-1. Linear Viscous Single-Degree-of-Freedom System.

Free Vibration of a Elastic System
1.0 r-----..,...-----,-------,

30201 0
-1.0 &----'---........---'-----'---""-----'

o

0.5-c
G)

E
G)

0.0(,)
as
Q.
III

C
-0.5

Time

Figure 4-2. Free Vibrations of Linear Viscous System.
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Thus,

or

(4-5a)

f3 = 1
(4-6)

For small values of f3 this expression is often simplified to

af3 Ii!!-

21t
(4-7)

For a system with linear viscous damping, the value of the logarithmic decrement a is
a constant, independent of the cycle n.

The displacement from Eq. 4-3 is a decaying harmonic motion with period TD" The
peaks (maxima and minima) occur at times t = nTD/2, but the zero crossings take place
at

(
2n-l 1 )TD

t= --+-<1>
4 21t

where sin <I> = ~.

The velocity of the system is given by

4-5
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Figure 4-3. Frictional Single-Degree-of-Freedom System
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The zero crossings occur at t = nnTD but the peaks occur at times

t = (2n-1 __1 <I»T
4 21t D

The acceleration is

(4-8)

(4-8a)

(4-9)

The zero crossings of the acceleration occur at the same time as the peaks of the
velocity. Maxima and minima of the acceleration trace take place at

with sin <1>' = 1_2~2.

t = (2n-1 + _1 <I> ')T
4 21t D

(4-10)

The traces of the displacement, velocity, and acceleration as functions of time are not
therefore 90 degrees out of phase with each other, but the expression for the logarith
mic decrement (Eq. 4-5) from the ratio of the amplitudes of two consecutive positive or
negative peaks is valid for all three traces.

Linear viscous damping would be associated with the behavior of a linear viscoelastic
material. For normal temperature ranges, the viscosity of soils or typical structural
materials, such as steel or concrete, is very small. Viscous damping will also occur
when a body moves in a fluid (drag forces). These forces are, however, nonlinear func
tions of the velocity.
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Frictional Systems

Another relatively simple model is that associated with Coulomb friction. For a system
consisting of a spring k and a mass M resting on a frictional surface (Figure 4-3), the
equation of motion for free vibration is

Mii + ku + R sign lui = 0 (4-11)

where R is the maximum friction force. While this is a nonlinear equation, it is very
simple to obtain the analytical solution for each half-cycle of vibration. If the dis
placement Uo is smaller than R/k, the system will remain at rest. For larger values of
the initial displacement, uo, the displacement, velocity, and acceleration are given by

nt < t < (2n+ 1) T
2

......(2_n_+l......)T s; t s; (n+l) T
2

u = (Uo-(4n+l)~) cos cut - ~

ti == -cu (110 - (4n+l) ~) sin cut

ii = _cu2 (11o-(4n+l)~) cos cut

U = (Uo-(4n+3) ~) cos cut - ~

u == -cu (uo - (4n+3) ~) sin cut

4-8
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In contrast to the linear viscous system, the motion stops after a finite period of time,
at t = nT/2 if Uo < (2n+ l)R/k. The positive peaks of the displacement occur at
t = nT and the negative peaks at t = (2n+ 1)T/2. The values of two consecutive pos
itive peaks are

R
un = Uo - 4n-

k
(4-12a)

so that

R
== 4-

k
(4-13)

and

(4-14)

The difference between two consecutive peaks with the same sign is thus a constant,
and the envelope of the displacement is a straight line, as shown in Figure 4-4. The
ratio of the amplitudes of two consecutive peaks is, on the other hand, variable, in
creasing with the number of cycles. The zero downcrossings of the displacement trace
occur at

(4-14a)+ nT-1
kuo- - (4n + 1)
R

t -_ T -1-cos ------
21t

4-9



The zero upcrossings occur at

2n + IT + T -1 -1t = - cos ------
2 21t kuo- - (4n + 3)

R

(4-14b)

The velocity trace has zero crossings at t = nT/2 and peaks at t = (2n+1)T/4. The
acceleration trace has peaks at t = nT/2 and zero crossings at t = (2n+ 1)T/4. The
acceleration and velocity traces are therefore 90 degrees out of phase with respect to
each other. The peaks of the velocity are 90 degrees out of phase with respect to the
displacement peaks, but the zero crossings of the two traces have a variable phase
difference.

It is interesting to consider, on the other hand, a system like that of Figure 4-5 repre
senting a single-degree-of-freedom structure with a rigid, massless, foundation on a fric
tional surface. In this case, the spring force and the frictional resistance act in series
rather than in parallel. If the initial displacement Uo is smaller than R/k, the system will
vibrate elastically without any damping. If Uo is larger than R/k, there will be a dis
placement of the base ub = Uo - R/k. The system will then vibrate elastically, without
any damping, around this displaced position (permanent set).

Inelastic Systems

Consider a mass resting on an elastic spring with an elastic, perfectly plastic force de
formation relationship as shown in Figure 4-6. The free vibrations of this system are
identical to those of the second frictional system of the previous section, replacing the
friction force R by the yield force of the spring Fy• If the initial displacement Uo is
smaller than the yield displacement ~ = F/k, the system vibrates elastically without
any damping. If Uo is larger than tiy, the system vibrates again elastically around a per
manent set Uo - ~.

For a more general inelastic system with a bilinear, trilinear, or curvilinear force defor
mation relationship, the response will be initially damped but may eventually become
elastic.

STEADY-STATE VIBRATIONS OF SINGLE-DEGREE-OF-FREEDOM SYSTEMS

Linear Viscous Systems

Consider again the simple model of Figure 4-1 consisting of a mass M, a spring k, and
a linear viscous dashpot with constant c. For a harmonic force of the form F = PsinQt,
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the steady-state response is given by

U = (4-15)

with Ct =O/(j) the ratio of the frequency of the excitation to the natural frequency of the
system (dimensionless frequency).

Alternatively,

with

U = (4-16)

(4-17)

The ratio of the amplitude of the dynamic displacement to the static displacement
ust = P/k is defined as the amplification function

A(a) =
1 (4-18)

Figures 4-7a and 4-7b show the amplification function and the phase angle <I> for a
linear viscous system with ~ = 0.1 (10 percent of critical damping). The maximum
amplification occurs at a dimensionless frequency ex: = (1-2B)0.5 and has a value
Amax = 1/[2~(1-~2r°.5]. At resonance Ct = 1 and A(1) = 1/2~. The phase angle <I> is
equal to rr./2 at resonance.

Several procedures are used in practice to determine the fraction of critical damping ~

from the amplification function and phase curve under steady-state vibration. Some of
these are:

(a) If the resonant frequency w , corresponding to a = 1, is determined from
the phase curve (when the phase is equal to rr./2), the damping could be
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determined from the phase angle <I> at any other frequency as

(4-19)

(b) Knowing again the natural frequency, the damping could be determined
from the value of the amplification at resonance

p = 1
2A(1)

(4-20)

(c) Measuring any two frequencies (Xl and (X2 (Xl> 1 "2 < 1) at which the
same amplification is obtained (intersection of the amplification curve
with a horizontal line) and calling 1/y the value of the amplification, "I
and "2 are the roots of

(4-20a)

and

leading to

(4-20b)

p =

4-14

(4-21)



Unfortunately, for small values of p, "1
2 + "/ will be very close to 2, and small errors

in the determination of "I and "2 will influence significantly the value of p. Selecting
instead the values of "I and "2 so that the amplification is

then

1
y

1=
2PV2

=
1

V2A(l)
(half power points)

(4-22)

Instead of using the amplification function, one can alternatively consider a plot of the
dynamic applied force F = P sinOt versus the displacement u(t). Such plots are shown
in Figures 4~8a, 4-9a, and 4-lOa for a system with 10 percent critical damping. It can
be seen that the figure is always an ellipse. For a dimensionless frequency less than 1
(excitation frequency smaller than the natural frequency of the system), the major axis
of the ellipse has a positive slope. At resonance, the principal axes of the ellipse are
horizontal and vertical. For frequencies larger than the fundamental frequency, the
major axis has a negative slope.

The area enclosed by the ellipse is

(4-22a)

where umax is the maximum amplitude of the dynamic displacement.

The dashpot constant can then be computed as

c = (4-23)
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and the fraction of critical damping ~ is

(4-24)

Calling AW = ku2max/2, the strain energy associated with the maximum displacement is
given by

and at resonance by

(4-25)

~ = (4-26)

It should be noticed that the ellipses are plots of the dynamic force versus the dynamic
displacement. If one were to plot instead the resisting force in the system ku + cli
versus the dynamic displacement, the result would also be ellipses as shown in Fig
ures 4-8b, 4-9b, and 4-lOb for the same dimensionless frequencies. It is interesting to
notice that these ellipses do not rotate with increasing frequency of excitation, but the
main axis remains always (in these dimensionless plots) at 45 degrees. The area en
closed by this ellipse at resonance is again

so that

(4-26a)

c =

4-19

= (4-27)



and

21tku2max
= (4-28)

On the other hand, a plot of the force in the spring ku versus u would be a straight line
since the system is elastic.

One could obtain equally plots of the applied dynamic force P versus the velocity or the
acceleration, depending on the quantity measured in an experiment. So, for instance,
considering force versus velocity, one would obtain again ellipses, and the area enclosed
would be

leading to

(4-28a)

and

= (4-29)

~ = (4-30)

The energy dissipated by the viscous dashpot under a cycle of steady-state vibration
with amplitude A is

(4-30a)
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or

(4-31)

This is the same as the area WI enclosed by the ellipse relating total applied force to
displacement. It is also equal to the area W2 enclosed by the ellipse relating resisting
force (ell + ku) to displacement at resonance (when the frequency of the excitation 0
is equal to the natural frequency of the system <U).

Frictional Systems

Consider again the system with Coulomb friction of Figure 4-3. If one assumes that a
steady-state condition has been reached due to a force F = P sinOt, the displacement
would be

(4n - l)T < t < (4n + l)T P • Q Ru = sm t - -
4 4 k(l - (X2) k

(4.32)
(4n + l)T

< t <
(4n + 3)T P sin Ot +

R
u = -

4 4 k(l - (X2) k

with discontinuities at t = (2n-1)T/4, and a; the frequency ratio Q/c».

Omitting the points at which the discontinuities occur, the velocity and acceleration are
given by

u = __P_O__ cos Ot
k(l - (X2)

(4.32a)

ii = -

A plot of the applied force F versus the displacement u IS a parallelogram
with two horizontal sides. The area enclosed is W = 4PR/k.

At resonance, however, expressions (Eq. 4-32) are no longer valid. The displacement
increases linearly with time and a steady-state condition cannot be reached. The
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solution is analogous to that of an elastic system without any damping, although there
is some energy dissipation due to friction.

For a displacement controlled steady-state vibration test, if the imposed displacement is
of the form u = A sinOt, the force would be

(4n - l)T < t < (4n + l)T
4 4

(4n + l)T < t < (4n + 3)T
4 4

(4.33)

A plot of the force F versus the displacement u would be again a parallelogram, but
now with two vertical sides. The enclosed area is W = 4RA. At resonance, the par
allelogram becomes a rectangle.

A frictional system like that of Figure 4-5, on the other hand, behaves like a nonlinear
system with an elastoplastic spring, discussed next.

INELASTIC SYSTEMS

Figure 4-11 shows the amplification curve (maximum dynamic displacement divided by
the static displacement) for an elastoplastic single-degree-of-freedom system, under a
steady-state force P = (3Fy sinOt)/4 where Fy is the yield force of the spring. For very
small or very large frequencies, the system remains elastic, and the displacement is the
same as for an elastic system without damping. For intermediate frequencies, the
system yields and vibrates around a displaced position corresponding to a permanent
set. The top diagram in Figure 4-11 corresponds to the maximum displacement in the
steady-state, including the permanent set. The bottom diagram, on the other hand,
shows the amplitude of the vibration around the permanent set. It is clear that these
amplification curves are different from those corresponding to a linear viscoelastic
system.

Figure 4-12 shows the relation between the applied force and the displacement for
three values of the dimensionless frequency a = O/w. The peak of the amplification
curve occurs at a value of a of approximately 0.62. It can be seen that the force
displacement curves are again ellipses with similar behavior to those obtained for a
linear viscoelastic system (notice, however, the existence of the permanent set). At fre
quencies close to the peak, the ellipse has horizontal and vertical principal axes. At the
frequency of the peak response, the phase angle between the force and the displace
ment is also '!t/2. The relation between the resisting force and the displacement is, on
the other hand, a parallelogram like the one shown in Figure 4-6. Under a displace-
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ment controlled steady-state test, the relation between force and displacement becomes
again a parallelogram as shown in Figures 4-13a through 4-13c.

It has become customary to determine equivalent values of damping in laboratory ex
periments (using, for instance, cyclic torsional tests) by computing the area enclosed by
the force-displacement loops. As shown above, these loops will be ellipses both for
viscoelastic and nonlinear systems (as well as frictional systems of the second kind).

The value of the equivalent dashpot constant will then be given by Eq. 4-23 or 4-29,
depending on whether displacement or velocity are measured. Eq. 4-23 is also used to
compute an equivalent c from the static force-displacement relationship, as obtained in
a cyclic triaxial test, by equating the area of the hysteresis loop of a nonlinear material
to the energy that would be dissipated by a viscous dashpot (Eq. 4-31). To obtain
equivalent values of the fraction of critical damping ~, it is necessary, on the other
hand, to select a value of k or of the maximum strain energy 8.W. Several different
possibilities have been suggested. The one most commonly used in practice is the
selection of the secant stiffness, corresponding to the maximum displacement (for a
nonlinear system tested under force control, one must decide whether this is the max
imum displacement, including the permanent set or the maximum amplitude of the
vibration).

When attempting to simulate the dynamic response of nonlinear systems by equivalent
linear viscoelastic systems, it is also customary to use an equivalent stiffness keq and Ceq

using a Galerkin approximation. Then, for a steady-state harmonic motion of the form
u = A sinQt, corresponding to a displacement controlled steady-state test

This leads to

(4-34)

c =eq
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which coincides again with Eqs. 4.23 and 4.31 and

keq =~ ofT F sin Ot dt
"ItA

(4-36)

It is interesting to notice that, although the formula used to compute the equivalent
dashpot constant Ceq is the same in all cases, the interpretation of W is different. In
some cases it is the area enclosed by the ellipse relating the total applied force P to the
dynamic displacement, while in others it is the area of the hysteresis loop under a cyclic
static load (with displacement control).

It is also important to remember that an equivalent linear viscoelastic system cannot
reproduce all the details of the response of a nonlinear system. If one attempts to
reproduce the amplitude of the vibration, the velocity, or the acceleration, the existence
of a permanent set will not be reproduced (this may be important when assessing rela
tive displacements between adjacent structures). If one attempts, on the other hand, to
reproduce the maximum displacement, accounting for the permanent set, the amplitude
of vibration, the velocity, and the acceleration will be misreproduced.

Linear Hysteretic Damping

The energy dissipated per cycle of vibration at a fixed displacement amplitude by a
nonlinear system is normally independent of frequency. The energy dissipated by a
viscous dashpot (Eq. 4-31) is, on the other hand, directly proportional to the frequency
of vibration Q. As a result, when Eq. 4-33 is used, the equivalent viscous dashpot
would be inversely proportional to frequency. The equivalent fraction of critical
damping ~ from Eq. 4-25 would also be inversely proportional to the frequency of
vibration Q and directly proportional to the equivalent natural frequency of the system.
On the other hand, both terms would be a function of the amplitude of vibration umax'

To simulate the behavior of a nonlinear system, it would thus be necessary to use a
viscous damping inversely proportional to frequency and function of amplitude. This
can be achieved by defining a damping ratio

o
D = ~- =

U>

The equation of motion becomes then
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and in the steady state if

or

Mii + 2
Dku + ku = P eiOt

Q

u = A eiOt U = iQA eiOt = iQu

Mii + 2iDku + ku = P eiOt

Mii + k(l + 2iD)u = P eiOt

(4-37a)

(4-37b)

(4-37c)

Under a steady-state harmonic motion, this type of damping can thus be simulated by
using a complex stiffness of the form k(1 +2iD). This is the so-called hysteretic or
structural damping. When the variation of k and D with the amplitude of vibration is
neglected, we have a linear hysteretic damping.

It should be noticed that the hysteretic damping ratio D would be equal to the fraction
of critical damping at resonance. Figure 4-14 shows the amplification curve and the
phase angle corresponding to a system with a hysteretic damping ratio D = 0.1. These
graphs can be compared directly to those of Figure 4-7. These results can be obtained
by replacing the terms 4~2o:2 and 2~o: in Eqs. 4-14, 4-15, 4-16, and 4-17 by 4D2and 2D,
respectively.

Linear hysteretic damping is a mathematical abstraction intended to provide a simple
model to reproduce an energy dissipation independent of frequency. It is only properly
defined in the frequency domain (for steady-state vibrations), and when it used to
obtain actual solutions in time, using a Fourier transformation, it violates the principle
of causality, although this does not seem to be of any serious significance in most prac
tical cases. Several attempts have been made to reproduce frequency independent
damping through physical models, which would be valid in the time domain.

Variation of Damping With Strain Amplitude

Linear viscous damping is proportional to the frequency of vibration, but independent
of amplitude. The hysteretic damping associated with the behavior of a nonlinear
inelastic material (such as a soil) is, on the other hand, independent of frequency but a
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function of the strain amplitude. Both of them are functions of the strain rate if the
strain rate is defined as the product of the strain amplitude by the frequency for a
harmonic motion.

To determine the variation of elastic moduli and damping with amplitude of motion (or
level of strain), it is customary to conduct cyclic tests (static or dynamic) for different
strain amplitudes. The results are then plotted typically, as shown in Figure 4-15. It is
interesting to notice that, for very low levels of strain, the damping ratio remains con
stant with typical values between 0.005 and 0.02 (0.5 percent to 2.0 percent). Whether
the damping at very low strains is due to some viscosity in the material or to frictional
losses in the equipment is not clear and is a matter that deserves some investigation.

In Situ Measurement of Damping

Geophysical or seismic techniques, such as the crosshole method or the spectral analy
sis of surface waves, are being commonly and successfully used in practice to determine
the elastic moduli of soils in situ (particularly the shear modulus) at low levels of strain.
It is only recently, however, that efforts have been made to infer from the results of
these tests values of material damping. This may be due in part to the fact that
damping at low levels of strain is very small.

The common measure of attenuation used by geophysicists is the quality factor Q or its
inverse, the dissipation factor. The definition of Q is

1
Q

(4-38)

where Ed is the amount of energy dissipated per cycle of harmonic vibration in a cer
tain volume and E is the peak elastic energy stored in the same volume. Calling V the
wave propagation velocity, f the frequency of the vibration (in cycles per second), and
).. the wavelength = Vlf, the dissipation factor can also be written as
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where (X is the attenuation coefficient.

It should be noticed that the expression for the dissipation factor (Eq. 4-38) is exactly
the same as that used previously to define the damping ratio D multiplied by a factor
of 2.

The basis of geophysical methods is the application of a dynamic excitation b)1 a source
placed at a point within the soil mass or on the surface of the soil deposit and the re
cording of the ensuing motions at one or more points (receivers). Values of l:he elastic
moduli are obtained from the wave propagation velocities computed from the inter
arrival times of the motions at the various receivers or from the phase differences.

For a harmonic wave propagating in an infinite homogeneous medium, the variation of
the amplitude of motion with distance A(r) can be expressed as

A(r) (4-40)

where r is the distance and (X the attenuation coefficient because of material damping.
This expression assumes that the attenuation of the amplitude is inversely proportional
to distance, an assumption that is valid when the distance is several wavelengths (far
field) but which would lead to errors in the near field.

The ratio of the amplitudes of the motions Al and A2 recorded at two receivers at dis
tances 1'1 and r2 is then

(4-40a)
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leading to

or

ct = (4-41)

or

D 1

2Q
= (4-42)

(4-42a)

where At is the time interval between arrivals of the waves at the two receivers and <I> is
the phase difference (in radians) between the two recorded motions.

When the excitation is not harmonic but in the form of an impulse, it -is necessary to
decompose the recorded motions into their harmonics by means of a Fourier transform.
Calling then <I>(f) the phase of the cross spectrum in radians (or the difference between
the phases of the two linear spectra), A 1(f) the amplitude of the linear spectrum at the
first receiver, and A 2(f) the amplitude of the linear spectrum at the second receiver, the
damping as a function of frequency is given by

D(f) (4-43)

If one uses the autospectrum V(f) instead of the linear spectrum at each receiver,
o(f) = A2(f), and

D(f)
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The above expressions are based on the assumptions that the material damping is in
dependent of strain amplitude for low levels of strain, that the receivers are placed at
a sufficient distance from the source to make near-field effects negligible and have an
attenuation because of radiation proportional to distance, and that the soil can be con
sidered as a homogeneous full space. In addition, it is assumed that the motions can
be accurately tracked at the two receivers.

In practice a number of complications may arise. If the source and receivers are
placed at a distance that is not small in relation to their depth, free-surface boundary
conditions will influence the records. If the soil properties are not homogeneous, addi
tional reflections and refractions will take place. The attenuation of the amplitudes of
motion also is affected by wave scattering around inclusions such as boulders in an
alluvial deposit or by the presence of water in a soil that is not 100 percent saturated.
The question then is whether these effects should be considered as part of the overall
mechanism of energy dissipation without attempting to separate them. Finally, in order
to obtain sensible results, it may be necessary to apply a time domain window to the
records. A considerable amount of analytical and experimental work is still needed in
order to refine and validate the procedure.

Modeling of Damping in Dynamic Analyses

Modeling of damping in discrete models of structures or soil deposits (using normal
matrix structural analysis or finite elements) normally is performed by introducing a
damping matrix C. When dealing with a mechanical system formed by springs and
actual viscous· dashpots, the assembly of the damping matrix is straightforward. In
actual structures or soils the damping matrix represents only a mathematical means to
reproduce some desired effects. It is normally selected so as to provide a system that
has normal modes of vibration in the classical sense. This implies that the matrix C
satisfies the orthogonality conditions

(4-45)

where Q is the modal matrix containing the normalized mode shapes (OTMO = I) as
columns and B is a diagonal matrix. The ith diagonal element of B, bii then would be
equal to 2~iwi·if it is assumed that the damping ~i in each mode with natural frequency
Wi is of a linear viscous nature, and 2Diwi

2/0 if it is assumed to be linear hysteretic.

Eq. 4-45 can be satisfied by any matrix C of the form

(4-46)

or

(4-46a)
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Particular cases which are often used in practice are:

1.

This is often referred to as mass proportional damping. The damping in each
mode is then

(4-47)

2.

The physical model that would produce this damping matrix would have linear
viscous dashpots with constants proportional to the values of the masses, con
necting directly each mass to the base. The resisting forces in the dashpots
would thus be proportional to the absolute velocity of each mass (relative ve
locity with respect to the base for the case of a base motion).

This is often referred to as stiffness proportional damping. The damping in
each mode is then

6. =b 6).12 or D. = b Q/2I 0 iI I 0
(4-47a)

3.

The physical model would correspond to a system with linear viscous dashpots
proportional to the stiffness of the springs connecting the masses (in the same
way as the springs).

This is often referred to as Rayleigh damping. It is a combination of the two
previous models and produces a damping in each mode.

lao 1 1 aoPi = -- + -bo<'>· or D. = -(- + b \0
2 2 I I 2 '-'1'2 01<'>j UJ'

(4-47b)

Figure 4-16 shows the variation of damping with frequency for each one of these
models.
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4. An alternative to Eq. 4-46, if the mode shapes are known, is to form a damping
matrix C = MQBQ™ where B is a diagonal matrix with the desired values
2J3j<.t>j or 2Dj<.t>?/Q. If only some modes are specified, the Q and QT matrices will
be rectangular. For lack of better knowledge, it is commonly assumed in prac
tice that the damping is the same in all the modes.

In nonlinear dynamic analyses of structures, most of the energy dissipation will result
naturally from the hysteretic behavior of the material. It is usual, however, to add a
small amount of damping to account for energy dissipation at low levels of strain due to
other causes. The damping matrix to simulate these losses is sometimes selected to be
proportional to the mass matrix, the original (linear) stiffness matrix, the tangent stiff
ness matrix at each time or so as to provide an equal amount of damping in all the
linear modes.

For linear dynamic analyses in the frequency domain, it is customary, on the other
hand, to replace the damping matrix by a complex stiffness matrix, simulating in general
frequency independent linear hysteretic damping. If all the members of the structure
are assumed to have the same damping ratio D, then the complex stiffness matrix is of
the form K(l + 2iD). However, the method allows one to consider materials with
different damping ratios. It is sufficient in this case to multiply the stiffness matrix of
each member by (1 + 2iD), where D is the desired damping ratio for that element,
then assemble the total stiffness matrix.

The form of the damping matrix used for the analyses (assuming that they all give the
same amount of damping in the first mode) can influence global measures of response
such as maximum displacements by 10 percent to 20 percent (which is often more than
the variation caused by other effects, which are the subject of a considerable amount of
attention and research). It will influence other response parameters, more affected by
higher modes (and higher frequencies), by a much larger margin.

In continuous analyses of wave propagation in soil deposits, one could model the soil as
a linear viscoelastic material. For a pure shear condition (shear waves propagating
vertically), this implies a constitutive equation of the form 't = Gy + 11Y where 11 is
the viscosity. A constant value of 11 would produce the same results as a stiffness pro
portional damping matrix in a discrete model. A value of 11 inversely proportional to
frequency would yield, on the other hand, constant damping in all the modes. For
analyses in frequency domain, the use of a complex modulus of the form G(l + 2iD)
reproduces again frequency-independent linear hysteretic damping, equivalent to a
viscosity inversely proportional to frequency.

The use of linear hysteretic damping may be adequate when studying the steady-state
response at a specific frequency and adjusting the damping ratio as a function of am
plitude. When considering, on the other hand, the response to a transient excitation,
such as an earthquake, the use of a damping ratio independent of frequency often leads
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to an excessive filtering of high-frequency components. As a result, site-specific
motions computed at the free surface of a soil deposit using convolution analyses with
an iterative linearized procedure tend to have a very small content of high frequencies
(depending on the assumed depth of the soil deposit), and the motions computed at
depth from a deconvolution analysis will eventually increase in amplitude and make the
process unstable as the depth increases. These types of results are not consistent with
those obtained from true nonlinear analyses or from experimental evidence on the
frequency content of earthquake motions.

A second problem that deserves more consideration than it has received to date is the
specification of damping ratios for two- or three-dimensional problems when involving
not only the shear modulus but also Young's modulus or the bulk modulus. A solution
often used is to assign the same amount of hysteretic damping to both elastic moduli.
In more realistic analyses, the damping ratio is different for shear and compressional
waves. This leads, however, to a further violation of the principle of causality.
Although, apparently, the results are still reasonable, the fact that basic physical
principles are not satisfied is unsettling. It should be noticed that similar questions
must be raised as to the variation of the true elastic moduli with the level of strains in
simulated nonlinear analyses.

Dynamic analyses in the frequency domain are particularly popular for soil structure
interaction studies because of the frequency dependence of radiation damping. One
has to deal in this case with the damping in the structure (which may be different for
various parts of the structure), the internal damping in the soil due to some nonlinear
behavior, and the damping due to radiation. The internal damping in the structure and
the soil is often assumed to be of a hysteretic nature while the radiation damping is a
more complicated function of frequency. In some cases, however, and particularly in
simplified formulas to study soil structure interaction effects where the structure is
modeled as a single-degree-of-freedom system, the structural damping is assumed to be
of a linear viscous nature, which does not seem realistic.

Modeling of radiation damping in time domain analyses presents a particularly difficult
problem. For surface foundations on an elastic half-space, Veletsos and Verbic ob
tained equivalent physical models that reproduce very accurately the frequency de
pendence of the radiation damping. For embedded foundations, Novak has proposed
an approximation for the effect of embedment, replacing the lateral soil by springs and
dashpots. For the case of a soil profile with properties varying with depth, and particu
larly for the case of a soil stratum of finite depth resting on much stiffer material, no
such models are available. In this case, the fundamental frequency of the stratum the
radiation damping will be very small.

In nonlinear soil structure interaction analyses in the time domain, modeling the soil
typically with nonlinear finite elements, radiation damping is often ignored, moving the
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lateral boundaries at a sufficient distance from the foundation and relying on the in
ternal dissipation of energy to attenuate the amplitude of the waves.

PANEL REPORT

Following the state-of-the-art presentation, the topic of energy dissipation was discussed
by a panel of experts. These experts considered the importance and state of the art of
energy dissipation measurements. This information was then used as a basis for identi
fying research needs.

IMPORTANCE

The ability of a structure, a soil, or any physical system to dissipate energy while subject
to vibrations is simulated in dynamic analyses through the introduction of damping
terms. These terms are supposed to reproduce the physical process of energy dis
sipation, but they are often selected on a mathematical basis in order to obtain simple
models that can be solved analytically. Most forms of energy dissipation are, in fact,
associated with some type of nonlinear behavior, but they are normally modeled as
linear terms. Moreover, most of our understanding of damping is based on the con
sideration of single-degree-of-freedom systems while, in reality, soil specimens used for
laboratory tests are continuous multidegree-of-freedom systems.

Two types of damping are important in geotechnical engineering: material damping
and radiation damping. The former refers to energy dissipation within a soil element
and the second to dissipation of energy through wave propagation into regions outside
the domain modeled or analyzed. This external region may be a semi-infinite region in
the field or a testing apparatus.

Material damping is often important for soil systems that exhibit resonance frequencies
within the frequency range of excitation. For such systems, low values of damping can
often lead to large amplifications of the incident motions. This is especially true for
relatively low levels of seismic excitation and thus low levels of strain in the soil.

At high levels of excitation, as the soil moves into the nonlinear range, the effective
damping of soils can become very large and resonance phenomena become relatively
less important. However, material damping may be even more important since it im
pedes wave propagation and can cause significant decay in motion amplitudes with
respect to time and space. As a result, good quantitative data for material damping are
an absolute requirement for accurate analysis of many seismic problems in geotechnical
engineering.

Radiation damping can, in many cases, be handled quite well by analytical tools. How
ever, it must be handled and this often requires that the damping properties of the
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medium into which the radiation occurs be known. Hence, material damping may be
important for accurate determination of the radiation damping.

Material damping may result from material properties such as viscosity or from the
dissipation of energy by nonlinear behavior. Many of the problems encountered when
nonlinear material damping is simulated in equivalent linear analyses could be solved
by using appropriate nonlinear constitutive equations and performing true nonlinear
analyses. It should be noticed, however, that additional positive or negative damping
may be introduced by many analytical procedures currently used for solving nonlinear
problems. This kind of damping is not generic to soil behavior, and its effect is to
introduce errors on the high-frequency content of the computed motions.

STATE OF THE ART

Equivalent values of damping are determined in the laboratory from free vibration or
cyclic (static or steady-state dynamic) tests. In the first case, damping is determined
from the decay of the amplitude of motion with time. In the second, it is obtained
from the amplification curve or the areas of the loops relating force to displacement for
a given frequency.

In situ determination of damping in soil deposits has been attempted using geophysical
methods (downhole, crosshole, spectral analysis of surface waves). A dynamic ex
citation is imposed at one point, and the amplitudes of the resulting motions are
recorded at one or more points within the soil mass or along the surface of the soil
deposit. From records of seismic motions, system identification techniques can also be
used to determine effective damping values for soils. The bases and limitations of
these methods are discussed briefly below.

Laboratory Measurement of Material Damping

Laboratory measurements of material damping have been performed for more than
three decades. These measurements are normally conducted in conjunction with the
measurement of soil stiffness, and generally the stiffness evaluation has been the issue
of more concern. Both resonant column (in torsion or axial excitation) and slow cyclic
methods (cyclic triaxial, cyclic simple shear) have been used to evaluate the material
damping. When resonant methods are employed, damping is evaluated either from the
free vibration decay curve or from the amplification curve. One assumes, then, a linear
viscoelastic system or an equivalent linear system for measurements in the nonlinear
range. When slow cyclic methods are employed, material damping is evaluated from
the area of the hysteretic loops. In this case, a linear or equivalent linear hysteretic
model is used to model the soil.

Resonant methods are used to measure material damping at strains ranging from less
than 10-4 percent to slightly above 0.01 percent, depending on the equipment used and
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the soil stiffness. Slow cyclic methods are used to measure material damping at strains
above about 0.01 percent to 0.1 percent. In each method there is good repeatability in
the measurements at a given strain level as long as large nonlinearities do not exist.
However, oftentimes unreconciled differences between material damping values exist
for the different methods. Furthermore, the general response of the soil begins to
deviate from that predicted by the models as strain levels increase, especially at strain
levels about 0.01 percent. Improved measurement techniques and better soil models
are needed.

Field Determination of Damping by Seismic Methods

Downhole or crosshole measurements of compression and shear wave velocities to
determine soil stiffnesses are now routine for geotechnical engineering applications.
Measurement of material damping in situ using seismic methods is far from routine, but
it is believed that such measurements can be developed into straightforward procedures
that will be widely accepted for site characterization at least at low strain levels. Few
efforts have been made in recent years to develop and apply seismic field methods to
the determination of material damping in observational seismology, petroleum
exploration, and geotechnical engineering.

Virtually all approaches to field determination rely upon the spectral analysis of seismic
pulses as they propagate through the medium of interest. Typically, these measure
ments are made on a pulse as it travels downward from the surface (downhole) or as it
propagates between an array of boreholes (crossholes). These seismic methods have
been performed at low strain levels (10-5 percent to 10-4 percent) and rely upon com
puting the spectral ratio of a pulse recorded on at least two locations along its path.
The objective is to quantify the attenuation of the pulse as a function of its frequency
content; i.e., to measure the spectral decay over a known distance. The rate of attenu
ation with frequency is a function of the material damping of the medium. Although it
is generally assumed that the rate of attenuation is proportional to frequency, because
this has generally been observed over the earthquake motion bandwidth, this assump
tion is not required for data analysis, and tests of its validity are of interest in
themselves.

It has been a frequent observation that downhole measurements of shear wave damp
ing result in higher values than would be expected on the basis of (higher strain) res
onant column tests on samples obtained from the same hole. It is apparent that these
discrepancies warrant investigation.

Some limitations have been encountered in applying seismic field techniques that dem
onstrate the need for further research. There is no fundamental reason, however, why
more energetic source (e.g., vibroseis) cannot be used at some sites (unpopulated
areas) to allow measurements at higher strains. Downhole measurements in which the
energy source is located on the ground surface near the collar of the hole can be
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limited by the rapid attenuation of high frequencies in lossy near-surface layers. The
signal thus becomes more monochromatic as it propagates downward, and consequently
its spectral decay becomes more difficult to measure in the less attenuating, deeper
materials. This limitation can be overcome by development of a downhole, horizontally
polarized (SH) source, measuring the pulse as it travels upwards. Though not believed
to be a major limitation, the possibility of frequency-dependent geometric spreading in
certain layered media must be considered, and procedures to account for it must be
developed.

Field Determination of Damping From Earthquake Records

As indicated above, field determination of damping using seismic methods is primarily
used at present for low levels of strain. Equivalent or effective values of damping can
be obtained for larger strain levels using the records of actual earthquakes and applying
system identification techniques.

System identification techniques can be used to devise values of equivalent damping,
using records of motions obtained at various depths (vertical arrays). A technique
called the "random decrement technique" has been recently proposed to estimate in situ
values of effective damping with only seismic records at the free surface and without
any knowledge of the excitation input. The procedure is based on obtaining ensemble
averages of various segments of the response of a system excited by random forces to
form signatures that are representative of the free response of the system. Damping
can then be calculated from the free decay history. The main advantages of this
method would be its simplicity and the possibility of obtaining both an effective shear
modulus and damping for different levels of strain, depending on the intensity of the
motions. Several members of the panel had, however, strong reservations as to the
validity or meaning of the results.

System identification techniques generally assume that the system has normal modes
and that the damping in each mode is of a linear viscous nature (although no con
straints are imposed on the variation of the damping with the modes). If the soil prop
erties (modulus and damping) are determined from the motions at the free surface of
the soil deposit and at a nearby outcropping of rock, an assumption must be made as
to the type of waves and their angle of incidence. Normally vertically propagating
shear waves are considered. When the properties are determined from the motions
recorded at the surface and at various depths, although the same assumption must still
be made, the effect of the angle of incidence of the waves is less important. In the
random decrement technique, the value of damping obtained is a measure of the total
effective damping in each mode, which includes an average value of the material damp
ing over the soil profile plus any radiation effects. The remaining questions for the
method to be useful are how to separate internal and radiation damping and how to
assign damping values to the individual layers from the modal results.
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RESEARCH NEEDS

Given the present state of the art and of the practice in the measurement and inter
pretation of damping values, the panel believes that it is necessary to:

• Develop an improved fundamental understanding of the basic mech
anisms that contribute to material damping

• Develop an improved understanding of the variability of material damp
ing values obtained by anyone method (field or laboratory) and the dis
crepancies between the results provided by different methods to reconcile
any differences

• Develop an improved understanding of the practical significance of the
uncertainties involved in the characterization of damping and of the sen
sitivity of critical response parameters to the different mathematical
models

To fulfill these three objectives, it is recommended to conduct research along three
main lines.

Integrated Experimental Studies

A test site should be established that could be used for experimental studies and that
could provide an opportunity for recording seismic motions. This site would be used
for:

• Study of ground motions in order to back-calculate damping

• In situ measurement of soil damping

• Laboratory tests on soil samples to determine damping

• Development and calibration of new testing techniques (using forced
vibrations, explosions, etc.) to determine values of damping under large
strains

Clearly, values of modulus should also be obtained at the same time, and therefore
these studies would apply equally to the low- and high-strain cyclic material properties
studies.

The site should:

• Be conveniently accessible
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• Be earthquake prone
• Have both rock and soil (saturated and unsaturated)
• Have good site information already available

It would be desirable if, in addition, it had:

• Some instrumental arrays already in place
• Some boreholes already available

Advantage should be taken of existing arrays such as those at Turkey Flat (near Park
field, California) and at Lotung, Taiwan.

Development of Experimental Techniques

Field methods to determine values of damping in situ need a number of refinements
and developments to overcome some of the present limitations. There is, for instance,
a need to:

• Investigate the effects of casing and transducer coupling

• Develop good and reliable sources in general and a good downhole SH
source, in particular

• Develop new techniques and instrumentation for field measurements of
damping, particularly at large strain levels

• Develop methods for measuring at different strain levels two damping
values for soil, one associated with shear deformation and the other one
associated with compressional deformation

Analytical Studies

Several analytical studies are needed to help in the interpretation of the data obtained
from laboratory or field tests and to incorporate these values into seismic analyses. It
is necessary, in particular, to:

• Conduct analytical and numerical studies to investigate the sensitivity of
key response parameters to the values of damping and the type of damp
ing assumed in models

• Develop and evaluate nonlinear constitutive equations for soils and relate
the parameters of these models to the quantities that can be measured in
the laboratory, and preferably in situ
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• Investigate the accuracy of nonlinear dynamic analyses, the importance of
introducing fictitious damping in the numerical integration algorithms,
and the existence of high-frequency components in the response. More
over, results of nonlinear analyses must be validated by comparing them
with actual data

• Develop analytical procedures to model the behavior of soil specimens in
the laboratory tests to help in the interpretation of test data

In addition to these research topics, efforts should be made to make use of all the data
already existing from instrumental arrays or to be generated in the future by existing or
new arrays. Different system identification techniques could be applied to infer from
these data equivalent values of damping at different sites. These values could then be
compared to those obtained by other techniques. New arrays should be carefully de
signed and placed at carefully chosen locations to maximize the probability of obtaining
the desired data. In this respect, it would be advisable to select any new array sites so
as to obtain data from a sufficient number of different soil types.

PRIORITIES FOR RESEARCH

It is believed that significant progress in our understanding of damping can be achieved
only with a broad front approach in which studies in the different areas discussed above
are carried out simUltaneously with a continuous exchange of information.

A considerable amount of earthquake damage has been associated with structures on
soft soil deposits. Consequently, it would appear that higher priority should be given to
the determination of material damping in this type of sites, particularly lacustrine
alluvial and coastal soils with unconsolidated surface deposits where most of our urban
and industrial centers are located.

CONCLUDING REMARKS

To achieve significant progress, it is necessary to coordinate research among engineers,
geologists, geophysicists, and seismologists. To achieve better communications among
these groups, there is a need to develop research programs that, by their own nature,
would foster this collaboration. The test site studies that have been recommended are
a good example of this type of program.

While there are many uncertainties in the determination of damping values and in the
way these values are introduced into the analysis, there is already a substantial amount
of knowledge that must be transmitted to the practicing earthquake engineer. An
adequate educational or technology transfer program is needed to avoid the incorrect
use of damping in practice.
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Chapter 5
SPATIAL VARIABILITY

Considerable attention has been given over the past decade to determination of
dynamic soil properties on a relatively localized basis. In situ tests are conducted in the
immediate vicinity of the planned structure; laboratory tests are conducted on a limited
number of soil samples obtained from boreholes drilled at the proposed site. Results
of these tests can be very precise, indicating shear wave velocities to the nearest foot
per second or the variation in shear modulus with shearing strain to less than a percent.
However, these determinations, no matter how sophisticated or precise, represent infor
mation from a small fraction of the soil at the site. During the planning for this work
shop, it was recognized that more attention had to be given to the spatial variability of
soil properties in a region around a site to achieve adequate dynamic soil property
measurements and site characterization. The state-of-the-art presentation for this topic
was given by Dr. Gary Olhoeft, Research Scientist at the United States Geological
Survey. Following Dr. Olhoeft's presentation, a report on the topic of spatial variability
was prepared by a panel comprised of Gary Olhoeft (panel leader), John Christian
(panel recorder), Roger Borcherdt, Wayne Clough, Fred Followil, Horisho Ito, Ann
Keremedijian, Farrokh Nadim, Jerry Nelson, and Erik Vanmarcke.

SOA REPORT

INTRODUCTION

The measurement and description of spatial variability in soil are the characterization
of geological heterogeneity. They are required in solving a variety of geological pro
blems including mineral and petroleum exploration and development (Weber, 1986)
and in geotechnical problems from agriculture to foundation engineering (Nielsen and
Bouma, 1985; Peck et aI., 1988). The necessity to characterize the stable existing soil is
frequently coupled to that of finding out how it came to be that way and what might
happen if something changed in the future (such as an earthquake or changing water
levels). Thus, both spatial and temporal variability must be considered.

The measurement of soil properties in the laboratory and the field is readily performed
with an array of existing geotechnical and geophysical tools (though not all practitioners
know that these tools exist). What constitutes an adequate description (or parameter
ization) of soil spatial variability is more difficult and the subject of considerable cur
rent research. This discussion will focus on the geophysical methods of soil
characterization.
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GEOPHYSICAL METHODS

Available geophysical methods include electrical, electromagnetic, seismic, gravity,
magnetic, radiometric, spectroscopic, and others, performed from satellite, aircraft,
surface, and borehole platforms. All geophysical methods are based upon the measure
ments of a force or flux field. This field may be the natural flux of radiation from
radioactive isotopes (radiometrics), sunlight reflecting from mineral surfaces
(spectroscopy), variations in the earth's natural electrical, magnetic, or gravity fields, or
fields induced by human activities (radio or sound waves). Variations in these fields
occur for many reasons, including originating field stability and many sources of noise,
and also from changes in physical or chemical properties in the earth.

Spatial variability within soil often occurs on small-length scales (meters to centimeters
or smaller); therefore, only the highest resolution methods based upon the wave prop
agation will be discussed. These methods use electromagnetic (ground-penetrating
radar or GPR) and elastic (seismic or acoustic) wave propagation to investigate the
earth. Wave propagation through a material is described by velocity, attenuation and
scattering properties of the material, and by the type, frequency, and orientation (polar
ization) of the propagating field. The resolution of wave propagation methods is
determined by the distance scales over which material properties change compared to
a wavelength of the propagating field. When the material properties change rapidly
along the direction of propagation on distance scales that are short compared to the
wavelength of the propagating field, the field is scattered (reflected, refracted, dif
fracted). Such scattering limits the depth of penetration of the propagating field (by
randomly dispersing the energy in the field) but also provides the signals which are
recorded to locate and describe the scatterers.

The velocity of electromagnetic wave propagation is controlled by the speed of light in
a material, which is determined by the dielectric permittivity of the material. The
dielectric permittivity is mostly a power law function of bulk density and fluid content,
with secondary dependence upon frequency, temperature, and mineralogy
(Olhoeft, 1987). The velocity of elastic wave propagation is controlled by the speed of
sound in the material, which is determined by the elastic modulus. The elastic modulus
is mostly a linear function of density, fluid content, and clay content, with secondary
dependence upon frequency and temperature (Nur and Wang, 1988). The functional
power versus linear dependence upon density causes the electromagnetic wave prop
agation techniques to be more sensitive to subtle changes in density and fluid content
than the elastic wave methods.

The attenuation of electromagnetic wave propagation is determined by intrinsic elec
trical loss (fluid content and salt concentration), dielectric relaxation losses in water
(fluid content), diffusion-limited dielectric relaxation losses in chemically surface
reactive colloidal-sized particles (mineralogical clay), and scattering losses (fracture or
grain size distributions comparable to a w'J-velength; Olhoeft, 1984, 1987). The
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attenuation of elastic wave propagation is controlled by the quality of grain-grain
contacts, fluid movement, clay content, viscoelastic relaxation, and scattering losses (Nur
and Wang, 1988). Dispersion describes the change in shape of a time-domain wavelet
traversing through a medium with finite attenuation (hence, frequency-dependent
velocity). Typically, higher frequencies are attenuated more than lower frequencies,
resulting in broadening or spreading of the wavelet.

Electromagnetic wave propagation is the result of tightly coupled electric and magnetic
fields propagating through a medium together. Elastic wave propagation is the result
of particle motion along the direction of propagation (compressed or P-wave) or mo
tion across the direction of propagation (shear or S-wave). While compressional and
shear waves typically start together at a source, they do not propagate with the same
velocities or orientations and thus, typically, separate in time as they propagate.
Further, as they encounter changes in properties that cause scattering, mode conver
sions may occur which convert one form into another (a P-wave into an S-wave, for
example).

CHARACTERIZATION OF SPATIAL VARIABILITY

Characterization of spatial variability with geophysical methods means determination of
the three-dimensional distribution of locations where material properties change. Such
determination is performed by launching a propagating wave and measuring how long
it takes for a portion to return, and how much it is scattered and changed. By re
cording data at many locations, cross-sectional images of the subsurface are obtained.
The time delay for a portion of the propagating field to return indicates depth to a
scatterer. The amplitude of the portion returned indicates the contrast in physical
properties at the scatterer. The change in shape of the return (wavelet dispersion)
indicates frequency dependence of velocity and attenuation, or due to scatterers (ul
timately yielding scatterer size distributions).

With ground penetrating radar, this is performed by towing a radar antenna across the
surface of the earth. Seismic methods require closer coupling to the earth and are
performed by physically impacting the ground to produce an elastic wave that is
received at geophones which must be in physical contact with the ground. This means
that seismic data are acquired by stopping and starting at discrete locations while the
radar data are acquired continuously. In practice, the starting and stopping cause the
seismic data acquisition to be costlier and with fewer horizontal locations than the
ground penetrating radar.

Ground-penetrating radar cross sections typically have horizontal resolutions of centi
meters. Seismic methods rarely have horizontal resolutions of less than a meter. In
both methods, vertical depth of penetration and resolution are a function of wavelength
of propagating wave in the material. At a frequency of 100 MHz, ground-penetrating
radar has a resolution of about 10 centimeters with a depth penetration of about
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40 meters in 1,000 ohm-m sandy soils. At a frequency of 1,000 MHz, the resolution is
about 1 cm with a depth of penetration of about 4 meters. The resolution increases
with increasing frequency (decreasing wavelength) but the depth of penetration
decreases with increasing frequency (because of increased scattering if not additional
attenuation mechanisms).

For loose sandy soils, meter or better resolution requires wave propagation frequencies
in the acoustic (10 kilohertz) range for elastic waves and in the radiowave (10 to 100
megahertz) range for electromagnetic waves. These frequencies are determined from
the required resolution (hence wavelength) and the velocity of propagation in the ma
terial. However, in their respective frequency ranges for the required resolution, the
sandy soil with loose particle-particle contacts produces high attenuation to acoustic
wave propagation while the electromagnetic waves propagate in an attenuation window
(minimum loss). Thus, ground-penetrating radar produces the highest resolution cross
sectional images of sandy soil heterogeneity. This is true for sandy soil, dry or
saturated with fresh water, in the absence of clay minerals and salt water (Wright et
al., 1984).

If the soil contains clay minerals (not just engineering-size fraction clay, but mineral
ogical clay such as montmorillonite), then the situation reverses. The clay (depending
upon distribution and morphology) usually improves particle bonding, increasing the
utility of the elastic wave methods (Hasbrouck, 1987). At the same time, the
chemically reactive surfaces of the colloidal-sized clay particles produce a dielectric
relaxation loss mechanism that dramatically attenuates electromagnetic waves.

Thus, the seismic and radar methods are very complementary, with one able to acquire
information where the other fails. The radar always has higher resolution and is less
expensive to operate than the seismic, but it does not always work--nothing works all
the time. For an example of some of the required information in choosing the ap
propriate geophysical technique, see Olhoeft (1988c; tailored for EPA Superfund site
problems).

DATA INTERPRETATION

Once the appropriate technique has been used to acquire data to produce a cross sec
tion, interpretation begins. Interpretation may proceed qualitatively on the raw data, or
the data may be computer processed to correct for acquisition biases, to improve
visibility of some feature, or to acquire a quantitative interpretation of particular
features. In these, each technique has further strengths and weaknesses.

Ground-penetrating radar (GPR) has not only the highest resolution but also the
highest sensitivity to detect subtle changes in soil stratigraphy represented in changes of
bulk density and water content. GPR can produce cross sections that show such strati
graphie features as eolian dune foresets and thin beds of till in sand and can distinguish
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between clay through gravel particle size distributions. GPR can see down to, but not
through, mineralogical clay horizons. Often the raw data cross-sectional images may be
used to identify sedimentological structure and, thus, the processes which created the
sediments and soils (Allen, 1984). GPR also detects many hydrological features such as
the surface between the unsaturated and water-saturated zones (the water table), rain
fall wetting fronts, and other changes in water content. From these, other properties
may be inferred, such as the vertical transmissivity from repeated GPR measurements
with time of a rainfall wetting front as it sinks in or estimates of hydrological
dispersivity from correlations of length scales in the GPR cross sections (Rehfeldt et aI.,
1989; Olhoeft et aI., 1988). For further details and examples about ground-penetrating
radar, see Olhoeft (1988b), Lucius et a1. (1990), and Duke (1990).

Figure 5-1 is an example of ground penetrating radar data acquired between Ashumet
Pond (at left edge) and John's Pond (at right edge) on Cape Cod, Massachusetts.
Ashumet Pond has been contaminated by the subsurface outflow of sewage settling
ponds for nearly 50 years and has an average elevation about 2 meters higher than
John's Pond. The intervening material is coarse sand, which should allow ready trans
port of water down gradient to John's Pond. Yet, John's Pond is not contaminated.
Why not? The radar record clearly shows the water table between the two ponds,
including a mound that must divert direct flow from one pond to the other. The
mound may be due to enhanced recharge or other unknown reasons. The freshwater
in this area is entirely due to rain recharge, forming a fresh water lense floating on the
sea water intrusion. Details are also clearly visible in the water table structure. The
region labelled "isotropic" is where the water table crosses downward dipping soil strati
graphic horizons without change. The region labelled "anisotropic" is where the water
table follows the stratigraphy (where it is easier to flow along that across the bedding).
WI and W2 are wetting fronts from rainfalls 2 days and 4 days before, respectively.
WW is a drawdown surface from a seasonal water well. SSI, SS2, and SS3 are exam
ples of higher porosity stratigraphic reflectors. The data roughly has 10 to 20 centi
meters resolution to a depth of 20 meters limited by the frequency of the radar system
and the resultant wavelength in the ground. Higher frequency radar systems have
higher resolution, but less depth of penetration--900 MHz would have 1 to 2 centime
ters resolution, but only about 4 meters of penetration.

In contrast, the elastic wave propagation methods are less sensitive than GPR to
changes in soil density and moisture content, but they directly measure soil particle
movement (and sometimes water movement), to which GPR is insensitive. High
resolution seismic data may also be interpreted with little or no processing to observe
stratigraphy and hydrology (Haeni, 1986; Steeples and Miller, 1990). The problems of
quantitative interpretation of elastic wave data begin in the data acquisition process
where coupling of the measurement device to the ground is a severe problem and often
an unknown variable. However, when done properly, quantitative interpretation may
yield dynamic properties of soils directly (Stokoe, 1980; Stokoe and Nazarin, 1985;
Schuster et a1., 1990).
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TECHNOLOGY NEEDS

The preceding brief discussion of wave propagation methods for spatial characterization
of soils is meant to demonstrate that some measurement technology exists. Not all
desirable material properties can be measured with existing technology, indicating direc
tions for new technology development. However, the bigger problems of spatial char
acterization of soils lie in the areas of education and technology awareness, of adequate
levels of characterization, and of meaningful methods to parameterize and describe
geological heterogeneity.

Of the two geophysical methods discussed, seismic methods are more widely known
than is ground-penetrating radar. However, even the seismic methods outlined above
and in the references are not widely practiced but are examples of state-of-the-art
research. In most site characterization efforts, the first technique normally selected for
use involves drilling and soil sampling. However, a better approach would be to use
noninvasive geophysics, which as raw data can, at a minimum, outline areas of dif
ferences for later investigation by drilling and sampling. With minimal interpretation
and uncertainty, the geophysical data can also outline areas of differences with depth to
give a three-dimensional drilling guide. When geometrically correct cross sections are
produced, the geophysical data can interpolate between boreholes and see length scales
larger than core samples but smaller than inter-borehole spacings. When proper quan
titative interpretation of the geophysical data is performed, material physical properties
may be determined without uncertainty associated with drilling and sampling distur
bances. The fact that these things are not often done is indicative of the need for edu
cation and making practitioners aware of the available state-of-the-art technologies.

Also of interest to practitioners and an area of active research is the question, "How
much data and detail are enough?" A 30-meter cube of soil fully characterized at 1-cm
resolution for one property measurement at 8 bits of accuracy is 27 gigabytes of data.
Commercial ground-penetrating radar systems can generate nearly a gigabyte of data in
one working day. Obviously, that data density is not required to simply locate the
water table, but it may be required to model the consequences of a point source
contaminant spill at the surface. How can we tell when sufficient data have been
acquired for a given problem?

Another active area of state-of-the-art research is the problem of parameterizing geo
logical heterogeneity. With the availability of instruments that produce gigabyte data
sets, the necessity to statistically describe geological heterogeneity, and the requirement
to manipulate the data quantitatively, human interpretation requires computer as
sistance. Such assistance is becoming available to guide the choices in characterization
measurements (Olhoeft, 1988c), and it needs to be developed and tested to assist
quantitative interpretation and modeling. The choices of statistical descriptions and
modeling need further exploration--do we need (and can we get) deterministic model
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predictions, or are stochastic forecasts acceptable? What about situations that depend
not on the modal (central) portion of the statistics but the extreme (such as threshold
phenomena or lOO-year floods)? Many current computer models are approximations,
frequently involving simplification to one- or two-dimensional situations. Few three
dimensional models exist. How do we know what is good enough?

PANEL REPORT

The panel members considered the following topics during their discussions: impor
tance of spatial variability, research needs, and technology transfers.

IMPORTANCE

Figures 5-2 and 5-3 (Borcherdt et aI., 1989, and Maley et aI., 1989) show dramatically
the effects of spatial variability in dynamic soil properties during the October 17, 1989,
Lorna Prieta earthquake. The figures illustrate the widely varying response to the
earthquake excitation for five sites located on soft San Francisco Bay clays compared to
three sites on rock. Similar variability is observed in patterns of damage recorded in
other earthquakes (e.g., Mexico City). Such wide variability in dynamic soil response is
not unexpected, but the explanations for such widely varying dynamic response are not
fully understood, suggesting many areas for further research.

RESEARCH NEEDS

Spatial variability in dynamic soil properties may result from differences in the way
properties or processes are distributed in space or in time. Such distributions are com
plex and are neither easily described nor readily parameterized. Technology has
evolved to the point where such systems may be measured and documented to high
degrees of accuracy and resolution, but many questions remain. Are the correct para
meters being measured? What are the scales over which they need to be measured?
What methods are needed to describe them? How are different scales related? Is
there an orientation to the scale (e.g., vertical versus horizontal)? What is the relation
of scale to dimension and geometry? How are models tied to measurements? What is
the required level of characterization required for adequate prediction of site response?
Are available technologies being fully utilized? What transfer mechanisms are required
to ensure passage and translation of useful technologies between diverse disciplines?

Scales

It must be recognized that many different spatial and temporal scales are required to
characterize the problem of dynamic soil response for earthquake-resistant design.
There is the spatial scale of the problem (buildings on a site), and there is the scale of
measurements (core samples through regional seismometer arrays). Some properties
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measurements (core samples through regional seismometer arrays). Some properties
and processes occur over time scales that are short (frequency- or rate-dependent prop
erties, such as dissipation; processes such as elastic wave propagation), while others
occur over geological-evolutionary times (e.g., cementation), and some may even
indicate memory effects (e.g., deformation is history dependent). The scale capable of
being modeled with existing computer hardware and software may differ from the scale
of true variability in the earth, which we may never know but only approximate. Lastly,
some properties are scale invariant (e.g., porosity) while others are strong functions of
scale (e.g., strength). Small rocks are very strong, decreasing in strength with increasing
size.

Measurement and Statistics

The ability to describe complex media and parameterize them lags behind the ability to
measure such media. It is possible to produce gigabyte, megapixel images with centi
meter accuracy over distances of hundreds of meters, but this may miss the large
features of the problem. Research is needed on the utility of such measurements, as
current numerical models have difficulties with nodes or elements exceeding 10,000.

Measurements show that the earth rarely is simple. Yet, to simplify models, assump
tions are commonly made about homogeneity, isotropy, dimensionality, geometry,
linearity, reversibility, elasticity, and other things that measurements show not to be
true. How do we describe and utilize such measurements? Some descriptions (such as
fractal pore and fracture morphologies) are beginning to change effective medium
models of random media. How do we use them to change the statistical input to
deterministic/probabilistic/possibility models? Can chaos theory be used to describe or
predict the location and timing of critical cusp phenomena, such as slope failure or
sand boils?

Methods of classical statistics are generally inappropriate for analyzing and describing
spatial variability of soil properties. Classical statistics assume statistical independence
between observations while soil exhibits structure and correlation over various scales.
It is essential to describe and quantify the lack of spatial independence, usually with
correlation length functions but sometimes with other statistical methods. The assump
tions made about statistics can strongly bias the interpretation of measurements and
models. Averages, means, and least-squares fitting are inappropriate in systems where
the extreme value of a soil property may control catastrophic failure under dynamic
loading. The use of fractals, chaos theory, possibility theory (fuzzy sets), nonparametric
statistics, and other methods need to be explored (Alexander, 1986; Katz and
Thompson, 1985; Vanmarcke, 1977, 1983; Wong, 1987).
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Analytical Models

Understanding the variability in dynamic soil response requires the use of models as
well as measurements. Many models have been built with assumptions that are given
the best practically available, though known to be inaccurate, approximations of reality,
or that have not been adequately tested for lack of data or for lack of ways to tie the
models to available data. The present state-of-the-art is to use one-dimensional soil
models to account for vertical variation. One-dimensional models are known to be
inadequate in certain situations, and two- or three-dimensional models should be
developed.

All models available today for earthquake design and analysis are based on a de
terministic representation of soil properties. Although the technology for performing
static analysis with probabilistic representation of static soil properties is currently
under development (stochastic finite element; Vanmarcke, 1977), extending this tech
nology to possibilistic (fuzzy set theory) and dynamic problems (e.g., earthquake
response) is by no means straightforward (Nadim et al., 1989). There is an urgent need
to develop dynamic analysis techniques that are capable of handling a soil profile, sec
tion, or volume element that is defined as a random field (e.g., statistically; Vanmarcke,
1983).

Soil properties are inherently nonlinear, even at small loading levels. Measurements of
nonlinear behavior exist, but nonlinear models that are capable of handling spatially
variable nonlinear soil properties need to be developed. Once a numerical model
exists, sensitivity studies of the model need to be performed in order to identify the
parameters or processes that control the model results. The sensitivity analysis is a key
tool in determining what parts of the model require accurate measurement inputs and
extended computational accuracy, or may be safely neglected through approximate
measures. Ideally, the numerical models that are developed should be user-friendly
and be available to practicing engineers and students. Expert systems should be de
veloped to aid in the interpretation of the model output and guide the user in
preparing input for and running of the model.

Numerical models should be carefully tested for parametric sensitivity and validated
against known physical examples (from physical models or case histories) to ensure a
high degree of confidence in the use of the models for predictive purposes. Such
testing may result in knowledge about the required level of characterization for a site.
Overcharacterization is an unnecessary expense while undercharacterization may result
in inaccurate prediction and unacceptable risk (Figure 5-4). Many well-established
design procedures have been deliberately constructed to give adequately conservative
results on the basis of relatively simple site descriptions. Others are mandated by reg
ulatory requirements. Many of these are not adequately tested (nor are they even
testable) before an earthquake occurs. Difficulties also arise due to conflicts in avail
able data sets. How much further effort is required to reduce or eliminate those
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conflicts? What are the acceptable levels of uncertainty (and how are they determined)
from conflicts in measured data or competing models?

Needed Technology

The existing technology for determining spatial variability is reasonably well developed,
particularly where certain parameters are concerned. For example, procedures to
determine the maximum shear wave velocity, and hence the maximum shear modulus,
are readily available and economic to perform. However, in other areas, the state of
the art is primitive. Problems exist in terms of the complete absence of a method to
make certain measurements, existing methods that are not economic (and thus not
routinely available), or inadequate software to process or display the results.

Examples of missing technology that is badly needed include:

• In situ measurements of modulus degradation with strain

• Sampling of gravelly soil

• Methods to locate cracks and high porosity in soil

• In situ stress-strain determination in soil (well developed in rock but not
soil)

Examples of existing tools to solve problems where the existing technology is un
economic include:

• Techniques to rapidly profile the ground in urban areas with density, rub
ble, or utility concentrations that interfere with existing remote sensing
methods

• Procedures for undisturbed sampling of loose sand

• Methods to allow accurate, quantitative determination of local stiffness of
soil

Examples of needed software development include:

• Integrated graphics to compare subsurface database and model results

• Statistical processing methods to sort large amounts of data and assess
what fraction of soil is at a level to lead to general failure
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• Linkage programs between remote sensing data sets, analytical tools, and
models to result in engineering risk assessments

With the improvement of ground characterization methods will come a need to im
prove data display and automatic interpretation procedures. Expert approaches may
offer an appropriate avenue to automatic interpretation not only of massive data sets,
but also between isolated data notes (e.g., cone profiles), and to cross correlate
between information from surface geophysics (e.g., ground penetrating radar), borehole
logs, and other measurements. Expert systems should be developed for different types
of geologic regimes.

Research in all areas is needed to address definitions of spatial variability. The issues
at hand relate not only to the appropriate level of resolution of parameters but par
ticularly to how to cover an area, both quickly and economically. Refined knowledge of
a few parameters does not necessarily translate into knowledge of spatial variability.
The average project allows only a limited budget for fieldwork, and it is important that
the exploration project is efficient and economic over as wide an area as possible.

Other Research Needs

Most of the emphasis of dynamic soil research to date has been on physical mech
anisms. There are whole classes of chemical problems that need research, such as the
effects of varying mineralogy, water content and chemistry, stress corrosion, cementa
tion, and soil alteration. Coupled processes and correlated properties also need further
research. Many processes are treated as if they were the result of independent forces
and flows, when numerous examples of coupled processes are known. More research
is needed in areas of coupled chemical-hydraulic-mechanical-electrical-thermal systems,
such as dissipation/attenuation, osmosis, liquefaction, and others (Olhoeft et al., 1987).

In general, many of the problems of variability in the dynamic response of soils may be
addressed only by field studies. We have many pictures of sand boils that show what
they look like in plan view, but what does a sand boil look like in cross section? Why
here instead of there? The only way to know the required level of characterization of
such variability is to over measure and over study a field site in excessive detail with
multiple disciplines. Then the results of the study can back off and specify the required
level of characterization for various purposes--site characterization, regulatory approval,
predictive modeling, etc.

TECHNOLOGY TRANSFER

Methods for characterization of sites tend to be derived from two fields: geotechnical
engineering and geophysics. The geotechnical approach is generally focused toward a
site-specific, even location-specific, orientation. Thus, a cone penetration test provides
data with depth for 4 em-diameter spot of soil. The geophysical approach provides
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information on a larger scale, noninvasively, continuously, and in three dimensions. In
the past, this often aggregated site properties; e.g., modulus from a seismic wave study.
However, with the introduction of ground-penetrating radar, very specific information
can be obtained on details of soil stratigraphy.

Recent advances have occurred in terms of site characterization in both geotechnical
engineering and geophysics. Unfortunately, the lack of adequate technology transfer
has limited the use of new methods outside the specialty environs. There is a strong
need to have mechanisms that would promote transfer of the available technology.
With implementation of technology transfer, there will also exist needs to capitalize on
the merging of the results and verification of the different technologies.

An effective means of promoting technology transfer is through faculty development
programs. These could come in the form of intensive workshops or short courses
where equipment and data processing tools could be demonstrated. The educational
processes would be enhanced if the workshops could take place at the location of a
well-documented experimentation field site. Such a site would have available reports
on stratigraphy, soil or rock parameters, ground water regime, and even past seismic
performance. Faculty and students could undertake hands-on experiments with various
new exploration tools and have immediate confirmation of the accuracy of the findings
as well as their physical meaning.

It is important to note that technology transfer offers a means to attain quick return for
a relatively small investment. For example, if ground-penetrating radar can rapidly
determine soil stratigraphy at a site where liquefaction has occurred, it may serve as a
singular tool in helping to understand why one site liquefies while an immediately
adjacent one does not. Further, this approach might well prove to have a substantial
impact on commercial and regulatory geotechnical site assessments.
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Chapter 6
SITE GEOMETRY AND

GLOBAL CHARACTERISTICS

A number of issues related to site geometry and global (area) response are thought to
be important to the evaluation of dynamic soil properties and site .characterization.
These include topics such as topography effects, near-surface scattering and attenuation
of energy, and specification of strong ground motions. The contributions of these ef
fects at a site will possibly determine the need for or accuracy of dynamic soil proper
ties and site characterization information. The general topic of site geometry and
global effects, with particular emphasis on specification of site-dependent strong ground
motion, was reported and presented by Dr. Walter J. Silva, Senior Seismologist at
Pacific Engineering and Analysis. Following Dr. Silva's presentation, a panel comprised
of Walt Silva (panel leader), John Schneider (panel recorder), John Anderson, Terry
Barker, Jacob Philip, AI Rogers, Wood Savage, Ray Seed, and Paul Somerville
reviewed the state of the art (SOA) in the area of site geometry and global effects.
Results of their panel discussions were used to prepare a panel report with recommen
dations for research.

SOA REPORT

INTRODUCTION

Local geologic conditions have long been recognized to have a dominant effect upon
strong ground motions (Hayashi et aI., 1971; Mohraz, 1976; Seed et aI., 1976). For
example, Figure 6-1 shows average spectral amplifications (response spectral accelera
tion divided by peak acceleration) computed from recordings made on rock and soil
sites at close distances to earthquakes in the magnitude range of about 6 to 7. The
differences in spectral shapes are significant and depend strongly upon the general site
classifications. These variations in spectral content represent average site-dependent
ground motion characteristics and result from vertical variations in soil material prop
erties (l-D effects).

Due primarily to the limited number of records from earthquakes of different magni
tudes, spectral content in terms of response spectral shapes, was interpreted not to
depend upon magnitude or distance, but rather to be primarily affected by the stiffness
and depth of the local soil profile. With an increase in the strong motion data base, it
has become apparent that spectral shapes depend strongly upon magnitude as well as
site conditions (Joyner and Boore, 1982, Idriss, 1985; Silva and Green, 1989) and that
site effects extend to rock sites as well (Boatwright and Astrue, 1983; Campbell 1981,
1985, 1988; Cranswick et aI., 1985; Silva and Darragh, 1989).
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Figure 6-1. Average 5% damping response spectral shapes (Sa/a) computed from
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Examples of differences in spectral content largely attributable to one
dimensional (1-D) site effects at rock sites can be seen in comparisons of spectral am- .
plifications computed from motions recorded in both active and stable tectonic regions
(Silva and Darragh, 1989). Figure 6-2 shows average spectral shapes computed from
recordings made on rock at close distances to large and small earthquakes (Table 6-1).
For both magnitudes (moment magnitude M 6.4 and 4.0), the motions recorded in
eastern North America (ENA), a stable tectonic region, show a dramatic shift in the
maximum spectral amplifications toward shorter periods compared to the western
North American (WNA) motions. These differences in spectral content are significant
and are interpreted as primarily resulting from differences in the shear-wave velocity
and damping in the rocks directly beneath the site (Boore and Atkinson, 1987; Toro
and McGuire, 1987; Silva and Green, 1989; Silva and Darragh, 1989). Also evident in
Figure 6-2 is the strong magnitude dependency of the response spectral shapes. The
smaller earthquakes show a much narrower bandwidth. This is a consequence of lower
corner frequencies for smaller magnitude earthquakes (Boore, 1983; Silva and Green,
1989; Silva and Darragh, 1989).

The difference in spectral content resulting from soil site effects, as shown in Fig
ure 6-1, and from path or rock site effects, as shown in Figure 6-2, is dramatic and
illustrates the degree to which 1-D site conditions (vertical variations in dynamic mate
rial properties) control strong ground motions. Superimposed upon these effects, for
linear systems, are the effects of lateral heterogeneities upon strong ground motion.
Such laterally varying structures as surface topography, dipping interfaces, and changes
in material properties contribute two-and three-dimensional (2-D and 3-D) aspects to
ground motion specification. These non-homogeneous effects, resulting from scattering,
focusing, and mode conversions are present at all sites to some extent. In some cases,
these effects can significantly alter the spectral content of ground motions as well as
increase the duration of strong shaking.

Such factors as earthquake size as well as 1-D, 2-D, and 3-D geologic site structure
contribute significant effects to strong ground motions in terms of absolute levels and
spectral content. As a result, it is necessary to separate these effects and assess their
individual contributions in terms of degree of influence, ranges in applicability, and
predictability.

In the following sections, single- and multidimensional geological structures relevant to
categorizing geologic structural effects on ground motions are defined in general terms.
The degree of such effects and ranges in applicability will also be discussed. Following
that, the Band-Limited-White-Noise (BLWN) ground motion model employing a single
corner-frequency, constant-stress-drop source spectrum will be introduced. This model
naturally separates source, propagation path, and site effects with physically simple
parameters and is useful when isolating factors controlling 1-D aspects of site response
at rock and at soil sites. Subsequently, applications to rock and soil sites are
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Figure 6-2. Average 5% damping response spectral shapes (Sa/a) computed from
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motions recorded in WNA, dashed line to motions recorded in ENA. (See Table 1
for a list of earthquakes, sites, distances, and average peak accelerations).
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presented,and an assessment is made as to the degree to which single and multidimen
sional geological structures affect strong ground motion. Lastly, recommendations are
presented to help improve the predictability of these effects.

GEOMETRICAL SITE EFFECTS DEFINITIONS AND SENSITIVITIES

For the purpose of discussion, some very general definitions of non-homogeneous geol
ogic conditions are useful. Figure 6-3 shows a sketch that outlines idealized 2-D struc
tures depicting topographic as well as alluvial valley features. Site 1 illustrates
mountain or ridge topographic features, recognizing that the effects pertain to sides and
bases of elevated structures as well as to the crests. Site 2 represents mountain base or
valley rock outcrop conditions. Sites 3, 4, and 5 represent alluvial valley sites. Site 3
may represent a valley edge site while sites 4 and 5 are intermediate and valley center
sites.

Topographic Effects

Topographic effects are a result of a focusing of energy near ridge crests and the inter
action of the primary (incident) wavefield with outgoing scattered surface waves (Bard,
1983). The resulting total wavefield shows broad-band amplifications at ridge crests
and is most pronounced for wavelengths that correspond roughly to the width of the
structure (2L in Figure 6-3). Along the slopes and at the bases of elevated geologic
structures, the interaction of the primary field with the scattered fields results in com
plicated patterns of amplification and deamplification. This varying pattern is associ
ated with rapidly varying phase and may be expected to give rise to differential
motions, which could be of concern to extended structures.

An example of computed ridge effects is shown in Figure 6-4. The ridge structure
shown has a shape ratio of 0.4 and the amplifications, relative to a homogeneous half
space, for sites 1-6 moving from crest to base are shown above the feature. In the
amplification factors shown, the dimensionless frequency is the ridge width (2L) to
wavelength ratio. Figure 6-4 clearly shows broad amplifications occurring at the ridge
crest (site 1) with a value near 1.5 for wavelengths comparable to the ridge width. As
the site locations move down the slope to the base, the interference patterns appear in
the amplification factors and show oscillating patterns ranging from amplification to
deamplification.

The computed value of the amplification at the crest is generally less than about 1.5
while the deamplification at the base for the same dimensionless frequency (around 1)
is not less than about 0.75. The resulting crest-to-base amplification would then be
about 2 and would not exceed 3. While these results are only appropriate for a shape
ratio of 0.4 and effects computed for other ratios show somewhat larger amplifications
and deamplifications, they do serve to illustrate the general underprediction of
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Figure 6-3. Sketch of idealized two-dimensional features that result in topographical
and alluvial valley effects on strong ground motion. Site 1 depicts elevated
topography with a shape ratio given by h/l. Site 2 represents mountain base or valley
rock outcrop conditions. Sites 3, 4, and 5 are alluvial valley sites representing valley
edge, intermediate, and center locations, respectively.
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EFFECT OF TOPOGRAPHY ON EARTHQUAKE GROUND MOTION
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Figure 6-4. SH Fourier transfer functions to homogeneous halfspace outcrop motions
computed at six sites for an isolated, homogeneous ridge. The shape ratio is 0.4 and
the dimensionless frequency is the ratio of the structure width (2L) to wavelength
(after Geli et aI., 1988).
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observed crest-to-base ratios. Observed amplifications range from about 2 to 20 in the
spectral domain (Fourier and response) (Bard, 1983) and can be as high as 30 (Davis
and West, 1973).

In the time domain these amplifications generally are observed to range up to about 5
(Griffiths and Bollinger, 1979). Predicted values of ridge-to-base amplifications gener
ally are much less than these and range from 3 to 4 in the spectral domain to less
than 2 in the time domain (Geli et a1., 1988). The differences, between predicted and
observed crest-to-base topographical effects are up to about 10, which is a factor of 3
higher than the predicted total effect. Causes of this significant underestimate are
related to the influence of 3-D effects as well as ridge-ridge interactions (Geli et a1.,
1988).

The lateral dimensions of geologic structures that may impact strong motion depends
upon frequency through wavelength. If the bandwidth of interest to engineered struc
tures is taken as 5 sec. to 25 Hz and assuming the shear-wave velocities near the earth's
surface range approximately from 1 to 3 km/sec. for soft and hard rocks respectively
(Silva and Darragh, 1989), the corresponding range in wavelength is 40 m to 5 km and
120 m to 15 km, respectively. Topographical irregularities of dimensions near to this
range may then exert considerable influence upon corresponding ground motions de
pending upon the shape ratios (Geli et a1., 1988).

Alluvial Valley Effects

Consideration of ground motions in alluvial valleys is fundamentally an assessment of
departures in response from the classical I-D model of vertically propagating plane
shear-wave (Seed and Idriss, 1969; Schnabel et a1., 1972).. The main effect of the cur
vature of the sediment-basement interface is the generation of surface waves and
trapped body waves that propagate in the alluvium and superpose with the vertically
propagating shear waves. This results in an amplification of motion as well as in
creased duration over I-D soil effects alone.

Observations suggest that the simple 1-D model works well at and near the valley cen
ter in predicting the effect of the valley response to outcrop motions (King and Tucker,
1984) (sites 4 and 5 in Figure 6-4). This observation is also predicted in modeling
(Bard and Gariel, 1986) which, as one may expect, is more appropriate for shallow and
wide valleys than for deep and narrow valleys. Edge effects, associated with rapid
changes in soil thickness may give rise to the local generation of short period surface
waves which, because of material damping, do not significantly alter the spectral con
tent of motions some distance from the edges (Tucker and King, 1984). Additionally,
long period body waves incident at shallow angles to a shallow basin structure may
become trapped and propagate across the basin as surface waves until reaching the
thinning margin when they escape as body waves (Vidale and HeImburger, 1988). In
the basin, these locally generated surface waves can give rise to large amplifications and
increased durations not predicted by vertically propagating shear waves.
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Figure 6-5 shows predicted Fourier spectral amplifications (relative to homogene l

half-space) for a shallow and wide valley with damping values of 2.5 percent for .dV

alluvium. The valley has a shape ratio of 0.1 and spectral amplifications are shown for
sites ranging from valley edge (1) to valley center (8). Frequency is normalized by the
1-D resonant frequency for the valley center (~/4h). The dark solid line represents 2-D
response including a velocity gradient in the sediments, the light solid site represents a
constant velocity alluvium, and the dashed line represents a I-D response for the gradi
ent profile. Figure 6-5 shows, in going from the edge to the valley center, the diminish
ing effects of surface waves because of material damping and the predominance of
vertically propagating shear waves. The fluctuations shown in the amplifications as a
function of frequency for the 2-D computations are a result of interference between the
incident primary wave and scattered surface wavefields. Interestingly, the 1-D results
overpredict at the edge, underpredict just off the edge (sites 2 and 3), and then do a
very acceptable job out to the valley center generally showing differences less than a
factor of 2 from the 2-D results. From an engineering perspective, 1-D results may be
adequate for all sites depicted. Near the valley edge (sites 1-3), depending upon the
frequency range of interest, the broad-band amplification resulting from the interfer
ence of scattered surface waves and vertically propagating shear-waves can be accom
modated by extending some percentage of the 1-D fundamental resonance to higher
frequencies. Away from the edge, a I-D response analysis using a reasonable variation
in parameters would likely encompass the differences between 1-D and 2-D amplifica
tions shown at the remaining sites. The edge effects, however, may result in significant
differential motions perpendicular to the valley edge.

The effects of body wave trapping and generation of long period surface waves is
clearly illustrated in the particle velocity records integrated from strong motion record
ings of the 1971 San Fernando earthquake. The earthquake occurred beneath the
northern edge of the San Fernando Valley, shown in the upper panel of Figure 6-6 and
was recorded along a profile of stations (Figure 6-7, left panel) extending south of the
epicenter across the San Fernando Valley, then across the Santa Monica Mountains,
and then across the Los Angeles basin. The velocity model used to compute synthetic
seismograms is shown in the upper panel of Figure 6-6. A profile of the envelope of
transverse velocity finite difference synthetic seismograms for a point source at a depth
of 10 km (Vidale, 1987; Vidale and HeImberger, 1988) is shown in the center panel of
Figure 6-6. These synthetic seismograms show the development of Love waves in the
San Fernando Valley, their disappearance at the Santa Monica Mountains (where they
are converted to SH body waves), and their reappearance at the northern edge of the
Los Angeles basin because of the interaction of SH waves with the thickening basin
margin.

The same features are seen in the profile of velocity seismograms derived from the
recorded accelerograms shown in the bottom panel of Figure 6-6. The recorded tan
gential component velocity seismograms are interspersed with synthetic seismograms in
Figure 6-7, center panel. The development of Love waves in the San Fernando Valley,
their disappearance in the Santa Monica Mountains, and their reappearance in the Los
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Figure 6-5. Smoothed SH transfer functions to homogeneous halfspace outcrop
motions computed at eight sites for a wide and shallow alluvial valley with a shape
ratio of 0.1. Two-dimensional calculations for a gradient shear-wave velocity profile
(heavy solid line) and for a constant velocity alluvium (thin solid line) are shown.
Dotted line represents one-dimensional results. Frequency has been normalized by
the frequency of the fundamental resonance for the homogeneous layer at site 8
(after Bard and Gariel, 1986).
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VELOCITY RECORDS

1971 SAN FERNANDO EARTHQUAKE

Vertical Radiol Transverse

Figure 6-6. Crustal structure and seismogram profiles along a north-south path across
the Los Angeles region from San Fernando (A) to Palos Verdes (A') shown in the
left panel of Figure 6-7. The upper panel shows the structure model of Duke and
others (1971); the center panel shows synthetic seismograms computed using a finite
difference method; and the lower panel shows velocity seismograms derived from
recorded accelerograms (after VidaIe, 1987; Vidale and HeImberger, 1988).
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Angeles basin are apparent in both the recorded and synthetic seismograms. The ob
served variation of peak velocity with distance along the profile is compared with that
of the synthetic profile in Figure 6-7, right panel. The synthetic amplitudes for the 1-D
layer structure, which cannot trap the waves, are much smaller than the data in the
valley sites. A 1-D relative site response analysis of recordings in the Los Angeles
region of the 1971 San Fernando earthquake as well as Nevada Test Site nuclear ex
plosions also showed computed amplifications somewhat smaller than observed for
periods between about 3-10 sec (Rogers et aI., 1985). In this case as well, the depar
tures were attributed to surface waves. These results and observations demonstrate
that important aspects of long-period wave propagation across the San Fernando Valley
and Los Angeles Basin may not be accurately modeled by 1-D structure but can be
explained by the trapping mechanism produced by 2-D structure.

For deep and narrow valleys with large shape ratios (;::0.25), a change in response oc
curs that involves a new set of mode shapes affecting the valley as a whole (Bard and
Bouchon, 1985; Bard and Gariel, 1986). This class of mode shapes involves in-phase,
large amplitude motions of the whole valley. Predicted results for these high aspect
ratio valleys are shown in Figure 6-8, which is analogous to Figure 6-5 except the shape
ratio has been increased from 0.1 to 004. The differences in response, from those of
the shallow valleys (Figure 6-5), are seen as much more complicated resonance phe
nomena and generally higher amplifications away from the valley edge (site 1). The
whole valley in-phase resonance is seen beginning at site 2 as a gradual increase in the
peak near the dimensionless frequency 1 as the sites progress toward the valley center.
For valleys of this class, deep and narrow, the 1-D theory gives a conservative predic
tion near the edges (sites 1 and 2 in Figure 6-6) but seriously underpredicts the valley
effects at high frequencies (by a factor of 2-4) at sites 3 and 4 and into the valley
center.

Perhaps the most important aspect of the resonance phenomenon shown for deep
valleys is the oscillating nature of the amplifications showing several maxima where the
1-D theory shows only the fundamental and perhaps the first overtone. Additionally,
the 2-D resonances associated with deep and narrow valleys are expected to give rise to
significant degrees of differential motions (Bard and Gariel, 1986). From a viewpoint
of design ground motions, 2-D computations for a variation in parameters would likely
result in a near continuum of resonances and thus a very broad-band amplification of
motion. Interestingly, near the valley center at sites 7 and 8, the 2-D fundamental
resonance has an amplitude nearly twice that corresponding to vertically propagating
shear-waves and at a slightly higher frequency. It should be noted that the details in
resonances and amplitudes of peaks and troughs shown in the 2-D modeling may tend
to be smoothed out in real situations. This arises because wavefields may be forward
and back-scattered into basin structures because of surface topography, lateral crustal
heterogeneity, and three-dimensional effects. Table 6-2 shows an influence matrix of
2-D effects that summarizes the results discussed here for topographic as well as
alluvial valley features.
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Figure 6-8. Smoothed SH transfer functions to homogeneous halfspace outcrop
motions computed at eight sites for a wide and shallow alluvial valley with a shape
ratio of 0.4. Two-dimensional calculations for a gradient shear-wave velocity profile
(heavy solid line) and for a constant velocity alluvium (thin solid line) are shown.
Dotted line represents one-dimensional results. Frequency has been normalized by
the frequency of the fundamental resonance for the homogeneous layer at site 8
(after Bard and Gariel, 1986).



Table 6-2
2-D GEOLOGIC STRUCTURAL EFFECTS

INFLUENCE MATRIX

Structure

Surface

Topography

Conditions

Sensitive to shape

ratio, largest for

ratio between

0.2-0.6. Most pro

nounced when

wavelength =
mountain width.

Type

Amplification at

top of structure,

amplifkation and

deamplification at

base, rapid changes

in amplitude phase

along slopes.

Size

Ranges up to a fac

tor of 30 but

generally from

about 2-10.

Quantitative*
Predictability

Poor: generally

underpredict size.

May be due to

ridge-ridge inter

action and 3-D

effects.

Sediment-Filled Valleys

1) Shallow and Effects most pro- Broad band ampli- I-D models may

wide (shape nounced near fication near edges underpredict at

ratio :s 0.25) edges. Largely ver- due to generation higher frequencies

tically propagating of surface waves. about 2 near edges.

shear-waves away

from edges.

2) Deep and Effects throughout Broad band ampli- I-D models may

narrow (shape valley width. fication across underpredict for a

ratio ::: 0.25) valley due to whole wide bandwidth by

valley modes. about 2-4 away

from edges. Reso-

nant frequencies

shifted from I-D.

3) General Local changes in Increased duration. Duration of signif-

shallow sediment icant motions can

thickness. be doubled.

4) General Generation of long Increased amplifi- Duration and am-

period surface cation and duration plification of sig-

waves from body due to trapped nificant motions

waves at shallow surface waves. may be increased

incidence angles. over I-D

predictions.

Good (generally within a factor of 2)

Fair (generally within a factor of 2-4)

Poor (qualitative only, can easily be off by an order of magnitude)
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Good: away from

edges I-D works

well, near edges ex

tend I-D amplifica

tions to higher

frequencies.

Fair: given detailed

description of

vertical and lateral

changes in material

properties.

Fair.

Good at periods ex

ceeding 1 sec.



Observed spectral amplifications of alluvial valley sites (Fourier spectra) with respect to
outcrop motion generally ranges up to about 10 (King and Tucker, 1984) and are in
reasonable accord with predictions. Spectral amplifications as high as 30 have been
measured for the lake bed in Mexico City (Lermo et aI., 1988). Seed et al. (1988)
modeled the amplification effects of the shallow (:: 60 m) clay layer resulting from the
September 19, 1985 M 8.1 earthquake remarkably well using the simple 1-D theory.
However, the increased durations compared to outcrop motions at some of the sites is
unaccounted for in the simple theory and may be related to lateral changes in thickness
in the shallow clay layer and thus local generation of surface waves (Bard et aI., 1988)
(depicted at site 5 in Figure 6-3).

Variability of Observed 2-D Site Effects

As a result of the careful observations of both topographical and alluvial valley effects
in the Garm region of the USSR, the standard error of variation in amplification has
been quantified (Tucker and King, 1984). Mter careful instrument calibration that
quantified the variability of system response, repeated measurements of ridge and val
ley effects has shown that the observed variability in amplifications is approximately 1.5
(Tucker and King, 1984; Tucker et aI., 1984; King and Tucker, 1984) and that ridge and
valley effects depend weakly upon source azimuth and incidence angle. Observed topo
graphic and alluvial valley effects, ranging from about 2 to 10 are then resolvable on a
repeatable basis and are generally significantly greater than the measurement
uncertainty.

To summarize, topographic effects resulting from rapid and significant changes in ele
vation over the dimensions of approximately one wavelength generally range from
about 2 to 10 and are most pronounced at the ridge or hill crest and for wavelengths
comparable to the width of the structure. The sides of topographic highs undergo
patterns of amplification and deamplification with associated rapid changes in phase.
Alluvial valley effects that result in departures from the vertical propagating shear-wave
model, are largest for sites located in high aspect ratio valleys (large thickness to half
width ratios, :::0.25) and away from valley edges where the simple 1-D theory may
underpredict the effects by factor of 2 to 3 (Bard et aI., 1988). For shallow and wide
valleys (shape ratio :::0.25), such as the lakebed sites in Mexico City have demonstrated,
the short period response is dominated by vertically propagating shear-waves, particu
larly away from the edges. Although the 1-D theory captures many of the essential
features of amplification resulting from alluvial valleys, it fails to explain the increased
durations observed at some sites. The increased durations of significant motion shown
by some of the lakebed sites in Mexico City require the effects of local generation of
laterally propagating energy, perhaps because of thickness variations in the shallow clay
layer (buried valley or depression within a valley).

In addition, the long period response of large basin structures may be dominated by
trapped body waves that propagate across the basin as surface waves with large ampli
fications and increased durations. Careful observations of topographic as well as
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alluvial valley effects have quantified the variability of observed amplifications to a
factor of about 1.5. Additionally, the observations have shown a weak dependence of
amplifications to source azimuth and incidence angle (Tucker and King, 1984).

1-D STRONG GROUND MOTION MODEL

A convenient mechanism for separating the effects of source size, propagation path,
and general1-D site conditions upon strong ground motion is through a recently devel
oped stochastic ground motion model. The Band-Limited-White-Noise (BLWN)
model, in which energy is distributed randomly over the duration of the source, coupled
with a single corner frequency-omega square source model (Brune, 1970; 1971) was
first developed by Hanks and McGuire (1981). This model presents the simplest physi
cally reasonable representation of the source, propagation path, and site effects while
keeping the number of free parameters to a minimum. This relatively new ground
motion model has proven remarkably effective in correlating with a wide range of
ground motion observations (Hanks and McGuire, 1981; Boore, 1983; Boore and
Atkinson, 1987; Silva and Darragh, 1989). In this model, the source, propagation path,
and site terms separate naturally. The shape of the acceleration spectral density is
given by

= Source • Path • Site;

where

fc = source corner frequency

Mo = seismic moment

R = hypocentral distance

Po = shear wave velocity at the source

Q(f) = frequency dependent quality factor

(6-1)

A(t) = near-surface amplification factors (Boore, 1986; Silva and Darragh, 1989)

K = high-frequency truncation parameter and

C = (1/PoP03) 0 (2) 0 (0.63) 0 (11J2) 0 1t
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C is a constant that contains Po (density) and ~o terms and accounts for the free-sur
face effect (factor of 2), the source radiation pattern averaged over a sphere (0.63)
(Boore, 1983), and the partition of energy into two horizontal components (1!J2).

Source Term

Source scaling is provided by specifying two independent parameters, the seismic
moment (Mo) and the high-frequency stress parameter (A (J). The stress parameter A(J

is taken to be independent of magnitude (Atkinson, 1984; Boore and Atkinson, 1987;
Toro and McGuire, 1987) and relates the corner frequency fc to Mo through the
relation

(6-2)

The spectral shape of the single-comer-frequency <.>-square source model is then de
scribed by the two free parameters Mo and A(J. The corner frequency increases with
the shear-wave velocity and with increasing stress parameter, both of which are region
dependent. The stress parameter is generally taken to be moment independent with a
value of 50 bars in western North America (Boore, 1986) and 100 bars in eastern North
America (Toro, 1985; Boore and Atkinson, 1987; Somerville et aL, 1987).

It is important to point out the sensitivity of the model to changes in corner frequency.
Because of the frequency square term, the spectral density given by Equation 6-1 will
be increased (or decreased) by the ratio of the square of the new corner frequency to
the old for frequencies higher than the largest corner frequency. For the differences in
stress parameters between stable and tectonically active regions, the acceleration am
plitude spectrum for 100 bars will exceed that of 50 bars by 22/3 -= 1.6 for frequencies
greater than that associated with the 100-bar stress parameter. For frequencies less
than the corner frequency associated with the 50-bar stress parameter, the spectral
densities are equal. Taken in context with the 1-D site terms that amplify as well as
attenuate the amplitude spectrum, the source term, resulting from the effect of the
stress parameter upon short periods, may be a factor in evaluating the effects of wave
length dependent topographical features.

Path Terms

The path term accounts for both geometrical attenuation and energy absorption ap
propriate for a body-wave propagating in a homogeneous whole-space. Energy loss
resulting from intrinsic absorption as well as scattering along the crustal path is ac
counted for in the O(f) term. The combination of the source and path terms
represents seismic radiation from a point source and models direct shear waves propa
gating in a homogeneous half-space.

The O(f) models are based upon analyses of attenuation in WNA by Nuttli (1986) and
in ENA by Shin and Herrmann (1987). These models are shown in Table 6-3. The
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Table 6-3
EARTHQUAKE SOURCE AND WAVE PROPAGATION PARAMETERS

Parameters WNA ENA

Po
(glcm3) 2.7 2.5

13 0
(km/sec) 3.2 3.5

kappa(sec) 0.020 0.006

Q(f)* 150(f)°·60 500(f)°·65

Aa (bars) 50 100

Mo (dyne-em) log Mo = 1.5 M + 16.1 log Mo = 1.5 M + 16.1

Amplification Factors See below 1.0

Geometrical Attenuation R 1 R 1

Source Duration r-1 f -1
c c

(fJ3 J3 3Aa/8.44Mo J33Ao/8.44Mo

Filters (5 pole Butterworth) 0.1 - 62.5 Hz 0.1 - 62.5 Hz

* WNA from Nuttli (1986); ENA from Shin and Herrmann (1987).

NEAR SURFACE AMPLIFICATION FACTORS
(F."om Boore, 1986)

Log
Frequency

-1.0
-0.5
0.0
0.5
1.0

* Po and PR are assumed to be equal.

1/2*
log (~o£.o&

__R£.R_

0.01
0.04
0.13
0.34
0.37

0, R refers to average crustal properties and near-receiver properties, respectively.
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O(f) term is responsible for the distance dependency of spectral shapes. With the O(f)
models adopted here, spectral shapes are largely independent of distance for distances
less than 50 km in WNA and 100 km in ENA (Silva and Green, 1989).

Site Term

The site term, represented by the combination of the amplification factor A(f) and the
kappa factor, is an attempt to model the effects of near-surface material properties and
structural complexity upon the propagated wavefield. The frequency dependent ampli
fication factor accounts for the general increase in amplitude as the wavefield propa
gates upward through lower velocity near-surface crustal material (Boore, 1986; Silva
and Darragh, 1989).

The K factor is an attempt to model the observation that acceleration spectral density
appears to fall off rapidly beyond some site-dependent maximum frequency. This
observed phenomenon truncates the high-frequency portion of the spectrum and is
responsible for the band-limited nature of the model. This spectral fall-off has been
attributed to near-site attenuation (Hanks, 1982; Anderson and Hough, 1984) or to
source processes (Papageorgiou and Aki, 1983) or perhaps to both effects. In the
Anderson and Hough (1984) attenuation model adopted here, kappa (K), at zero epi
central distance, is given by

H
K :=

P Qs

(6-3)

The bar represents an average of the shear-wave velocity and Os over a depth H on the
order of a few hundred meters to a few kilometers (Anderson and Hough, 1984)
beneath the recording site. The value of K at zero epicentral distance is attributed to
attenuation in the very shallow crust directly below the site (Hough et aI., 1988). The
intrinsic attenuation along this part of the path is thought not to be frequency depen
dent and is modeled as a frequency independent, but site dependent constant K (Hough
et aI., 1988; Rovelli et aI., 1988).

For a given seismic moment, the source and path terms are controlled by the region
dependent parameters p, ~, Ao, and O(f), which are density and shear-wave velocity
appropriate to the source depth, stress parameter, and the path attenuation model.
The site terms are controlled by the site-specific near surface amplification and fre
quency independent energy loss.

FACTORS AFFECTING GROUND MOTIONS AT ROCK SITES

The value of kappa and those of the frequency dependent amplification factors A(f)
result from the particular shear-wave velocity and damping (Os-I) profiles directly
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beneath the site. From Equation 6-3, kappa varies inversely with the average shear
wave velocity and quality factors (Qs) over a depth H beneath the site.

Kappa Term

The functional form of the kappa operator shown in Equation 6-1 has been fit to
Fourier spectral densities computed from observations at a variety of seismic recording
sites (e.g., Anderson and Hough, 1984; Hough et al., 1988; Rovelli, 1988; Silva and
Darragh, 1989). Kappa values have also been estimated by fitting spectral shapes com
puted from the BLWN model to shapes computed from motions recorded at rock sites
in ENA, WNA, Mexico, Italy (Friuli), USSR (Gazli), and Taiwan (SMART1) (Silva and
Darragh, 1989). Results of these analyses indicate that kappa is strongly dependent
upon the material properties of the site. Rock sites characterized as soft, such as sedi
mentary, showed significantly higher kappa values than those characterized as hard,
e.g., crystalline basement. Hard and soft rock sites may exist in either WNA or ENA;
however, on the average, sites in stable cratonic regions are more likely to be classified
as hard while those associated with active tectonic regions are more likely to be soft
(Silva and Darragh, 1989).

On average, kappa values associated with hard rock sites are approximately 0.006 sec.
while soft rock sites are approximately a factor of 3 greater or approximately 0.02 to
0.03 sec. This difference is large and results in significantly different attenuation rates
at short periods for ground motions associated with hard or soft rock sites. To com
plete the picture, the values of the amplification factors and the conditions under which
they are applied must be evaluated.

Amplification Factors

The amplification factors result from an increase in amplitude as a wavefield propa
gates from higher velocity material at depth to lower velocity material nearer the sur
face. The physical mechanism responsible for the amplification is energy conservation.
If material damping is neglected, the flow of energy per unit time and per unit area
(energy flux) is given by pllu2 (p = density, II = shear wave velocity; u = particle ve
locity), is conserved. Therefore, if II decreases, u must increase in an elastic system. In
any rock column, however, material damping is always present and the net amplifica
tion (or deamplification) involves an interplay between counteracting effects. This
process naturally occurs at soil sites and results in different values of amplification for
peak particle velocity and peak acceleration occurring at the surface of soil sites rela
tive to rock because of the different predominant frequency of the two measures of
strong ground motions.

Amplification factors for average soft rock sites, typical of WNA, were estimated by
Boore (1986) using the method of Joyner and Fumal (1984) from an average WNA
shear-wave velocity model based on a number of factors including measured values of
near-surface velocities (Pumal, 1978), travel-time data, crack closure experiments (Nur
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and Simmons, 1969), and standard WNA crustal velocities. Boore (1986) assumed that
the standard upper crustal shear-wave velocity of 3.2 km/sec. was reached at a depth of
1.2 km and that variations in density are relatively minor over this depth and can be
ignored. Figure 6-9 (solid line) shows a smoothed velocity model from the surface to
1.5 km derived from Boore's layered model. This shear wave velocity model is for an
average strong motion recording rock site in WNA. Amplification factors calculated
from Boore's original layered model are reproduced in Table 6-3 from Boore (1986).
The factors range from approximately 1.0 at 10 sec. to 2.3 at 10 Hz.

For hard rock sites, typical of ENA, the shear-wave velocity is much greater at the
surface than for soft rock sites and the corresponding velocity gradients are generally
much smaller (Boore and Atkinson, 1987). This is in agreement with sonic well log
data, which generally show small overall velocity gradients in the upper kilometer at
hard rock sites (Silva and Darragh, 1989). To illustrate the difference in velocity gradi
ents between average hard and soft rock sites, a smoothed shear-wave velocity profile
of the Moodus well in Middlesex County of Connecticut is shown in Figure 6-9 (dotted
line) (Silva and Darragh, 1989). Figure 6-9 shows for this hard rock site, surface shear
wave velocities of about 2.7 km/sec. and increasing to near 3.5 km/sec. at a depth of
about 1.2 km. Amplification factors for sites such as these will be much smaller than
those for soft rock sites and are generally taken to be unity (Boore and Atkinson, 1987;
Taro and McGuire, 1987).

Figure 6-10 shows a comparison of the amplification factors computed for the soft-rock
and hard-rock profiles shown in Figure 6-9. The plane-wave propagators of Silva
(1976) are used to compute the A(f) factors. Also shown in Figure 6-10 is the assumed
amplification factor of unity for ENA and Boore's (1986) A(f) based upon the tech
nique of Joyner and Fumal (1984). Apart from the resonances, the amplification fac
tors for the soft-rock shear-wave velocity agree well with Boore's (1986) estimates, as
expected. The fundamental resonance of the profile is seen near 1.5 sec. and the over
tones are seen at shorter periods. The site amplification of 3.4 near 40 Hz is caused by
a resonance in the upper most layers in the model.

The amplification factors for hard rock vary from unity at long periods to an average
value of about 1.1 at high frequencies. The assumption of unity for hard-rock amplifi
cation is then quite reasonable.

To summarize, 1-D rock site effects result from the shear-wave velocity and damping
profiles that exist directly beneath the site to depths on the order of 1 km. These
changes in dynamic material properties give rise to amplifications, parameterized with
the A(f) factors, as well as attenuation of high frequencies through kappa.

To compute net or inelastic amplification factors, given by A(f) times the kappa term
(in Eq. 6-1), Q s profiles are required for soft- and hard-rock site conditions. To
compute the Qs profiles, the relationship where y is a parameter with a value of 0.01
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Figure 6-9. Comparison of average shear-wave velocity profile for WNA (Boore;
personal communication, 1988) (solid line) with quadratic fit to ENA well log profile
(Moodus) (dotted line).

6-24



·., . .. . . ... ..

·..,

i..
I...-iN
~-It')

·-

.

.

o+-_...J..._L-l'--'-..,.&,....I,..I.I..&...-_.....r-~....,L-'-..........·u..-_......._oIoo-.............~

1D -I 10 ·1 lOt 10 1

'erlod leeoondel

SOFT ROCK AND HARD ROCK

LEGEND
WL.IFICATJDN FACTMS FaR _T MCK ,.. IOafIf U_I

- • - WLIFICATJaN FACTDftS FDA SOFT Mel( SHEAfHMVE vaDenT f'ftCIFIL.E
WLIFltRTlDN FRCTOftS ., UNITT FaR 1M) NICK
WLIFICATlIIIC FRCTIftS FaR .-0 MCIC .M~ ftLleITT PROFILE

Figure 6-10. Soft rock (WNA) amplification factors computed from response analysis
without damping (0= 10,000) using WNA shear-wave profile (Figure 6-9) compared
to Boore's (1986) amplification factors (top set). Hard rock (ENA) amplification
factors computed from response analysis without damping (0= 10,000) using ENA
shear-wave profile (Figure 6-9) compared to unity.
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(6-4)

and 0.02 sec./m for soft- and hard-rock sites, respectively, was adopted. The simple
functional form of Equation 6-4 was chosen based on the observation that both Qs and
~ generally increase with depth since they both depend on similar rock material proper
ties. The Qs profiles through yare constrained by estimates of kappa for hard rock
(0.006 sec.) and soft rock (0.02 sec.) and by measurements of Q in boreholes. For the
soft-rock site model, Q s varies from 10 at the surface to 32 at a depth of 1.2 km. A
minimum value for Q s of 10 was selected to be consistent with minimum values esti
mated in boreholes. The average shear-wave velocity and quality factors are
2.54 km/sec. and 26 at the soft-rock site, respectively. For the hard-rock site model, Q s
varies from 58 at the surface to 72.5 at a depth of 1.2 km. The average shear-wave
velocity and quality factors are 3.15 km/sec. and 65 at the hard-rock site, respectively.
The densities are taken as 2.7 and 2.5 gm/cm3 at soft- and hard-rock sites, respectively
(Boore, 1983; Boore and Atkinson, 1987). Values of density different from these
values have a negligible effect on the predictions by the ground motion model.

Figure 6-11 shows the site amplification (inelastic, Q = 26) for a rock site, character
ized by 1.2 km of soft rock underlain by a half-space with WNA propagation parame
ters (Table 6-3). For reference, the frequency-dependent amplification factors
(Table 6-3) multiplied by the kappa term is Equation 6-1 with K = 0.02 sec. is shown as
the long dashed line. A kappa value of 0.02 sec. constrains the average Qs in the upper
1.2 km to be approximately 25. Again, the fundamental resonance of the profile is
seen near 1.5 seconds and the harmonics are seen at shorter periods. Between 1 to
10 Hz, the site amplification is approximately 1.5. At higher frequencies (~10 Hz), the
attenuation in the profile decreases the site amplification asymptotically to zero.

Figure 6-11 also shows the site amplification (inelastic, Q = 65) for a rock site charac
terized by 1.2 km of hard rock underlain by a half-space with ENA propagation param
eters (Table 6-2). For reference, the kappa term in Equation 6-1 with kappa value of
0.006 sec. is shown as a solid line (amplification factors of unity). A kappa of 0.006 sec.
constrains the average Qs in the upper 1.2 km to be approximately 65. The site ampli
fication is approximately 1 from 0.1 sec. to longer periods. At higher frequencies, the
site amplification smoothly decreases to approximately 0.25 at 100 Hz.

A comparison between the curves for soft and hard rock shows the increased site am
plification between approximately 15 Hz and 2.0 sec. for a soft-rock site (typical WNA
strong motion recording site). At high frequencies (~ 15 Hz), the hard-rock site re
sponse is greater than the soft-rock site response.

In order to assess the degree to which the ground motion model correlates with the
source and site dependencies of spectral shapes shown in Figure 6-2 for ENA and
WNA ground motions, Figures 6-12 through 6-15 show the corresponding model predic
tions for M 6.4 (ENA, Figure 6-12; WNA, Figure 6-13) and M 4.0 (ENA, Figure 6-14;
WNA, Figure 6-15). In the M 6.4 WNA comparison of model prediction with shapes
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Figure 6-12. Plot of average 5% spectral shape for all stations for the magnitude 6.4
Nahanni earthquake. Solid line is the BLWN model shape computed with ENA
parameters at 10 km for a moment magnitude 6.5 using a kappa of 0.008 sec.
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Figure 6-13. Plot of average 5% spectral shape for all stations for the magnitude 6.4
San Fernando earthquake. Solid line is the BLWN model shape computed with
WNA parameters at 25 km for a moment magnitude 6.4 using a kappa of 0.030 sec.
Dotted lines is the Joyner-Boore (1985) shape for R=25 km and M=6.4.
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computed with ENA parameters at 10 km for a moment magnitude 4.0 using a kappa
of 0.008 sec.
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computed from recorded motions (Figure 6-13), the Joyner and Boore (1988) empirical
shape is also shown for reference. The kappa values used for each fit are also shown.
For both ENA model predictions the value of 0.008 sec. was used while for the rock
sites that recorded the 1971 M = 6.4 San Fernando earthquake and the Joyner and
Boore (1988) empirical shape, a value of 0.030 sec. appears appropriate. The stations
that recorded the suite of Coalinga aftershocks in the magnitude range M 3.8 to 3.9
were fit best with a kappa value of 0.045 sec. These results indicate that the essential
elements that control the spectral content at close distances to rock sites are magnitude
and upper-crustal rock properties. For a given magnitude, the effects of kappa signifi
cantly alter the short-period spectral content resulting in significantly greater energy for
low kappa sites.

To isolate the effects of kappa upon spectral content, two rock sites, Gilroy 1 and 6,
which recorded the M 5.9 Coyote Lake and M 6.1 Morgan Hill earthquakes are ana
lyzed. Gilroy 1 represents a competent rock site reaching a shear-wave velocity of
about 2.0 km/sec. at a depth of 10 m while Gilroy 6 is a fault zone site with sheared
rock and low velocities at comparable depths (Fumal et aI., 1982). Figures 6-16
and 6-17 show average spectral shapes computed from the recordings compared to
model predictions for Gilroy 1 and 6 respectively. For the same two earthquakes, the
shapes computed from the recordings show significantly different spectral content at
short periods « 0.2 sec.). Gilroy 1 shows maximum spectral amplification at 0.1 sec.,
while Gilroy 6 has the peak shifted to about 0.2 sec. The site effect, through kappa,
captures the differences in spectral content quite well using values of kappa
of 0.025 and 0.055 sec. for the hard- and soft-rock site conditions respectively.

The ground motion model appears to capture well the essential aspects of earthquake
source and 1-D rock site effects upon the spectral content of strong ground motions.
Of importance to ground motion specification, the parameters used are few, physically
simple, and measurable from observations of weak motions. The next step is to evalu
ate the sensitivities of predicted ground motions to the I-D site parameters as well as
to the stress parameter.

Parameter Sensitivity

As demonstrated in the previous section, site response at rock sites is controlled pri
marily by the physical characteristics of the rocks beneath the site extending to depths
of about 1 km. To the extent that near-surface hard rock conditions are more preva
lent within stable or cratonic regions (i.e., ENA), associated earthquake sources are
more likely to have higher stress parameters (100 bars; Boore and Atkinson, 1987) than
corresponding soft rock conditions typical of active regions (WNA) (50 bars; Boore,
1986). To compare the differences in ground motions at a close distance (10 km) for a
range in magnitude, absolute 5 percent damping spectral accelerations are shown in
Figure 6-18. For average WNA and ENA conditions (Table 6-3) the spectra were
computed by applying Random Vibration Theory (RVT) to the Fourier spectral density
(Eq. 6-1) (Boore, 1983). Because of the point source approximation used in the
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Figure 6-16. Plot of average 5% spectral shape for station GA-1 over the magnitude
range of 5.9-6.1 for the Gilroy Array. Solid line is the BLWN model shape computed
with WNA parameters at 10 km for a moment magnitude 6.0 using a kappa of
0.025 sec.
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Figure 6-17. Plot of average 5% spectral shape for station GA-6 over the magnitude
range of 5.9-6.1 for the Gilroy Array. Solid line is the BLWN model shape computed
with WNA parameters at 10 km for a moment magnitude 6.0 using a kappa of
0.055 sec.
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computed for WNA and ENA parameters (Table 6-3).
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ground motion model, absolute values for the larger magnitudes (M > 6.5) may be
conservative. However, the interest here is not in examining predictions of absolute
levels of motions but to explore the ranges in differences in motions based upon differ
ent source and site parameters. Of particular interest in Figure 6-18 is the similarity in
absolute level of spectral acceleration at longer periods and the magnitude dependent
point of divergence at shorter periods. For M 7.5 and 6.5, ENA motions are somewhat
greater than corresponding WNA motions for periods longer than about 0.3 sec. At
M 5.5, the motions are nearly the same in this period range. For smaller magnitudes,
a crossover emerges and WNA motions are greater than ENA motions for periods
longer than the magnitude dependent crossover.

At short periods, ENA motions show much higher spectral levels than corresponding
WNA motions because of the differences in kappa values (0.006 sec. and 0.02 sec. for
ENA and WNA, respectively). The differences in short-period spectral content and
similarities in intermediate-to-long-period spectral content between WNA and ENA are
also reflected in the predominant frequencies associated with peak accelerations and
peak particle velocities (Table 6-4). The predominant frequencies are estimated using
RVT (Boore, 1983) and, for an M 6.5 earthquake are 12 and 25 Hz for peak accelera
tions corresponding to WNA and ENA motions respectively. The corresponding pre
dominant frequency for peak particle velocities is 2 Hz for both WNA and ENA. At
lower magnitudes, there are large differences in predominant frequencies for peak
particle velocities with ENA motions up to a factor of 2 greater than corresponding
WNA motions (Table 6-4). For earthquakes of M 5.5 to 7.5, the spectral accelerations
are similar for periods longer than about 0.3 sec. For shorter periods, to the upper
range of general interest, 0.03 sec., ENA motions are predicted to be a factor of three
or more greater than corresponding WNA motions. For smaller events, the separation
point moves to much shorter periods and the difference in levels of motion between
WNA and ENA increases with decreasing magnitude.

In the period range of similar spectral acceleration levels for WNA and ENA motions,
the source is primarily controlling the spectra while at shorter periods, the site controls
the spectra through kappa. The departures in spectral accelerations at short periods is
a result of the magnitude dependent shape (through changing corner frequencies with
magnitude) and the effects of kappa. The effect of a change in corner frequency with
magnitude, higher corner frequency with decreasing magnitude (Eq. 6-2), results in a
narrower band response spectrum. When combined with a high kappa value, the net
effect is a shift in the peak acceleration response to shorter periods with decreasing
magnitude.

This shift can most easily be seen in the predicted spectral shapes shown in Figure 6-19
(for WNA) and Figure 6-20 (for ENA). For WNA, the maximum spectral amplifica
tion occurs at around 0.1 sec. for M 7.5 and has a value of about 2.5. At M 2.5, the
peak has shifted to about .025 sec. with a value closer to 2. For larger values of kappa,
the period of maximum spectral amplification shifts to longer periods. For a kappa of
0.03 sec., the maximum shifts to about 0.2 sec. for an M = 6.5 earthquake (see
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Figure 6-13), which is comparable to the empirical shapes for rock motion (Seed et al.,
1976; Mohraz, 1976; Joyner and Boore, 1985; Idriss, 1985). The large kappa, 0.03 sec.,
required to shift the peak indicates a predominance of soft-rock sites in the data sets.

The predicted spectral shapes for ENA are shown in Figure 6-20. In this case, because
of the primarily much lower value of kappa (0.006 sec.), the period of maximum spec
tral amplification has shifted to about 0.03 sec. for M 7.5 and the frequency depen
dence has decreased as well. The maximum spectral acceleration shows less frequency
dependence as well and has a value near 2.5 for M 2.5 to 7.5.

To see if this trend in shifting of the peak with magnitude is shown in the observations,
a range in ML from 2.5 to 5.9 for the Coalinga, California, aftershocks is analyzed
(Table 6-5). Figure 6-21 shows average absolute spectral accelerations computed by
averaging the spectra for the horizontal components at all rock sites for earthquakes
with magnitudes at or near the categories shown (2.5, 3.0, 3.5, 3.9, 4.2, 4.6, 5.2 and
5.9). This was done to separate the spectra so that the shift in peak with magnitude is
more clearly presented. Also shown in Figure 6-21 are the spectra computed from the
model (dotted lines) with a kappa of 0.045 sec. The magnitudes used in the model
predictions range up to a half-unit higher than the corresponding ML magnitudes, which
may be the result of a localized difference in the scales. The corresponding M catego
ries that gave the best fits are 3.0, 3.5, 4.0, 4.25, 4.5, 4.6, 5.3 and 5.5. Because radiation
patterns and stress drops are largely unknown for these earthquakes and because the
source to site distances are variable, the BLWN spectra have been scaled to the aver
age peak accelerations of the recorded motions. From Figure 6-21 it is apparent that
the model captures quite well the shift in peak response to longer periods with increas
ing magnitude. The effect is a result of the decrease in corner frequency with
increasing magnitude and the site attenuation through kappa.

The large differences in spectral content at short periods between corresponding WNA
and ENA motions cautions against using WNA recordings for analyses appropriate to
ENA conditions. Additionally, the strong dependence of the spectral shape upon mag
nitude may impact analyses based upon simply scaling recorded motions to higher
levels to simulate a larger magnitude event.

As previously mentioned, the effect of changes in the stress parameter alone, all other
parameters remaining constant, is directly related to the absolute level of the Fourier
amplitude spectrum (Eq. 6-1) through a change in corner frequency. This effect
pertains to frequencies above the corner frequency and, in the omega-square source
model, is equal to the ratio of the new-to-old stress parameters to the 2/3 power. For
example, raising the stress parameter for WNA soft rock conditions from 50 to
100 bars, will raise the amplitude spectrum, and consequently the response spectrum,
by the factor (100/50) to the 2/3 power,,: 1.6. For an M 7.5 earthquake, the corner
period moves from 23 to 18 sec. and for periods shorter than about 18 sec., the
motions associated with the higher stress parameter will be about 60 percent higher
than those associated with the 50-bar stress parameter. These effects are shown in a

6-40



T
ab

le
6-

Sa
S

T
A

T
IO

N
S

A
N

D
E

A
R

T
H

Q
U

A
K

E
S

U
S

E
D

F
O

R
C

O
A

L
IN

G
A

A
F

T
E

R
SH

O
C

K
S

A
N

A
L

Y
SE

S
(S

M
A

-i
)

(4
)

83
07

09
5.

3
9.

5
(5

)
83

07
22

5.
9

9.
2

(6
)

83
07

22
5.

0
9.

5
(7

)
83

07
25

5.
1

9.
5

(8
)

83
09

09
5.

3
9.

5
83

09
11

4.
2

8.
0

0
1 I oj:
::. .....
.

E
ar

th
qu

ak
e

C
oa

li
ng

a
(2

)

D
at

e

83
05

09

M
ag

ni
tu

de

~
-

5.
1

S
ou

rc
e

D
ep

th
(k

m
)

12
.5

E
pi

ce
nt

ra
l

A
ve

ra
ge

D
is

ta
nc

e
S

ta
ti

on
H

or
iz

on
ta

l
P

ea
k

~
N

am
e

N
o.

A
cc

el
er

at
io

n
(g

)
-
-

14
.0

B
at

hs
46

T
03

0.
00

7
3.

0
A

nt
ic

li
ne

46
T

05
0.

23
3

(P
al

m
er

)
6.

0
S

ku
nk

46
T

06
0.

31
5

12
.0

B
at

hs
46

T
03

0.
05

9
12

.0
B

at
hs

46
T

03
0.

11
6

10
.0

B
at

hs
46

T
03

0.
03

5
10

.0
B

at
hs

46
T

03
0.

18
5

13
.0

B
at

hs
46

T
03

0.
01

4
12

.0
B

at
hs

46
T

03
0.

05
3



T
ab

le
6-

5b
ST

A
T

IO
N

S
A

N
D

E
A

R
T

H
Q

U
A

K
E

S
U

S
E

D
F

O
R

C
O

A
L

IN
G

A
A

F
T

E
R

SH
O

C
K

S
A

N
A

L
Y

SE
S

(G
E

O
S)

S
ou

rc
e

E
pi

ce
nt

ra
l

A
ve

ra
ge

C
oa

li
ng

a
M

an
gi

tu
de

b
D

ep
th

D
is

ta
nc

e
H

or
iz

on
ta

l
P

ea
k

A
ft

er
sh

oc
k

D
at

e
(M

r,
_

~
_
~
k
m
)
_

S
ta

ti
on

~
~
l
e
!
a
t
i
Q
n
l
g
)

A
83

05
03

22
3.

8
7.

64
8.

54
LL

N
0.

00
53

B
83

05
03

23
3.

5
8.

75
8.

93
LL

N
0.

02
49

D
83

05
07

00
3.

9
8.

92
8.

39
LL

N
0.

01
89

F
83

05
08

20
3.

6
7.

67
4.

35
LL

N
0.

00
92

G
83

05
09

02
5.

3
12

.0
4

5.
14

LL
N

0.
10

29
H

83
05

09
03

3.
6

12
.3

1
4.

65
LL

N
0.

00
17

I
83

05
09

03
4.

6
12

.4
3

4.
81

LL
N

0.
02

96
K

83
05

10
13

3.
9

4.
79

12
.4

6
LL

N
0.

00
36

K
2

83
05

12
13

4.
5

10
.9

8
6.

22
Y

E
W

0.
02

42
K

3
83

05
14

05
3.

9
11

.1
8

5.
56

Y
E

W
0.

02
69

L
83

05
16

01
3.

6
12

.0
3

6.
59

LL
N

0.
00

50
0

\
M

83
05

16
14

3.
9

9.
15

4.
94

LL
N

0.
00

84
I .j::
:..

N
83

05
06

13
2.

5
9.

80
7.

56
LL

N
a

0.
00

05
IV

0
83

05
07

05
3.

5
8.

92
2.

59
LL

N
0.

00
69

p
83

05
08

01
3.

5
8.

42
4.

35
LL

N
0.

00
11

Q
83

05
08

01
3.

1
12

.3
4

3.
09

LL
N

a
0.

00
10

2.
84

Y
E

W
0.

00
13

R
83

05
08

01
3.

0
8.

09
1.

69
LL

N
a

0.
00

54
3.

87
Y

E
W

0.
00

15
S

83
05

08
15

3.
1

3.
14

9.
3

LL
N

a
0.

00
21

4.
05

Y
E

W
0.

00
32

T
83

05
09

03
3.

0
12

.2
2

3.
95

LL
N

a
0.

00
18

3.
34

Y
E

W
0.

00
13

U
83

05
09

03
2.

6
11

.7
7

4.
26

LL
N

a
0.

00
15

3.
73

Y
E

W
0.

00
17

U
2

83
05

09
07

2.
5

6.
95

6.
37

Y
E

W
0.

00
03

V
83

05
09

20
3.

0
6.

73
3.

08
LL

N
a

0.
00

39
W

83
05

11
08

3.
5

11
.8

5
4.

93
LL

N
a

0.
00

19
X

83
05

12
21

2.
6

5.
38

.9
1

LL
N

a
0.

00
47



0
\

I -+:
>. w

T
ab

le
6-

Sb
(C

on
ti

nu
ed

)

S
ou

rc
e

E
pi

ce
nt

ra
l

A
ve

ra
ge

C
oa

li
ng

a
M

an
gi

tu
de

b
D

ep
th

D
is

ta
nc

e
H

or
iz

on
ta

l
P

ea
k

A
ft

er
sh

oc
k

D
at

e
~
L
_

(k
m

)
(k

m
)

S
ta

ti
on

A
cc

el
er

at
io

n
(g

)

y
83

05
14

17
2.

6
11

.3
0

3.
65

L
L

N
a

0.
00

06
3.

42
Y

E
W

0.
00

09
Z

83
05

14
17

3.
5

8.
88

3.
77

L
L

N
a

0.
00

28
Z

2
83

05
16

04
2.

7
7.

48
1.

61
Y

E
W

0.
00

30

aO
nl

y
on

e
ho

ri
zo

nt
al

co
m

po
ne

nt
o

f
th

is
st

at
io

n
tr

ig
ge

re
d;

va
lu

e
fr

om
on

ly
on

e
co

m
po

ne
nt

.
b

M
L

gr
ou

pi
ng

s
us

ed
in

F
ig

ur
e

19
ar

e
2.

5-
2.

6,
2.

9-
3.

1,
3.

5-
3.

6,
3.

8-
3.

9,
4.

2,
4.

6,
5.

0-
5.

3
an

d
5.

9



..
o
..-l

..

.,
"

'1
.,.1

I,........'o
..-l

orI ~ -

'"I

o-

~ L-_~_..L--.L.-L-1-~.u...__..L-.-~--L......L.....L..I....u.L.~O~_..L-.---'-~-"-"""'~l"""'O1
10 -e 10 -1 10

PIPr-loa (1lIPcDndll)

"I

-r:n
'"'
III

III

COALINGA RESPONSE SPECTRA
Magnitude 2.5 - 5.9

LrCEJiD
5 2:, A.L. IiTRTJCHi, ""·Z.5: R'V£RI:a: (J" 12 IOUZlNTll. CXl'FO£}{TS

5 :C, "-1. ""A'T10t&...... il.O!~ rr; 1:1 ~IztMll.~

5 ~, A.L. STATlOHS. "-0:,.5: IM::RAG£ or '4 l()RIZOl'{l~ COIf'Ot£KT5
5 A:, "-1. S'TA'T1OHS. ,,-. 3.9: AY£:RIa (J" 10 IOUztMll. CXll'I'Ot£t(fS
5 ~, A.L. STATJOHS, 1\.:4.2:~ or 02 l()RIZOl'{lIl.~5
5 2:, A.L. S'TA'TICHi, ....•... 6:~ (J" [).4 ID(IZOOIl. t::af'()fX[S

5 A:, A.L. ~10t&, 1t.·5.21 IMJRil;: or " ~IZOtml. caf:lCKWTl;
5 t, lU SlilTlM. ""-5.9: IMRfa or ~ IDlIZOIilIl. COtf>Ot£HTS

Figure 6-21. Average 5% absolute acceleration response spectra computed from
recordings of the Coalinga aftershocks recorded at rock sites (Table 6-5). Magnitude
(ML ) categories are 2.5, 3.0, 3.5, 3.9, 4.2, 4.6, 5.2, and 5.9 (solid line). Dotted line
shows WNA model calculations using a kappa of 0.045 sec for the magnitude (M)
categories (3.0, 3.5, 4.0, 4.25, 4.5, 4.6, 5.3, and 5.5) and scaled to the average peak
accelerations of the recorded motions.
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comparison of absolute acceleration spectra computed with 50 and 100 bar stress
parameters for WNA motions (Figure 6-22). Figure 6-22 shows the maximum differ
ences at short periods while covering at longer periods as the corner periods appropri
ate to each magnitude are approached.

The effects of kappa variations upon absolute accelerations spectra are shown in Fig
ures 6-23 and 6-24 for WNA and ENA motions respectively. The spectra have been
computed for an M 6.5 earthquake at a distance of 25 km. For WNA (Figure 6-23)
kappa varies from 0.01 to 0.04 sec. and the effects upon the short period «0.3 sec.)
portion of the spectra are dramatic. For these motions, doubling kappa decreases short
period spectral ordinates and peak accelerations by over 50 percent.

In Figure 6-24, the corresponding ENA spectral ordinates are shown for kappa values
ranging from 0.005 to 0.008 sec. As expected, because of the much lower values, the
effects of kappa are shifted to shorter periods and are much less severe.

Results of the parameter sensitivities indicate that for M above approximately 5.5, rock
site effects are a minimum for periods longer than about 0.3 sec. For periods shorter
than this, ENA motions characterized by lower kappa values and higher stress parame
ter will have levels of 5 percent damping absolute acceleration exceeding corresponding
WNA motions by factors approaching three at 0.03 sec. Changes in the stress parame
ter affect the spectra through the accompanying changes in the corner frequency. A
100 percent change in stress parameter results in a 60 percent change in absolute levels
of motion for frequencies higher than the corner frequency. Predictability of the stress
parameter for a given source zone probably is not less than a factor of two and may be
larger (Somerville et al., 1987). Ranges in ground motions may be expected to vary at
least 50 percent because of the uncertainty of this parameter.

Additionally, short period spectral ordinates are sensitive to kappa values for WNA
motions for periods less than about 0.3 sec. For these motions a 100 percent change in
kappa can change spectral ordinates by about 50 percent. For ENA or hard-rock
motions, the kappa sensitivity is shifted to much shorter periods and the effect or vary
ing kappa is much less. Accurate specification of strong ground motions for soft-rock
sites then requires a more precise determination of kappa than in hard-rock sites.

FACTORS AFFECTING GROUND MOTIONS AT SOIL SITES

The effects of a soil column upon strong ground motion have been well documented
and studied analytically for many years. Wood (1908) and Reid (1910), using apparent
intensity of shaking and distribution of damage in the San Francisco Bay area during
the 1906 earthquake, gave evidence that the severity of shaking can be substantially
affected by the local geology and soil conditions. Gutenberg (1927, 1957) developed
amplification factors representing different site geology by examining recordings of
microseisms and earthquakes from instruments located on various types of ground.
Since the 1930s, a number of Japanese seismologists have made contributions to the
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Figure 6-22. Comparison of 5% absolute acceleration response spectra (Sa)
computed for WNA parameters (Table 6-3) for stress parameters of 50 and 100 bars.
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Figure 6-23. Comparison of 5% absolute acceleration response spectra (Sa)
computed for WNA parameters (Table 6-3) for kappa values varying from 0.01 to
0.04 sec.
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Figure 6-24. Comparison of 5% absolute acceleration response spectra (Sa)
computed for ENA parameters (Table 6-3) for kappa values varying from 0.005 to
0.008 sec.
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theory of site response (e.g., Sezawa and Kanai, 1932; Kanai, 1950; Kanai et al., 1959;
Tanaka et al., 1973). These contributions generally included observations of site ampli
fication effects from small earthquakes and theoretical developments for solutions of
the wave equation at sites with up to three layers. These investigators generally found
reasonable agreement between theory and observations in amplitude and predominant
periods of site resonances. More recently, Borcherdt and Gibbs (1976), Seed et al.
(1969), Wiggins (1964), Idriss and Seed (1968), Berill (1977), Joyner et al. (1976), Silva
(1987), and Duke and Mal (1978) have shown that during small and large earthquakes
the surface soil motion can differ in significant and predictable ways from that on adja
cent rock outcrops. In addition, other investigators have utilized explosion data either
independently or in conjunction with earthquake data to examine site response charac
teristics (Murphy et al., 1971; Rogers et al., 1984; and Hays et al., 1979). Recent work
using horizontal as well as vertical arrays of instruments have demonstrated the general
consistency of the site response for seismic events of different sizes, distances, and
azimuths (Tucker et al., 1984; Benites et al., 1985).

Results of these and other studies have demonstrated, in a general sense, the adequacy
of assuming plane-wave propagation in modeling 1-D site response for engineering
purposes. The simple model then represents a useful analytical tool to approximate
site effects on strong ground motion.

Observations resulting from very general and broad classifications of soil sites suggest
some general features of soil effects to strong ground motions. Most notable are:
(1) a crossover in amplification to deamplification above around 5 Hz (shown in Fig
ure 6-25 to occur from about 0.1 to 0.2 sec. in the 5 percent damping Joyner-Boore
[1988] empirical pseudorelative velocity response), (2) a relative insensitivity of peak
acceleration (except for very shallow soil sites; Campbell, 1981) to rock or soil site
conditions for recordings at close distances (5: 50 km) considering the variance in the
measured values, (3) a significant and stable amplification of about 1.5 of peak particle
velocity at soil sites relative to corresponding rock sites (Joyner and Boore, 1988), and
(4) a range of amplification from about 0.8 to about 2.5 (Aki, 1988; McGuire et al.,
1989). Apart from the contributions of resonances that are generally averaged out
through the sampling of such broad data bases, these observations (as previously dis
cussed) represent the net effect of amplification resulting from velocity gradients and
attenuation resulting from material damping.

It is of interest then to determine the degree to which the simple vertically propagating
plane shear-wave technique can predict these effects as well as isolate the factors that
exert a controlling influence on 1-D site response.

In order to develop generic site amplification factors appropriate to predominantly
ENA sites, response analyses were performed for different site depths based upon the
generic profile shown in Figure 6-26 (McGuire et al., 1989). This profile was chosen to
be consistent with the generally stiff soils present in the eastern and central United
States. The profile was based upon the sand-like and till-like profiles determined by
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Figure 6-25. Predicted pseudovelocity response spectra for 5% damping at rock sites
(heavy line) and at soil sites (thin line) for d=O and M=5.5, 6.5, and 7.5. Spectra
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Figure 6-26. Standard soil profile appropriate for sand-like Central and Eastern
United States sites (gradient). Site categories I-V are indicated by their respective
soil column depths. Constant shear-wave velocity profiles represent averages (over
travel time) of the gradient profiles for each site category.
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Bernreuter et aI. (1985), from their review of FSARs and PSARs for nuclear power
plant sites. Bedrock shear-wave velocity was taken as 6,000 ft/sec. (Bernreuter, 1985).
This value is much higher than hard-bedrock shear-wave velocities appropriate for
WNA that would average around 4,000 to 5,000 ft/sec. (Campbell et aI., 1979). This is
consistent with the general nature of the difference in the near-surface crustal rocks
between WNA and ENA tectonic regimes.

Levels of input motion (rock outcrop) of 0.1, 0.3, 0.5, 0.75 and 1 g were used to accom
modate effects of material nonlinearity upon site response. Outcrop response spectra
were computed from the BLWN model (Equation 1) using ENA parameters
(Table 6-3). Distances, magnitudes, peak values, and predominant frequencies associ
ated with the outcrop motions are shown in Table 6-6. The equivalent-linear site re
sponse is computed by propagating the power spectral density of the outcrop motion
through the soil profile using the propagators of Silva (1976). Arbitrary angles of inci
dence may be specified but normal incidence is used throughout the present analyses.
RVT is used to predict peak time domain values of shear-strain based upon the shear
strain power spectrum. In this sense, the procedure is analogous to the program
SHAKE except that peak shear strains in SHAKE are measured in the time domain.
The purely frequency domain approach obviates a time domain control motion and,
perhaps just as significantly, eliminates the need for a suite of analyses based on differ
ent input motions. This arises because each time domain analysis may be viewed as
one realization of a random process. In this case, several realizations of the random
process must be sampled to have a statistically stable estimate of site response. The
realizations are usually performed by employing different control motions with approxi
mately the same level of peak acceleration. In the case of the frequency domain ap
proach, the estimates of peak shear strain as well as oscillator response are, as a result
of the RVT, fundamentally probabilistic in nature. Stable estimates of site response
can then be computed by forming the ratio of spectral acceleration predicted at the
surface of a soil profile to the spectral acceleration predicted for control motion.

The modulus reduction and damping curves used in the analysis are shown in Fig
ure 6-27. The variation of shear modulus with strain is taken as the upper range Seed
Idriss sand curve. The upper range was chosen as recent observations of site response
(Silva et aI., 1987) indicated that in-situ soil response to earthquake motions showed
less shear-strain dependency of shear modulus than that predicted by the mid-range
values. The damping curve used departs from the mid-range values at low strains to
accommodate observations of shear-wave damping for wave propagation at low levels
of motion (Joyner et aI., 1976; Joyner et aI., 1981; Johnson and Silva, 1981). The lower
shear-wave damping used here at the higher shear-strain levels is an attempt to recon
cile observations of higher peak acceleration values at deep soil sites from the Imperial
Valley 1979 event than would be expected from predictions using the mid-range curve.

Results of the response analysis for spectral amplifications at frequencies of 1, 2, 5, 10,
and 20 Hz for an outcrop motion of 0.5 g are shown in Figure 6-28. The 0.5 g level of
input motion is midway in the range considered and results in an average strain
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Table 6-6
MAGNITUDES (M) AND DISTANCES USED

IN OUTCROP MOTIONS

~ !pa(Hz) Vpb(em/sec) !pa(Hz) V/a. (em/sec/g) M R (km)

0.1 25 3 4 30 5.7 37.0
0.3 25 8 5 27 5.7 14.5
0.5 25 13 5 26 5.7 9.5
0.75 25 42 2 55 7.2 17.0
1.0 25 58 2 58 7.2 12.0

apredominant frequencies associated with acceleration and particle velocity estimated
by RVT.

bpeak particle velocity.
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compatible damping of about 7 percent for the profiles. Figure 6-28 reveals very
clearly the interaction of amplification and the effects of damping. At low frequencies,
1 Hz, the amplification is unity for shallow profiles and increases almost linearly to
about 2 at 500 ft. At 2 Hz we see the effects of damping and increased amplification
reflected in a more rapid increase with profile thickness, a peak around 250 ft at
about 2, and then a decrease and finally a crossover with the 1 Hz curve near 400 ft.
The curve for 5 Hz shows the same trend displaced toward shallower depths, peaking
near 50 ft. The curves for 10 and 20 Hz apparently peak for profiles shallower than
the 20 ft minimum used in the analyses. These latter two curves demonstrate the large
amplifications possible at very shallow soil (or fractured rock sites) for high frequency
ENA type motions. Recordings of aftershocks of ENA events (Boatwright and Astrue,
1983; Mueller and Cranswick, 1985; Cranswick et al., 1985) have shown rather large
amplifications (of Fourier amplitude spectra) at high frequencies for these type of sites.

The values of amplification, near 0.5 for the 20 Hz curve for the profile depth of
500 feet, are thought to be too low. These low values probably result from not accom
modating the effects of confining pressure upon damping. This would tend to decrease
the level of damping at depth for the deep profiles and result in less deamplification at
high frequencies. Since adequate models of the effects of confining pressure upon
damping are not currently available, a lower limit of 0.8 was chosen based upon general
observations (Aki, 1988; McGuire et al., 1989).

In a general sense, although these analyses are more appropriate to an ENA environ
ment having a stiff profile, high bedrock velocity, and a control motion rich in high
frequencies, the trends shown in Figure 6-28 are in accord with observations based
upon WNA experience. A crossover from amplification to deamplification occurs, in
this case at 10 Hz and at a depth of about 300 feet. At 5 Hz the crossover will occur
beyond a soil depth of 500 feet. Also the general range in amplification is about 0.8 to
about 2.5.

Figures 6-29 and 6-30 show the computed amplification factors for peak acceleration
and peak particle velocity for the range in control motions (0.1 to 1 g). For peak ac
celeration an amplification of about 1 occurs at a profile depth of around 250 feet for
an input in the range of 0.3~0.5g (average damping of about 7 percent) (Figure 6-29).
In Figure 6-30, the amplification of peak particle velocity reaches about 1.5 for similar
input levels and remains relatively constant to depths of 500 feet.

These trends are in reasonable accord with the observations of relative insensitivity of
peak acceleration to site conditions (excluding shallow sites < 50 feet) and amplification
of peak particle velocities of about 1.5 providing the data base is predominated by sites
whose depths exceed about 200 feet. While keeping in mind that the site response
analyses were performed for soil, bedrock, and outcrop spectral content appropriate to
ENA conditions, there is good general agreement between observed soil amplification
effects and those predicted by the simple I-D model.
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Parameter Sensitivity

From the general observations of site response, the effects of soil upon rock response
is a maximum amplification of about 3 on an average basis. This approximate range is
reflected in the computed amplifications shown in Figure 6-28, which range from about
0.8 to about 2.5. From Figures 6-29 and 6-30, the maximum range in amplification, due
to different levels of input motion, for a given profile thickness is about 1.5 to 2.0. This
range in computed amplification results from nonlinear soil response and is over
50 percent of the total effect. Although the change in shear-wave velocity contributes
to the lower amplifications at higher strain levels, and can be a controlling factor under
certain conditions such as the lakebed sites in Mexico City (Seed et aI., 1988), the main
dependence for more generic profiles is upon the strain compatible level of damping in
the soil. For example, the average damping for a 120 feet soil profile varies from
about 3.5 percent to about 7.0 percent for control motions of 0.1 and 0.5 g,
respectively.

To summarize, the controlling factor in predicting the response at soil sites is the ap
propriate value of material damping for the strain levels of interest as well as accom
modating the effects of confining pressure (depth). Different values of damping, each
reasonable in the context of current understanding of in-situ material properties, can
result in differences in computed values of amplification resulting from surficial soils by
amounts that are a significant percentage (over half) of the total computed effect.

Variability of Observed I-D Site Effects

The expected variability in site response at rock sites, for periods shorter than approxi
mately 0.3 sec., ranges up to about 3 and is due to the conditions of the rock beneath
the site. For soil sites, the maximum effect of the soil profile is about a factor of 3 as
well, and variations in assumed material damping result in a range in computed ampli
fication of about 1.5 to 2.0. The uncertainty in strong ground motion prediction for
peak values and response spectral ordinates generally ranges from about 1.5 to 2.0
(Campbell, 1988; Joyner and Boore, 1988). While not strictly a measure of the variabil
ity in rock or soil site response of a given site to different sources, the variance about a
fit does represent an estimate of statistical stability in measured values. This estimate
of variance, 1.5 to 2.0, is in agreement with the value of approximately 1.5 found in site
response studies in the Los Angeles Basin (Rogers et aI., 1984). If the variance in ob
served 1-D site effects is taken as approximately 1.5 to 2.0, then differences in proper
ties at rock sites and damping values in soil profiles are significant parameters in speci
fying site-dependent ground motions.

SUMMARY AND CONCLUSIONS

The effects of site conditions and geometry upon the spectral content of strong ground
motions at close distances (~50 km) to earthquakes has been examined. Topographic
effects were found to contribute observed amplifications of approximately 2 to 10 at
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ridge crests over observations at sites located at the bases for wavelengths roughly com
parable to the width of such structures. Predicted values generally ranged less than this
(from about 2 to 4). Factors contributing to this discrepancy are 3-D effects as well as
ridge-ridge interactions.

Amplification effects resulting from alluvial valleys can be separated into two types
depending upon valley shape. Wide and shallow valleys, with a shape ratio ~0.25, are
characterized in response by vertically propagating shear waves away from the edges
and a superposition of vertically propagating shear-waves with locally generated surface
waves near the edges.

Additionally, long-period body waves entering large basin structures at shallow inci
dence angles can become trapped and propagate across the structure as surface waves.
These surface waves can give rise to large amplifications as well as increased durations
over predictions using vertically propagating shear waves above.

Narrow and deep valleys, with a shape ratio ~0.25, are characterized by a different set
of mode shapes that involve 2-D resonances resulting in broad-band amplification
across the entire valley width. The fundamental resonance is shifted from the 1-D peak
and the level of amplification is much greater.

To isolate source, propagation path, and I-D site effects, a simple ground motion
model was presented. For rock sites, comparisons of model predictions with recorded
motions showed that the effects of near-surface dynamic material properties exerted a
controlling influence upon short-period motions (~ 0.3 sec.). Hard rock sites, associ
ated with low values of the attenuation parameter kappa (:- 0.006 sec.) showed signifi
cantly higher motions (up to a factor of 3) than soft rock sites with kappa values
around 0.02 sec.

For soil sites, equivalent-linear site response analyses for generic sand-like profiles of
different depths were subjected to varying levels of control motions. Response spectral
(5 percent damping) amplification factors at different frequencies as well as amplifica
tions of peak accelerations and peak particle velocity were computed. The results
indicated a general range in amplification of about 3 (0.8 to 2.5) for profiles ranging in
depth from 20 to 500 feet. The controlling parameter in the amplification factors was
the level of strain compatible damping. Ranges in control motion from 0.1 to 1.0 g re
sulted in a range of about 1.5 to 2.0 in values of the computed amplification factors.

RECOMMENDATIONS

2-D Site Effects

For both topographic and alluvial valley effects, clearly the need is for more good qual
ity data with calibrated instrumentation and careful statistical analyses. Model predic
tions for topographic effects continue to underestimate observed amplifications by
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amounts significantly greater than the variance of the observations. If the departures
between theory and observations are related to 3-D effects and ridge-ridge interactions,
the use of computations to evaluate these effects on a site-specific basis becomes very
costly in terms of geotechnical characterization and numerically cumbersome as well.
As a result, if the effects can be shown to be stable and robust with respect to a few,
simple to measure parameters, empirical correction factors, analogous to Boore's
(1986) amplification factors, may prove useful.

For alluvial valley effects, more data are required to better resolve the conditions under
which valley amplification as well as motion duration differs in a significant way from
1-D theory. Because the cost of accurately characterizing a 2-D or 3-D valley feature
in terms of geotechnical properties is enormous, empirical correction factors applied to
1-D response evaluations may be useful here as well.

In terms of modeling 2-D and 3-D basin response at short periods « 1 sec.), material
damping likely will be a controlling factor. It is essential then that ground motion mod
eling accommodate accurate damping models in terms of frequency dependence and
vertical as well as lateral changes in damping. In addition, for high levels of motion,
accurate 2-D and 3-D nonlinear soil models are needed to model basin response
realistically.

I-D Site Effects

For rock sites, the effects of near-surface velocity gradients and material damping on
short period motions needs to be further quantified. Correlation of rock properties
with measured values of kappa at surface sites as well as analyses of vertical array data
would be most useful. Analyses of deep wells in hard and soft rock for shear-wave
velocity and damping, coupled with ground motion data recorded at least at the surface
would be ideal in quantifying the physics of site effects at rock sites.

For soil sites, in evaluating the amplification effects at high levels of motion, appropri
ate levels of in-situ damping are a controlling influence. To determine the degree to
which laboratory based nonlinear soil models correspond to in-situ conditions, more
observations of large-strain soil response using vertical arrays coupled with carefullabo
ratory analyses are required. A significant aspect of the recommended observations
and analyses is an evaluation of the effects of confining pressure upon damping. This
can be done by analyses of the vertical array data correlated with carefully performed
laboratory test results.

For recommendations regarding the need for increased good quality data for 2-D topo
graphical and alluvial valley effects as well as 1-D rock site effects, the results of Tucker
and King (1984) should be emphasized. They found that the response characteristics of
valleys applies to direct shear-waves as well as to coda waves. These results were also
found to apply to 1-D soil site effects by Benites (Benites et al., 1985) and Silva (1987),
and to both rock and soil sites by Aki and Phillips (1986). In addition, careful
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application of microtremor experiments may reflect amplification patterns applicable to
direct shear-wave and to coda waves (Lerma et al., 1988). As a result, experiments
designed to observe topographic, alluvial valley, and 1-D site effects may be able to
employ coda waves as well as microtremors as seismic sources. This would reduce
monitoring time and allow data to be gathered from areas of relatively low-level local
seismicity.

PANEL REPORT

The objectives of this panel are twofold: (1) to assess the importance of incident wave
field complexity, vertical and lateral variability of material properties, and site geometry
upon strong ground motions and (2) to recommend research areas aimed at quantifying
the effects of such complexities on strong ground motion as well as improving the pre
dictive capability of such effects.

IMPORTANCE

Research guidelines in this area are divided into 1-D effects and 2-D to 3-D effects.
Largely through necessity, the geotechnical engineer nearly always assumes that site
response can be evaluated as a I-D problem and typically models a vertically propa
gating plane shear wave from some basement rock at depth through a soil column to
the surface. Oftentimes "basement" is poorly defined and may, in reality, be the depth
to which the deepest rock or soil core was taken for geotechnical characterization.

For the seismic design of structures, the procedure followed in practice is to input the
seismic load at the foundation level of the structure in the form of acceleration time
histories or response spectra. Using appropriate analytical techniques, the response of
the structure is then analyzed.

In most cases, seismic records of the motion are not available. In such cases, synthetic
time histories or records from other earthquakes with similar site characteristics are
used. When site-specific records are available, these are generally obtained from re
cordings made at the ground surface. The surface motions are then transferred to the
foundation level using 1-D programs such as "SHAKE" and are then referred to as the
design ground motion. If time histories of motion are obtained at rock outcrops near
the sites, the same motion is assumed at the bedrock surface underlying the site, and
the recorded motions propagated through the soil column, again assuming vertically
propagating shear waves.

The 1-D vertical propagation motion model works adequately for many engineering
problems and is widely used in practice because of its simplicity and ease of use. In
some cases where 2-D or 3-D effects of the ground motions are suspected, the effects
of this perturbation may be enveloped by the design response spectra, and thus ab
sorbed in the design. However, recent evidence suggests that 2-D or 3-D models of the
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ground motion characteristics can be significant and should be considered for sites
founded upon sediment filled valleys or in areas of considerable topographic relief.

EFFECTS OF SITE GEOMETRY ON STRONG GROUND MOTION

Laterally varying structures such as surface topography, dipping interface, and changes
in material properties contribute 2-D and 3-D aspects to ground motion specification.
These nonhomogeneous effects, resulting from scattering, focusing, and mode conver
sions, are present at all sites to some extent. In some cases, these effects can signifi
cantly alter the spectral content of the ground motions as well as increase the duration
of strong shaking.

Topographic Effects

Topographic effects are caused by a focusing of energy near ridge crests and the inter
action of the primary (incident) wavefield with outgoing scattered surface waves (Bard,
1983). The resulting total wavefield shows broad-band amplifications at ridge crests
and is most pronounced for wavelengths that correspond roughly to the width of the
structure. Along the slopes and at the bases of elevated geologic structures, the inter
action of the primary field with the scattered fields results in complicated patterns of
amplification and deamplification. This varying pattern is associated with rapidly vary
ing phase and may be expected to give rise to differential motions, which could be of
concern to extended structures.

Computed values of amplifications at elevated structures generally underpredict ob
served crest-to-base ratios by considerable amounts. Observed amplifications range
from about 2 to 20 in the spectral domain (Fourier and response) (Bard, 1983) and can
be as high as 30 (Davis and West, 1973).

In the time domain these amplifications generally are observed to range up to about 5
(Griffiths and Bollinger, 1979). Predicted values of ridge-to-base amplifications are
generally much less than these and range from 3 to 4 in the spectral domain to less
than 2 in the time domain (Geli et al., 1988) (Table 6-7). The differences between
predicted and observed crest-to-base topographical effects are up to about 10, which is
a factor of 3 higher than the predicted total effect. Causes of this significant underesti
mate are related to the influence of 3-D effects, as well as ridge-ridge interactions (Geli
et al., 1988).

The lateral dimensions of geologic structures that may impact strong motion depends
upon frequency through wavelength. If the bandwidth of interest to engineered struc
tures is taken as 5 sec to 25 Hz and assuming the shear-wave velocities near the earth's
surface range approximately from 1 to 3 km/sec for soft and hard rocks respectively
(Silva and Darragh, 1989), the corresponding range in wavelength is 40 m to 5 km and
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Table 6-7
2-DIMENSIONAL GEOLOGIC STRUCTURAL EFFECTS

INFLUENCE MATRIX

Quantitative
Structure Conditions Type Size Predictability'l

Surface Topo- Sensitive to Amplification at Ranges up to a Poor: generally
graphy shape ratio, top of structure factor of 30 but underpredict

largest for ratio amplification generally from size. May be
between 0.2 to and deamplifica- about two to 10 because of ridge
0.6. Most pro- tion at base, interaction and
nounced when rapid changes in 3-D effects
wavelength amplitude phase
mountain width along slopes

Sediment-Filled Valleys

1) Shallow and Effects most Broad band I-D models may Good: away
wide (shape pronounced amplification underpredict at from edges I-D
ratio <0.25) near edges. across valley higher frequen- works well, near

Largely verti- because of cies by about edges extend
cally propagat- whole valley two near edges 1-D amplifica-
ing shear waves modes tions to higher
from edges. frequencies

2) Deep and Effects through- Broad band 1-D models may Fair: given
narrow (shape out valley width amplification underpredict for detailed
ratio >0.25) across valley a wide band- description of

because of width by about vertical and
whole valley two to four away lateral changes
modes from edges. in material

Resonant properties
frequencies
shifted from
I-D.

3) General Local changes in Increased Duration of Fair
shallow sedi- duration significant
ment thickness motions can be

doubled

4) General Generation of Increased Duration and Good at periods
long period amplification amplification of exceeding
surface waves and duration significant 1 second
from body waves because of motions may be
at shallow trapped surface increased over
incidence angles waves I-D predictions

a Good: generally within a factor of two.
Fair: generally within a factor of two to four.
Poor: qualitative only, can easily be off by an order of magnitude.
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120 m to 15 km, respectively. Topographical irregularities of dimensions near to this
range may then exert considerable influence upon corresponding ground motions de
pending upon the shape ratios of the topographic structures (Geli et al., 1988)
(Table 6-7).

Alluvial Valley Effects

Consideration of ground motions in alluvial valleys is fundamentally an assessment of
departures in response from the classical vertically propagating plane shear-wave 1-D
mode (Seed and Idriss, 1969; Schnabel et aI, 1972). The main effect of the curvature
of the sediment-basement interface is the generation of surface waves, as well as
trapped body waves, which propagate in the alluvium and superpose with the vertically
propagating shear waves. This results in an amplification of motion as well as in
creased duration over 1-D soil effects alone.

Observations suggest that the simple 1-D model works well at and near the valley cen
ter in predicting the effect of the valley response to outcrop motions (King and Tucker,
1984). This observation is also predicted in modeling (Bard and Gariel, 1986) that, as
one may expect, is more appropriate for shallow and wide valleys (shape ratio ~0.25,

Table 6-7) than for deep and narrow valleys. Edge effects, associated with rapid
changes in soil thickness, may give rise to the local generation of surface waves and
trapped body waves that because of material damping do not significantly alter the
short period spectral content of motions some distance from the edges (Tucker and
King, 1984). Table 6-7 lists the range of effects for shallow valley features.

For deep and narrow valleys with large shape ratios (~O.25), a change in response
occurs that involves a new set of mode shapes affecting the valley as a whole (Bard and
Bouchon, 1985; Bard and Gabriel, 1986). This class of mode shapes involves in-phase,
large amplitude motions of the whole valley. For valleys of this class, deep and narrow,
1-D theory gives a conservative prediction near valley edges (Bard and Gariel, 1986)
but seriously unpredicts the valley effects at high frequencies (by a factor of 2 to 4) into
the valley center. Table 6-7 shows an influence matrix of 2-D effects that summarizes
the results discussed here for topographic as well as alluvial valley features.

Observed spectral amplifications of alluvial valley sites (Fourier spectra) with respect to
outcrop motion generally ranges up to about 10 (King and Tucker, 1984) and are in
reasonable accord with predictions. Spectral amplifications as high as 30 have been
measured for the lake bed in Mexico City (Lermo et aI, 1988). Seed et al. (1988),
modeled the amplification effects of the shallow (approximately 60 m) clay layer be
cause of the September 19, 1985, M 8.1 earthquake remarkably well using the simple
1-D theory. However, the increased duration compared to outcrop motions at some of
the sites is unaccounted for in the simple theory and may be related to lateral changes
in thickness in the shallow clay layer and thus local generation of surface waves (Bard
et aI, 1988).
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Variability of Observed 2-D Site Effects

As a result of the careful observations of both topographical and alluvial valley effects
in the Garm region of the USSR, the standard error of variation in amplification has
been quantified (Tucker and King, 1984). Mter careful instrument calibration that
quantified the variability of system response, repeated measurements of ridge and val
ley effects has shown that the observed variability in amplifications is approximately
1.5 (Tucker and King, 1984; Tucker et aI, 1984; King and Tucker, 1984) and that ridge
and valley effects depend weakly upon source azimuth and incidence angle for distant
sources. Observed topographic and alluvial valley effects, ranging from about 2 to 10
are then resolvable on a repeatable basis and are generally significantly greater than
the measurement uncertainty.

To summarize, topographic effects because of rapid and significant changes in elevation
over the dimensions of approximately one wavelength generally range from about 2 to
10 and are most pronounced at the ridge or hill crest and for wavelengths comparable
to the width of the structure. The sides of topographic highs undergo patterns of
amplification and deamplification with associated rapid changes in phase. Alluvial
valley effects that result in departures from the vertical propagating shear-wave model,
are largest for sites located in high aspect ratio valleys (large thickness to half-width
ratios, >0.25) and away from valley edges where the simple 1-D theory may under
predict the effects by a factor of 2 to 3 (Bard et aI, 1988). For shallow and wide valleys
(shape ratio <0.25), such as the lake bed sites in Mexico City have demonstrated, the
response is dominated by vertically propagating shear waves, particularly away from the
edges. Although the 1-D theory captures many of the essential features of amplifica
tion because of shallow alluvial valleys, it fails to explain the increased durations ob
served at some sites. The increased durations of significant motion shown by some of
the lakebed sites in Mexico City require the effects of local generation of laterally
propagating energy, perhaps because of thickness variations in the shallow clay layer
(buried valley or depression with a valley).

Careful observations of topographic as well as alluvial valley effects have quantified the
variability of observed amplifications to a factor of about 1.5. Additionally, the obser
vations have shown a weak dependence of amplifications to source azimuth and inci
dence angle (Tucker and King, 1984).

RESEARCH NEEDS

Shallow Crustal Effects

The effects of vertical gradients of shear wave velocity and material damping in the
upper 1 to 2 km beneath the site have been shown to exert a significant influence on
the spectral content of ground motions recorded at rock sites for frequencies exceeding
about 1 Hz. Presently, disagreement exists as to the cause of such effects as related to
source processes or site effects or perhaps to both. In order to resolve this issue as
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well as improve the prediction of short period ground motion properties, observations
of ground motions at deep borehole sites are needed. Ideal experiments would include
boreholes in both soft and hard rock, drilled to depths of 2 to 3 km (some of which
already exist), measurement of in situ shear wave velocity and damping values, and
placement of several three-component instruments within the borehole and at the sur
face. Analyses would consist of determining how the spectral content varies with depth,
coupled with appropriate I-D or 2-D modeling of the site effects.

Analyses of New and Existing Data Sets Collected Within Complex Basins and at Rock
Sites

When feasible, a basin should be instrumented with hundreds of instruments to collect
aftershock data to capture the complex response of the basin. This experiment would
provide much needed data to study the effects of basin geometry upon strong ground
motion. In lieu of the completion of such an experiment, new low-strain microtremor
data should be collected at existing strong motion sites and other sites that may be of
interest to the basin geometry problem. The site characteristics of the recording sites
should be determined in detail; i.e., shear-wave velocities, boundary depths, damping,
and density should be obtained to depths of at least 100 to 200 m. At some sites,
uphole/downhole installations should be analyzed. These data would provide the bases
for a variety of studies.

Existing and new data that measure the variation in spectral site effects for
alluvium/rock pairs using both strong motion and weak motion records should be com
pared to the predicted site effects based on I-D models. The responses as a function
of basin geometry, source position (i.e., intrabasin versus extra basin), wave type, and
predominant period should be quantified, and the range of error and mean error
should be estimated. The applicability of the engineering practice of propagating time
histories through alluvium sites with predicted records based on "propagationtt of other
nearby recordings through the I-D alluvium model should then be tested. The com
parison should be quantified as a function of basin geometry, source position, and
wave-type. An experimental approach to this is as follows:

1. Use data from the SMART-l array to study the effects of basin geometry. Test
the I-D models predictive capability; Le., do these models predict spectral and
peak ground motion effects across the array?

2. Set up arrays at closely spaced rock sites to study the variability in rock site
effects.

3. Obtain the recording site properties, as above.

4. Attempt to model the relative rock-rock variations using I-D models of the rock
column.
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Observations of Wavefield Continuity and Complexity in Dynamic Material
Properties Upon Strong Ground Motion

In order to resolve the effects of lateral heterogeneities, seismic wavefield observations
at 3-D arrays are needed. Material properties in the spatial volume occupied by the
array as well as for some distances beyond should be supplied to a scale less than about
one-quarter wavelength corresponding to the higher frequencies of interest. Changes in
seismic velocities greater than about 10 percent over this scale length should be re
solved. Both short-period (small scale) and long-period (large scale) arrays as well as
rock and soil conditions should be considered.

A common engineering practice is to assume that a seismic recording from a rock out
crop nearby to a soil site can be deconvolved to generate the input motion at the base
of the soil column. Two problems arise: (1) the spatial incoherence of waves contri
butes variability in the ground motion, even for relatively homogeneous site conditions
and (2) the deconvolution process is often ill-constrained because of insufficient
knowledge of the soil properties (seismic velocities) and assumes simple, vertical plane
wave propagation. Special 3-D arrays should be designed to place uncertainties on this
approach. At the surface, arrays should be designed to capture both soil and rock
motions. At depth, seismometers should be placed at each soil and/or rock horizon in
order to directly measure the variability in the input motion at each interface.

Analysis of array data would include phase coherency, quantifying the degree of lateral
as well as vertical variation in Fourier amplitude and response spectra, and changes in
duration aspects across the array.

Results from such analyses would be an association of heterogeneity scale dimensions
with wavefield characteristics. The effects of size and depth of laterally heterogeneous
features upon seismic waves in terms of amplitude, spectral content, phase distortion,
and durations could be assessed. These results would be directly applicable to estab
lishing guidelines in determining resolution required in site investigations in order to
obtain given levels of uncertainty in ground motion estimation.

Amplification of Ground Motions by Topography and Basins

Fundamental to the prediction of short period (> 1 Hz) basin response is the question
of nonlinear soil response. Linear model calibrations or validations using observations
of low levels of ground motions are of questionable use in applications to predictions of
higher levels of motion (particularly for shear strains exceeding 10-2 percent in satu
rated sandy soils). In general, the question of the degree of nonlinear response of
in situ soils to strong ground motion must be resolved before linear 2-D and 3-D anal
yses are used to predict high levels of strong ground motion. This reality must be kept
in mind as a bottom line consideration in any research program designed to increase
the predictive capabilities of the effects of soils on strong ground motions.
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The following research activities are designed to develop an understanding of how these
effects are generated and how they can be predicted, and to develop criteria for recog
nizing the potential presence of these effects.

1. How predictable are these effects, given our current abilities in modeling wave
propagation and characterizing material properties?

Initially, existing methods of modeling the effects of topography and basins may
be tested using existing ground motion data. A useful data set would be a pro
file of recordings across a topographic feature or a basin, including control
motions that are remote from the influence of lateral structure. The modeling
methods may include both physical models (e.g., using foam rubber) and com
puter models (using analytical or numerical methods). The approach is to
model the recorded time histories across the profile, or the ratio of the
structure-affected motion to the control motion. With a relatively modest level
of effort, these studies can provide a direct assessment of our ability to predict
the effects of topography and lateral variations in subsurface geology.

As a second phase of this activity, improvement in the accuracy of the modeling
results may be sought by improving the characterization of the material proper
ties (wave velocities and damping at the sites). This can be done by acquiring
more detailed measurements of the material properties at these sites by geo
physical studies. The degree of improvement in predictive ability that results
can be evaluated, and used to guide the design of more detailed studies.

Examples of data sets that are available for the study of topographic effects
include aftershock recordings of the San Fernando, Nahanni, Valparaiso (Chile),
Superstition Hills, and Loma Prieta earthquakes. For studies of basin effects,
examples of available data are the recordings of the San Fernando earthquake
in the San Fernando Valley and Los Angeles Basin, the recordings of the
Michoacan earthquake in Mexico City, the recordings in the Garm region of the
USSR, and recordings at the SMARTI array in Taiwan.

2. What is the cause of the large amplification effects associated with topography
and basins?

Current computational models tend to underpredict the large amplifications that
are associated with topography. FundameOntal studies of the wave propagation
phenomena associated with topographic amplification are required in order to
understand the large amplification effects that are observed. It is anticipated
that these studies may require the collection of data on topographic effects at
sites under conditions in which the seismic source and material properties are
well known. It may be possible to adapt existing array sites having good control
on material properties, such as those in Parkfield and Taiwan, for these experi
ments. The detailed design of these experiments can be based on the

6-69



knowledge gained about wave interactions with topography in Task 1. It is
expected that analysis of the data from these experiments will lead to the devel
opment of more accurate methods for modeling wave interactions with
topography.

Although body waves entering a horizontally layered structure from below can
not become trapped in that structure, small departures from horizontal layering
can result in the trapping of waves within the structure. We need to identify the
kinds of lateral variations in structure that can lead to significant amplifications
through the trapping of waves. This requires the acquisition of data in basins
and valleys where the seismic source and material properties are well known,
and the analysis of the wave propagation phenomena that given rise to the ob
served amplification effects.

It is expected that analysis of the data from these experiments will lead to the
development of more accurate methods for modeling the trapping of waves in
laterally varying media. Refined computer models that include realistic repre
sentations of damping should also be developed.

3. What are the ranges of these effects on strong ground motions?

Careful analysis of the strong motion data base using information about
the topographic conditions and basin structure can provide an empirical
estimate of the ranges of these effects on strong motions. However, we
will not always be able to isolate the effects of topography and subsurface
geometry from other effects in the empirical data base and the data base
may not represent the full range of possible effects. Using modeling
methods that have been carefully validated against recorded data, it is
possible to explore the ranges of effects that topography and lateral
structure may have on ground motions, and thereby extend our under
standing of these phenomena beyond the limits of the empirical data
base. This can be done by performing sensitivity studies using 2-D mod
els having arbitrary levels of complexity in both surface topography and
subsurface velocity structure. Modern computers can readily perform
these computations throughout the frequency range of interest to earth
quake engineering. With further increases in the speed of computers, it
will become feasible to also analyze 3-D linear models. The graphical
display of these calculated wave fields in movies or color monitors can
play an important role in developing an intuitive understanding of the
interaction of wave fields with geological structure and may lead to the
formulation of simplified approaches to the calculation of these wave
fields.
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4. How can the uncertainty in the predicted effects be reduced?

One aspect of prediction uncertainty relates to the adequacy of the model as a
presentation of the wave propagation phenomena. This modeling uncertainty
can be quantified by measuring the goodness of fit between recorded and calcu
lated ground motions in situations where the material properties of the medium
are known. Modeling uncertainty can be reduced by improving the physical
basis of the model. A second kind of prediction uncertainty can be estimated by
varying the values of the material property parameters within their uncertainties
and measuring the effect on the ground motions. It can be reduced by more
detailed measurement of the material properties. A third kind of uncertainty is
that caused by randomness, such as wave scattering by features of the medium
that are not resolved in the structure model. If a model for this scattering pro
cess can be developed using in-situ measurements, it may be possible to include
it as part of the wave propagation model and thereby reduce the random uncer
tainty.

5. How can we recognize the potential occurrence of significant amplification ef
fects at a site?

The investigations of the previous tasks are designed to provide us with a physi
cal understanding of the wave propagation phenomena that are responsible for
producing amplification of ground motions on ridges and basins, and the ability
to predict these effects. Given this basic understanding, it is then possible to
describe the conditions under which potentially significant amplifications may
occur. If this information is disseminated among practicing engineers, they will
be able to recognize potentially hazardous conditions and know how to proceed
to evaluate those hazards.

The information to be disseminated can take several forms. Simplified correla
tions between shape factors and dimensions of ridges or basins and changes in
amplitude, frequency content, and duration of ground motion can be developed
based on recorded data and modeling results. Catalogs of case histories can be
prepared that the engineer could search for analogs to specific sites. The
graphical display of recorded or calculated wave fields can play an important
role in developing an intuitive understanding of the interaction of wave fields
with geological structure, both for the wave propagation specialist and the geo
technical engineer. These information displays should lead to the development
of simple criteria for establishing whether potentially hazardous conditions exist
that require further evaluation.

Physical Scale Modeling

Physical modeling is a tool that can be used to examine several of the problems that
are the topics of this workshop, including the effect of sloping sites, the effects of
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spatial variability of the near-surface geology, site geometry. The simplest physical
models are made from a homogeneous medium, such as foam rubber, and are excited
from below, so that the dominant wave types are body waves. However, it is also not
difficult to build physical models with layers of differing properties, and cut the topog
raphy into these, or to make physical models with dipping layers. These can be used,
for example to study the effects of a hard capstone rock layer overlying softer mate
rials. The layered models will support surface waves, they are as effective for modeling
pile foundations or structures with complex foundation shapes as they are for simple
foundations.

Compared with numerical models, physical models have some disadvantages and some
advantages. Disadvantages of the physical model are that there is little flexibility in
modifying the model after it is built, that only a limited frequency band can be studied
(but frequencies of interest can always be handled), and attenuation of the model ma
terial may be difficult to match to attenuation in the earth. Advantages are ability to
easily handle arbitrary 3-D complexity in the geological model, potential lower cost than
finite element analysis, ability to handle very large model size, and ease in generation of
different types of waves or arbitrary angles of incidence.

Scale models may be used for several applications. First, they may be used to examine
what types of 2-D topographies are likely to cause ground motion problems. A critical
variable seems to be the shape of the structure and ratio of height to base. Second,
they are appropriate to determine what types of subsurface structure are likely to cause
critical failures of I-D analysis. Finally, they should be used to examine when 2-D
calculations fail and full 3-D calculations are in order. Our goal is to provide simple
guidelines on when a site needs to be flagged for possible problems.
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Chapter 7
SEISMIC ARRAYS

Seismic arrays are being used in a number of countries to collect information about
ground response during seismic events. These arrays typically involve accelerometers
or seismometers that are located either on or below the ground surface in a seismically
active area. Acceleration data collected from these arrays during seismic events have
been used to provide valuable information about earthquake source mechanisms, earth
quake energy propagation, and topography effects. More recently, data from arrays
have provided information about the nonlinear behavior of soil during seismic loading.
The current state of the art of seismic arrays relative to dynamic soil property and site
characterization was reviewed and summarized by Dr. Brian E. Tucker, Principal Geol
ogist with the California Division of Mines and Geology. Following Dr. Tucker's pre
sentation, a panel consisting of Brian Tucker (panel leader), C.B. Crouse (panel
recorder), Norm Abrahamson, G. Bongiovanni. c.Y. Chang, Herman Graves, Tom
Holzer, Tsuneo Katayama, Mario Ordaz, and C.K. Shen met, reviewed the state of the
art, and then prepared a panel report. The panel report includes a summary of
research needs relative to the installation and interpretation of data from arrays.

SOA REPORT

This state of the art report presents, as objectively as possible, the thoughts of research
ers who were contacted through the mail regarding the state of the art for networks
and arrays. In the present context, networks refer to instruments that are typically
installed in structures and cover a large area, whereas the arrays involve multiple
instruments installed on or below the ground surface in a local area. Following the
state of the art discussions, a summary of the author's views regarding importance,
uncertainties/limitations, and research needs is given. Generalizations were made when
expressing these views. Whereas others may not share these same views, they will meet
the wish of the workshop organizers by "stimulating a spirited discussion during the
workshop session."

STATE OF THE ART

In order to answer the questions posed by the workshop organizers, as many operators
of strong-motion arrays as possible were contacted in the time available to ask for their
opinion of the state of the art. In doing so, the familiar issue of the distinction between
arrays and networks had to be faced. Although this workshop is concerned with arrays
and, in particular, their use in understanding dynamic soil characteristics, the experience
of operators of networks is clearly valuable in answering many of the questions asked
about the state of the art. For this reason, questionnaires were sent to operators of
arrays and networks alike. The list of network operators that were contacted appears
in Appendix C, and the list of array operators appears in Appendix D. Individuals who
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responded to the questionnaire are indicated in both lists in bold; their responses to the
questionnaire are reproduced in the appendices.

Network

Because the responses from the network operators were so numerous and of less direct
bearing on this workshop than the responses of array operators, a summary of the
response was prepared. This summary of necessity generalizes the individual responses.
For details, the reader is referred to the questionnaires themselves in Appendix C.

What instrumentation is used? Predominantly analog instruments have been installed,
but several operators are now beginning to switch to digital. Typically, the accelero
meters are installed in small structures and in the basements of buildings, not in spe
cially designed, light-weight structures.

What data have been obtained? One develops the impression from the questionnaire
responses that most operators feel they have just begun receiving a return for their
investments of time and money. One is struck by the contrast between the large effort
expended in designing, installing, and maintaining these networks and the rather small
data set that has been obtained thus far. (The network in Guerrero, Mexico, comes to
mind as one exception to this statement.).

How were the sites characterized? Typically, network sites were characterized only by
visual inspection and the use of a geologic map. Often only simple descriptive terms,
such as "hard rock" and "soft soil," are used. In some cases, seismic techniques are
used but only rarely down-hole methods. In spite of the rather rudimentary nature of
these methods, most network operators seem to feel that they have been adequate,
given current budgets.

What simple lessons have been learned regarding the operation of the network? There
is a need for a high level of commitment by the operating agency to provide well
trained, well-equipped technicians, to perform instrument calibrations, field mainten
ance, data processing, and data dissemination. There was a consensus that regular
maintenance was as essential to have as difficult to provide. Good, frequent calibration
of instrument clocks was important but difficult to obtain. Analog instruments seem
adequate for most purposes, but most people feel that soon digital instruments will be
the instrument of choice, requiring less maintenance and providing better records.
Surface accelerometers are much more reliable than down-hole accelerometers; even
the humidity in underground vaults often damages circuitry.

The consensus also indicates that networks need a clearly defined scientific objective.
Data acquisition over phone lines is used in several networks and has been found to be
reliable and extremely useful. There is a need for well-planned data reports. The
concept of a parked, mobile array has its advocates. Although documenting site char
acteristics is recognized as important, it is expensive and typically the product is not
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publishable; thus, archiving and organizing site characteristics is a challenge for isolated
researchers and probably needs a long-term commitment by management.

What simple lessons have been learned regarding ground response to earthquakes?
One telling response was that there are no simple lessons yet; each new observation
has been a surprise. Several operators cited as the most important lesson that soil sites
can experience ground motion in some frequency bands, one order of magnitude
greater than nearby rock sites experience. Near surface (O-200m) layers, even at so
called "rock" sites, significantly magnify incoming wave fields.

Ground response varies significantly across even a relatively small, flat, and seemingly
simple site. One operator reported that response varies with magnitude and epicentral
distance of the earthquake. Incoherence increases with frequency and station separa
tion. Topographical effects are sometimes ignored when they should not be. One
operator mentioned a new problem connected with site characterization, namely that it
is difficult to get consistent field measurements from different survey teams who have
made measurements in the same borehole. (Note that this problem is different
from--in some ways, more fundamental and troubling--than the two problems identified
by the Electric Power Research Institute (EPRI), namely (1) how to combine accu
rately the results of field and laboratory tests into a reliable prediction of in situ char
acteristics and (2) how to account for the spatial variation of these dynamic properties
within the site characterization process.)

Array

Copies of the completed questionnaires from the array operators appear in Appen
dix D, along with the names and addresses of the respondents. Because these respon
ses are not easily summarized and are so important in assessing the state of the art,
they have been reproduced to allow the reader to study them.

In general, the instrumentation is digital, a common time-base is used, and the site
conditions have been characterized using several different geophysical, seismological,
and laboratory methods. Several general lessons have been learned. Large differences
between amplitudes on nearby rock and soil sites have been observed. Variations of
motion across a site are larger than was expected and are similar within rock and soil
sites. Again, one is left with the impression that the profession has only begun to reap
the return for the substantial investments made.

WHEN ARE ARRAYS IMPORTANT?

Arrays, as opposed to networks, are important when the effects of geologic site condi
tions are of more interest than those of propagation-path, radiation pattern, magnitude,
and fault rupture. The time has passed when significant contributions to the under
standing of dynamic soil properties can be made with observations from isolated
strong-motion stations. Arrays comprised of well-maintained instruments with
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matched, known responses, located on sites with well-documented soil properties are
necessary for progress in predicting dynamic soil behavior.

WHAT ARE THE UNCERTAINTIES·AND LIMITATIONS?

The most fundamental limitation of strong-motion arrays becomes apparent when one
compares the proceedings of conferences on soil properties in recent years with the
proceedings of conferences on, say, plate tectonics of the 1960s. In the latter case,
researchers were continually forced to change their theories and biases in the face of
wave after wave of new, compelling data. (Undoubtedly, the process looks simpler
20 years later than it did in its midst.) It appears now that the experiments that were
conducted to prove or disprove various plate-tectonic ideas were "tight" enough and
well-focused enough to compel changes in the prevailing theories.

This is in contrast, it seems, to the situation today in research on dynamic soil proper
ties. There does not appear to be significant convergence in the development of new
models. The experimental observations that are being made do not appear to be forc
ing theories to evolve, die, or be born. The questions being asked and answered by
soil dynamic experiments do not seem to be the right ones to change and improve
theories.

Certainly part of the problem is because of the inherent difficulty of collecting unam
biguous strong-motion data. As documented above, this takes considerable time and
money and a continuity of interest of dedicated, trained technical and scientific staffs.
Even more time, money, and dedication are required to collect, before the occurrence
of a large earthquake, the data on soil characteristics that are required to narrow the
interpretation of the strong-motion observations. When records are obtained, at last,
there is a tendency to place more weight on the results of "your" experiment than those
less familiar and understood. When records are finally in hand, one wants to publish
them without, perhaps, taking additional time to document the soil characteristics.
These tendencies are understandable, but they have limited the progress made in dis
tinguishing among existing models of dynamic response.

Another part of the problem--addressed in other sections of this workshop--is because
of the inherent difficulty of collecting good soil property data. As mentioned above, it
is not clear how to combine field and laboratory data nor how to account for spatial
variations. A more fundamental difficulty is that it is not even clear how to combine
field data from the same site. In the Turkey Flat experiment, supposedly redundant
measurements of geotechnical properties were made in the same borehole. In some
cases, different methods were used to measure the same property; in other cases, simi
lar methods but different operators or slightly different procedures were employed. In
several cases, the differences in the inferred properties (e.g., velocity, density, and
damping) were larger than the previously believed experimental errors would have
allowed; professional judgment was used to select the preferred properties.
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In summary, the primary limitation of arrays is that they are not collecting data good
enough and fast enough to influence significantly the development of theory. Increas
ingly sophisticated theories are appearing, but the observations of soil dynamics are not
providing definitive tests and comparisons of these theories.

WHAT ARE THE PRIORITIES FOR IMPROVEMENT AND RESEARCH?

1. Design experiments using arrays to answer specific questions. Ensure that the
instrumentation and soil data are adequate to answer those questions before
earthquakes are recorded.

2. Compare and test existing models. Compare them with each other and test
them against unambiguous strong-motion observations. Do so in a manner that
is conclusive, clearly indicating why some models succeed and others fail.

3. (Somewhat beyond the topic of arrays, per se.) Measure the uncertainty of the
models. It may well be that we do not know how inadequate our models are.
Are researchers able to make realistic estimates of their errors? Other fields
have experienced a consistent and substantial underestimation of errors. It is
clearly important that we start gaining an appreciation for the source of our
errors. One way to do this is to have all predictions of ground motion response
include confidence intervals. If the predictions of different theories vary but the
error bars associated with the predictions overlap each other and with the obser
vation of ground response, then our "art" is healthy. If, however, the error bars
neither overlap each other nor include the observation, then we have only begun
to understand dynamic soil characteristics. This may be the case. In any case,
until we make several tests and comparisons of existing theories at several well
instrumented sites where topography and soil properties are well documented,
we will not know the state of our art.

PANEL REPORT

IMPORTANCE OF ARRAYS

Arrays can playa very important role in site characterization and in determining dyna
mic soil properties for earthquake resistant design and analysis. However, for arrays to
play an important role in site characterization, they must be carefully designed with
clearly stated purposes.

Carefully designed arrays are those with adequate instrumentation and spatial coverage
that can provide detailed physical and geometrical characterization of a site. Data
from these arrays can provide the ultimate tests of laboratory and theoretical models of
soil behavior during seismic loading. Specifically, they can provide measures or esti
mates of:
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• Linear and nonlinear soil behavior
• Soil strains
• Ground motion input to models of soil structure interaction (551)
• Full 3-D wavefield
• Angles of incidence of the waves comprising the wavefield
• Coherence of wavefield propagation
• Stochastic characteristics of ground motion
• Earthquake source characteristics

This list includes topics of interest to engineers, seismologists, geophysicists. Moreover,
array data can improve the fundamental understanding of the governing physical pro
cesses. As a result, the development of new or improved 3-D mathematical models of
the soil, wave propagation, and soil-structure interaction can be foreseen.

CURRENT STATE OF PRACTICE

A number of strong-motion arrays are presently operating in several countries including
the United States, Japan, Taiwan, Mexico, and PRe. They differ in size (i.e., number
of instruments), density, and geometric configuration. In addition, present arrays were
motivated by different purposes. Some are oriented toward seismological research and
others to more practical engineering issues.

Since ground-motion observations from arrays is a relatively new research field, the
problems and issues to be addressed by an array were not always clearly stated, and the
physical structure of the array was often determined by intuition rather than in-depth
analysis.

At present, there are no existing means to establish a database or publish catalogs that
document existing strong-motion arrays or strong-motion data obtained from arrays. In
addition to the lack of documentation on arrays, there is no existing method to share or
disseminate strong-motion data, such as could be accomplished by a central repository
or world data bank.

Generally, the instruments currently used in arrays are appropriate. Surface instrumen
tation performs well and can be easily maintained. Borehole seismometers can now be
made to remain operational for 10 years or more. On the other hand, pore pressure
devices undergo much faster deterioration because of their contact with water. The
general belief is that available technology probably exceeds our capacity to analyze the
measurements commonly made. However, the possibility of developing instruments to
measure new parameters, more directly related with the physics of the phenomena,
should be explored. Furthermore, consideration should be given to the design and
operation of "active" arrays capable of measuring soil properties during strong shaking
in order to obtain high-strain properties.
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The solar power technology is becoming more conventional in existing networks and
arrays. This is because of the recent progress concerning solar cells and related
devices. This technology is now considered the best alternative to power digital
accelerographs.

While the existing arrays consist of both digital and analog instruments, the general
tendency is to shift towards digital devices, which are easier to operate in terms of data
retrieval and processing. Digital instruments also permit remote access to the data via
phone lines. This technique has proved to be an extremely efficient way to retrieve
data. For this reason, it is now frequently used.

Many accelerometers currently being developed for strong-motion instruments employ
the strong electronic feedback (e.g., force-balanced or closed loop) sensor design. The
cross-axis sensitivity is difficult to measure or control in the motion detection sensors.
Self noise has been reduced significantly and most new closed-loop, hard feedback
sensors are approaching an operational dynamic range of 140 db to 150 db.

Most of these closed-loop accelerometers are limited to frequencies under 150 Hz;
some are limited to frequencies less than 50 Hz. At the very low frequency band
(f <0.1 Hz), "l/f-noise" in the electronic circuitry limits the lower ranges of useful infor
mation. This "l/f-noise" introduces errors into the system, especially when the acceler
ation time-histories are integrated (twice) to obtain displacement time-histories. These
errors that are introduced by this "l/f-noise" rarely impact dynamic response (or
dynamic response spectral estimates); but the contribution of this "l/f-noise" will inval
idate long-term displacement estimates of settlement of soil that may occur over days,
weeks, or years.

Modern design and manufacturing techniques produce high quality feedback accelera
tion sensors that are presently adequate for applications in array studies. However,
proper installation and coupling of accelerometers to the soil media (both surface in
spection and borehole installation) is still open to considerable debate and
disagreement.

With respect to the processing of digital data, some of the newer, high-resolution digiti
zers are now claiming a capability of converting analog electrical signals into digital
samples to an accuracy of 24 bits and at rates of 80 or 100 samples per second per data
channel. The dynamic range of these 24-bit ADCs are compatible or consistent with
the newer electronic feedback accelerometers.
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TOPICS ADDRESSED BY ARRAY DATA

Arrays have contributed to varying degrees toward a resolution of several topics of
interest in geotechnical engineering, engineering seismology, or earthquake engineering.
Several of these topics are listed below followed in parentheses by the type of array
data that has offered the insights (i.e., downhole (D); I-dimensional (I-D); 2-dimensi
onal (2-D); 3-dimensional (3-D) arrays).

• Differential motion at base of structures (2-D)

• Relation between pore pressure buildup and ground motion (D)

• Gross understanding of size of geological and topographic site effects
(2-D)

• Adequacy of I-D models (D)

• Coherency of wave motion versus frequency and distance (I-D and 2-D)

• Liquefaction (D and 3-D)

• Nonlinear behavior at special sites (D, I-D, and 2-D)

• Angles of incidence oCthe waves (2-D and 3-D)

Because of their expense, true 3-D arrays do not exist. Arrays that attempt to cover
three dimensions are undersampled with respect to the third dimension (depth); i.e.,
downhole instrumentation is not installed at every station comprising the 2-D surface
array.

LIMITATIONS/UNCERTAINTIES WITHIN STATE OF THE ART/STATE OF
PRACTICE

Certain limitations and uncertainties currently exist within the state of the art and state
of practice as they pertain to the information that can be obtained from array data.
These limitations are summarized below.

1. As the size of the array (number and type of instruments) increases, the data
recording, processing, storage, and retrieval requirements increase, which at
some point will exhaust the capabilities of the system used to perform these
tasks.

2. Current strong-motion data processing algorithms were developed for analog
systems. They have not been modified for digital system development that is
used in the design of new arrays.
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3. Relatively little funding is available for data analysis. Consequently, available
data may not be thoroughly or systematically analyzed. Furthermore, high costs
are associated with array design, installation, maintenance, and site characteriza
tion. Long-term continuing funding is essential for maintenance of arrays, data
collection, and analysis. This commitment is needed partly because it is uncer
tain when an earthquake of sufficient magnitude will occur to trigger the
instruments.

4. Orientation of downhole instruments is commonly a problem, but techniques are
available to estimate their in situ orientation. Also special encasement and
installation procedures are generally needed to ensure proper coupling of instru
ments with soil media. Once in or on the ground, the instrument is limited to
measure a few parameters directly. For example, the strong-motion instrument
measures the three translational components of motion instead of all six com
ponents. Long-term reliability of instrument performance has been a problem in
certain instances.

5. Using ground-motion data from downhole arrays to estimate dynamic soil prop
erties is an indirect way of determining these properties. Assumptions and
idealization are needed in data analyses that introduce uncertainties.

6. Spatial variability of subsurface conditions results in spatial variability of, for
example, pore pressures and ground motions, which are measured at several
locations within an array. Analysis and interpretation of the data for site charac
terization need to account for spatial variability.

NEEDS AND PRIORITIES FOR RESEARCH

The panel agreed that the establishment of strong-motion arrays should be an integral
part of earthquake research. The needs and priorities for research involving arrays are
listed below.

Considerable funding and effort have gone into establishing and operating arrays; how
ever, in many cases, the data are not readily available. Data should be compiled and
documented in a systematic, orderly, and continuous manner. A mechanism or organi
zation responsible for the data dissemination should be developed. A prototype model
for such an operation is contained in the 1989 report "Research Report on Develop
ment of a Database for Strong-Motion Array Records" published by the Japan Society
of Civil Engineers. The overall database management effort should be coordinated
with the operations underway in Japan (and other countries) and the United States
designated test sites for geotechnical research (NSF, 1988).

Additional strong-motion arrays should be established. Joint industry or university/
industry experiments should be supported to leverage manpower and funding.
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Proposals for future arrays should include: (1) clear statements of the purpose of the
array, (2) commitments for long-term maintenance and operation, (3) plans to charac
terize the site soil properties, and (4) plans for conducting post-earthquake investiga
tion, data processing, and analysis.

Different soils should be instrumented to provide a database covering a range of site
conditions. The highest priority should be given to sites with soft deposits, such as
those in the San Francisco Bay area, which suffered heavy damage during the Octo
ber 17, 1989, Lorna Prieta earthquake.

To address the problem of dynamic soil response and site characterization, the mini
mum array configuration should consist of a layered 2-D array (horizontal array on the
surface and at depth) combined with several vertical arrays with multiple receivers.

Because large earthquakes are rare events, surface arrays that can be quickly rede
ployed to record aftershocks are attractive. In conjunction with these parking arrays, a
set of downhole instruments including pore-water pressure transducers should be kept
in reserve to be deployed rapidly after an earthquake to record site effects during the
aftershock sequence.

The following research areas are suggested to further our understanding:

1. Correlation of spatial variation of ground motion with spatial variation of the
physical properties of the soil. This would lead to a physical model of spatial
coherency that can be applied to new sites.

2. Develop (consider) instrumentation that can provide more direct measurements
of soil properties, for example, strain meters, velocity meters (geophones), and
6-component accelerometers. Develop improved digital processing techniques
including methods to compute permanent ground displacement from
accelerograms.

3. Develop and improve techniques to calculate/estimate soil properties from array
data.

4. Use blind predictions to test existing analytical and empirical methods for deter
mining soil response under seismic loading, including acceleration time histories,
pore pressures, strain, and settlement.

5. Use blind prediction of SSI methods to validate and improve current analytical
methods for high-rise buildings, bridges, lifelines, and embankments. This would
include prototypes of a soil structure or embankment.

Because of the nature of array operation and the relatively long time intervals between
large earthquakes, the funding of arrays needs to be a long-term commitment. Because
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of the diverse, multidisciplinary interests in array data, more consideration should be
given to multidisciplinary teams to conduct research involving these data.
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Chapter 8
SLOPING GROUND SITES

The final topic related to dynamic soil property and site characterization involves slop
ing ground sites. In contrast to previous discussions that are focused more towards
wave propagation issues, the discussion of sloping ground sites considers the loss of
stability at a site due to seismic loading. This loss in stability can result in downslope
ground movement that varies from a few inches to many tens or hundreds of feet.
Various studies have shown that the potential for such downslope movement is con
trolled more by the manner in which soil strength varies with shearing strain than the
stiffness and energy dissipative properties of the soil (although stiffness and damping
still have strong influence in that they will determine the level of shearing strain).
Instability at a site can be disastrous; therefore, a discussion of this topic was consid
ered critical. Dr. Gonzalo Castro, a principal with GEl Consultants, Inc., led the dis
cussion with a state-of-the-art (SOA) presentation. Following the presentation, a panel
comprised of Gonzalo Castro (panel leader), Les Youd (panel recorder), X. Arulanan
dan, Pedro de Alba, Jean-Lou Chameau, Liam Finn, Geoff Martin, Peter Robertson,
and Ron Scott developed a series of recommendations and priorities for research.

SOA PRESENTATION

The SOA comments presented herein are not intended to be a summary of the state of
the art but, rather, a listing of the most significant uncertainties and research priorities.
These comments are based on the panel leader's views presented in the accompanying
SOA paper (Appendix E) and are presented assuming that the reader is familiar with
the paper.

GENERAL PROBLEM

The subject of sloping ground sites includes consideration for earth embankments and
their foundations. The most significant feature at sloping ground sites is the presence
of driving (static) shear stresses ('td) in the soil mass, i.e., the shear stresses that are
required for equilibrium. There are two types of problems that can arise when sloping
ground is shaken by an earthquake; namely:

• Loss of static stability, when there is an earthquake-induced reduction in
the strength of the soil below the value of 'td

• Earthquake-induced limited deformations without a loss in stability

Both problems are important and need to be addressed in an engineering evaluation of
a slope or embankment. The following comments relate to undrained behavior of
saturated soils.
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LOSS OF STABILITY

The loss of stability requires two conditions: (a) that the driving shear stresses exceed
the undrained steady-state strength of the soil (Sus) in a sufficiently large zone of the
soil mass and (b) that the earthquake shaking be sufficiently severe so that the induced
strains are large enough to exceed the strain at peak strength and thus the failure is
triggered (see Figure 9b of Appendix E).

Determination of Sus' Methods currently used to determine steady-state strength in the
laboratory are as follows:

Test/Soil

Triaxial
Vane
Rotational Shear

Notes:

Sands

•

Silts

ITriaxial tests may not provide sufficient strain capability to reach steady state.
Thus, one needs to perform tests with different stress paths (drained,
undrained, compression, extension, cyclic, monotonic, etc.) and different initial
structures. If all tests end on the same steady-state line, then it is reasonable
to assume that steady state was actually reached.

zrhe vane test may need to be performed much faster than conventional vane
tests to ensure undrained behavior.

3These tests are drained. Determination of void ratio at end of test is difficult
because specimen is built thin (a couple of mm) to promote shear throughout
the full thickness and thus obtain a reasonably uniform void ratio.

The test procedures listed above relate to homogeneous specimens. In reality, soils are
not homogeneous, but stratified. For very large deformations, there is apparently some
mixing of layers, as indicated by observations of the failure zone in the Lower San Fer
nando Dam. However, the deformations required for mixing are much larger than can
be achieved at present in the laboratory in undrained tests.

Test data for stratified specimens indicate a steady-state line (SSL) higher than the line
for mixed homogeneous specimens. These data are consistent with the fact that more
widely graded sands have a lower SSL than soils with more uniform gradations. How
ever, more systematic research is required. The research should involve tests on strati
fied specimens, both for layers of different sand gradations and for the same soil but
with different densities. Water redistribution can occur for these cases.
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Research is also required to investigate the effect of rate of strain and of intermediate
principal stress on Sus.

Actual failures should be analyzed to estimate the strengths of the soils during the
failure. The analysis should consider inertial effects. Such evaluations involve many
uncertainties but provide invaluable data for understanding the mechanism of stability
failures.

Triggering of Instability. In sands, very small strains (about 1 percent) are sufficient to
overcome the peak and trigger the failure. In clays, the strains required to trigger are
typically very large, and thus earthquake shaking will seldom trigger slope failures in
clays (except, of course, sensitive clays that have a low strain at peak).

Research needs on triggering include the effect of creep, pore pressure increase, value
of 'tct relative to Sus, effective stress ratio, and other factors on the earthquake-induced
strain needed to trigger.

Limited Deformations

In this case, the soil mass is inherently stable with sufficiently high values of Sus; how
ever, damaging deformations can occur. Evaluation of these deformations is a difficult
task.

The Newmark type of analysis assumes that one can define a yield strength of the soil;
i.e., one assumes the soil to have a rigid-plastic type of stress strain behavior. A rea
sonable value of yield strength is Sus for contractive granular soils, while for plastic clays
with large strains at peak, the peak undrained strength can be used as a yield strength.
However, for dilative sands or silts, Sus is not a good value for yield strength since sig
nificant deformations can occur, even if the static plus earthquake shear stresses do not
exceed Sus.

For dilative soils, one can obtain a reasonable value of yield strength from the results
of cyclic tests on anistotropically consolidated specimens. The yield strength is defined
as the shear stress above which there is a significant accumulation of strain. (Note that
the relevant result is the accumulation of strain rather than the cyclic strain or the pore
pressure increase.)

Computation models have been developed by several authors to estimate seismically
induced deformations. The soil model will necessarily be a simplified representation of
actual behavior, and, thus, it is important to identify the key aspects of soil behavior
that one must represent; i.e., (a) the soil has a finite strength, even if momentarily the
effective stresses become zero, (b) inertia effects are considered for cyclic as well as
accumulated movements, (c) the result of interest is accumulated, not cyclic, strain, and
(d) the soil has nonlinear behavior or at least strain-dependent moduli.
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MODEL TESTS

Model tests, particularly in the centrifuge, can be powerful tools to fill the research
needs discussed above. One of the main difficulties encountered to date is the control
of the void ratio of granular materials, particularly in relatively large models. For
example, it has been difficult to reproduce flow slides in sands because of the difficulty
in preparing models with sufficiently loose sands.

PANEL REPORT

The members of Panel 6 prepared the following summary of their views regarding the
state of the art as well as needs and priorities for research. Sloping ground sites are
addressed from the standpoint of seismically induced instability and deformations. The
question of the influence of sloping ground on ground response (amplification or atten
uation) is discussed in Chapter 6.

INTRODUCTION

With respect to the earthquake behavior of sloping rock sites, two aspects of soil
behavior are important:

a. Earthquake-induced strength loss leading to static instability

• Loss in strength of loose, saturated granular soil
• Loss in strength of sensitive clays
• Brittle failures of other soils and rock on steep slopes

b. Earthquake-induced deformation of soil masses without development of
instability

• Accumulation of deformation of granular soils by shaking
• Accumulated deformation of cohesive slopes
• Accumulated deformation of jointed rock slopes

The following discussion comments on problems related to geometric site characteri
zation and the determination of soil properties for site characterization of saturated
sandy soils, cohesive soils, and rock in relation to sloping ground. Comments are also
made on the value of physical modeling prior to summarizing the needs and priorities
for research.

GEOMETRIC SITE CHARACTERIZATION

Tools and techniques are available to define adequately subsurface stratigraphy at most
soil sites, including the thickness, depth, slope, and areal extent of soil layers. An
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exception is gravel sites where standard techniques such as conventional boring and
penetration procedures may not work and where even specialized techniques such as
Becker penetration soundings and geophysical techniques may not give adequate defini
tion of sediment stratigraphy.

Limitations of current practice are a lack of application of available techniques and
sparse application of the techniques that are used. For example, use of geophysical
procedures such as ground-penetrating radar and tomography is seldom applied to
sloping ground sites, and because of budgetary and other constraints, standard boring
and penetration procedures generally have not been applied with sufficient coverage to
adequately define three-dimensional sections of pertinent sites.

Applied research is needed to further develop and apply geophysical techniques to geo
technical sites, including sloping ground sites, for delineation of subsurface stratigraphy
for engineering purposes. .

Site investigations at some important sites of past ground displacement need to be
reevaluated and perhaps augmented to further quantify the amount and quality of sub
surface stratigraphic data required to adequately characterize a site for assessment of
ground deformation during ground shaking.

SOIL PROPERTY CHARACTERIZATION

The soil properties needed to characterize a sloping ground site will be described below
for determination of stability and for estimating deformations. The discussion focuses
on saturated sands and nonplastic silts because these are the soil types that most often
(but not exclusively) are involved in seismically induced instability or large
deformations. However, some comments relative to clays and rock are made later in
this section.

Saturated Sands and Nonplastic Silts

Several issues related to the behavior of saturated sands and nonplastic silts were iden
tified. Those included the determination of steady-state strength, effects of pore pres
sure redistribution, the triggering of stability failure, and estimating limited
deformations. Research topics in these areas are summarized below.

Steady-State Strength. For conditions of potential instability, the steady-state strength,
Sus (called the "residual" strength by some authors), is of primary importance for any
study concerning the behavior of sloping ground under earthquake loading. Castro's
state-of-the-art paper (Appendix E) presents a summary of the state of knowledge
regarding the steady-state concept. Although the framework of steady state is quite
well understood, there is a need for further research.
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There is still some uncertainty related to the definition of steady state and how it
should be determined. There is a need for continued research to clarify the soil vari
ables and the testing method. At present, Sus for a given soil is assumed to be only a
function of void ratio. However, questions have been raised as to whether Sus is a
function of other variables such as stress path, initial soil fabric, rate of strain, and in
termediate principal stress. Since the determination of Sus is of primary importance to
any evaluation of stability, further research is required to clarify whether these variables
affect Sus' There is also a clear need to define a standard testing procedure to deter
mine Sus'

Current practice in laboratory steady-state research and engineering applications is to
prepare laboratory samples with a high degree of homogeneity. However, in nature,
deposits are often highly nonhomogeneous, and further research is required to study
the influence of nonhomogeneous sample site conditions on the determination of Sus'

Within the framework of the steady-state concept, the precise and reliable definition of
void ratio is a critical issue. Inadequate knowledge of void ratio has negative implica
tions with regard to both interpretation of laboratory experiments and application of
the steady-state concept to field problems. This question raises the issue of the physi
cal scale of the determination. At which scale are spatial variations in void ratio and
other nonhomogeneities significant? Image analysis studies show large variations of
void ratio within laboratory specimens that would be classified as uniform from a mac
roscopic standpoint. Such variations can also be illustrated from simulation studies.
Their physical and statistical significance is not known, and the scale at which they
should be determined is also unknown. Obviously, variations in void ratio relate to
variations in fabric (e.g., clusters of grains, number of contacts, orientation of contact
forces).

The above remarks made for laboratory specimens raise other important interrelated
questions for both laboratory and field investigations:

a. Do in situ materials exhibit spatial variations in void ratio and fabric that
are similar to or different from laboratory specimens?

b. Are efforts made in specimen preparation techniques to maximize the
level of uniformity warranted when compared to in situ materials?

c. Are "microscopic" effects more important for cohesionless materials with
significant amounts of fines?

d. How much refinement should be given to assessing these variations (both
in situ and in the laboratory); i.e., at which "microscopic" scale do the
variations become insignificant with respect to overall behavior?
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e. Is void ratio a sufficient descriptor for defining steady-state conditions, or
should some descriptors of fabric (possibly on a statistical basis) be
considered?

At a more fundamental level, these questions relate to a better understanding of the
process of shearing from a micromechanistic standpoint.

In the absence of standardized and economical laboratory testing procedures for deter
mining steady-state strength, correlations with field test values have been proposed as
an alternative technique for estimating this important parameter. Research by Seed
and others has developed preliminary relationships between residual strength or steady
state strength and corrected standard penetration resistance (N1)60' Research should
continue to develop these correlations further. Such results will augment laboratory
research by providing economical methods to define stratigraphy and material proper
ties of soil layers and to extrapolate results from tests on a few laboratory specimens to
soil layers in the field.

Avenues of research that will address these questions include:

a. Better physical and statistical characterization of void ratio and fabric of
laboratory specimens before, during, and after shearing. Image analysis
techniques could play a role.

b. Continued development of techniques to evaluate the void ratio, and, in
general, the state of a soil in situ. Electrical resistivity techniques are one
example; however, other approaches could be developed.

c. Evaluation of the fabric and subsequent laboratory testing of undisturbed
soil specimens. This raises the need to develop improved procedures to
obtain undisturbed samples reliably and efficiently. Freezing is one possi
bility; however, more cost-efficient and simpler technologies can be con
sidered, such as impregnation with different chemical products.

d. Theoretical and numerical modeling of the micromechanisms of shearing,
i.e., providing a better understanding at the particulate level of the proc
esses that lead to phenomena of engineering interest, such as steady-state
deformation. This could also support research in the area of progressive
failure phenomena.

Current practice to evaluate in situ values of Sus is either to obtain samples and per
form laboratory tests (as described above), which require some correction to the in situ
void ratio, or to empirically correlate Sus with a field measurement such as penetration
resistance. Major areas of uncertainty relate to the difficulty in obtaining undisturbed
samples and monitoring their changes in void ratio and in the uniqueness of the existing
empirical correlations between penetration resistance and Sus for all soil types. Hence,
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a major priority should be to develop improved methods for the determination of Sus'
This is closely related to the in situ determination of in situ state.

Pore Pressure Redistribution/Dissipation. For most practical situations, particularly for
those involving fine sands and silts, it is often assumed that there is relatively little pore
pressure redistribution or dissipation during earthquake loading and reconsolidation
will be a post-earthquake process. However, it has been suggested that, for coarser
sands or stratified cohesionless soils, significant redistribution or dissipation may occur
both during and following earthquake loading. It has been observed in past earth
quakes that, in some instances, large slope displacements have been initiated sometime
after the earthquake ground shaking ceased. This suggests that pore pressure redistrib
ution may be affecting the overall shearing resistance of the soil mass.

For the case of a layer of sand located beneath an impervious clay boundary, it has
been suggested that pore pressure redistribution effects under conditions of constant
volume may tend to increase void ratios in the upper half of the layer and decrease
those in the lower half. It has been postulated that, in the extreme, a thin zone of
water may accumulate at the upper sand-clay interface. Clearly, the above phenomena
could greatly influence the available strengths that can be mobilized.

The key parameter controlling the redistribution of earthquake-induced excess pore
pressures, both before and after the earthquake, is the coefficient of consolidation,
Cv ( = klmyy, where k = coefficient of permeability and my = coefficient of volume
decrease). During the initial stages of pore pressure buildup during an earthquake, it
is reasonable to assume constant values of k and Illy to evaluate redistribution or dissi
pation effects. However, when effective stresses become very low, values of Illy will
increase significantly and, hence, Cy values will decrease. Large cyclic shear strains, say
in excess of 1 percent, which may accompany low effective stresses, may also influence
Illy and k as a result of changes in soil structure.

Clearly, the pore pressure redistribution/dissipation process is very complex; neverthe
less, it may play an important role in the assessment of the earthquake stability or
deformations of saturated cohesionless soil slopes or strata. Research on the changes
in Illy and k would provide an essential database on values of Cy to use in analytical
studies addressing the role of redistribution/dissipation of pore pressures on stability
analyses. Laboratory studies should address gravel, sands, and silts to cover the full
range of k and Illy values.

Triggering of Stability Failure. If a soil mass is deemed to be potentially unstable, if
the strength of the soils were to decrease to Sus, one needs to determine whether the
expected earthquake shaking will be sufficient to trigger the failure. In sands, very
small strains (about 1 percent) are sufficient to overcome the peak and trigger the
failure. In clays, the strains required to trigger are typically very large; thus, earth
quake shaking will seldom trigger slope failures in clays (except, of course, sensitive
clays that have a low strain at peak). Triggering criteria based on mobilized effective
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stress ratio have been proposed for sand. The triggering of the failure will be a pro
gressive phenomenon. Initially, a limited zone of the soil mass may reach Sus, and then
the failure will propagate until the soil mass reaches overall instability.

Research is required in two main areas: (1) stresses and strains that are required to
cause a soil element to decrease in strength towards Sus and (2) consideration of the
progressive nature of the failure in numerical analyses. In the first area, one needs to
consider the potential effects of creep (rate of loading) and whether triggering corre
lates better with an accumulation of strain, an increase in pore pressure, or the devel
opment of particular value of effective stress ratio.

Limited Deformations. In this case, the soil mass is inherently stable with sufficiently
high values of Sus' However, damaging deformations can occur. Evaluation of these
deformations is a difficult task.

The Newmark type of analysis assumes that one can define a yield strength for the soil;
i.e., one assumes the soil to have a plastic type of stress-strain behavior. A reasonable
value of yield strength is Sus for contractive granular soils, while for plastic clays with
large strains at peak, the peak undrained strength can be used as a yield strength.
However, for dilative sands or silts, Sus is not a good value for yield strength since sig
nificant deformations can occur even if the static plus earthquake shear stresses do not
exceed Sus'

For dilative soils, one can obtain a reasonable value of yield strength from the results
of cyclic tests on anisotropically consolidated specimens. The yield strength is defined
as the shear stress above which there is a significant accumulation of strain. (Note that
the relevant result is the accumulation of strain rather than the cyclic strain or the pore
pressure increase.)

Computational models have been developed by several authors to estimate seismically
induced deformations. The soil model will necessarily be a simplified representation of
actual behavior; thus, it is important that it properly represents the key aspects of soil
behavior.

Two important factors that control the deformations of sloping ground to earthquake
shaking are the evolution of the soil properties during shaking and the role of dilation
in limiting deformations for both dry and saturated granular materials. The example of
saturated sands may be useful in clarifying the issues involved. In these sands, contin
ued shaking and seismically induced pore water pressures reduce the effective stresses
that lead to softening of the moduli and a possible reduction in strength. These effects
are usually attributed solely to changes in effective stresses. It is important to deter
mine whether this is the case. One way of achieving this is by measuring the initial
shear moduli of saturated samples after various degrees of shaking under undrained
conditions. The entire stress-strain curves for such materials should also be developed.
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In some cases, when the strains become large, dilation reduces the pore water pres
sures and leads to increased resistance to unidirectional deformation. Dilation is a

verifying numerical techniques. Although at this time we have available a number of
case histories of slope deformation, it is fair to say that the large majority are of
limited value because of poor site characterization and/or insufficient knowledge of the
characteristics of the earthquake motions at the site.

There is consequently a need to develop carefully documented case histories for which
an extensive site characterization program is carried out using simple penetrometer
tests (SPT, CPT) supplemented by tomographic methods to establish the spatial vari
ability of the problem materials. While there is disagreement over whether penetrom
eter tests can be directly related to steady-state strength, they will provide information
on the geometry and homogeneity of the problem deposits. On the basis of these stud
ies, decisions can be made on more elaborate testing at selected locations,
Le., attempts to characterize the soil site (void ratio, fabric, and in situ stresses). We
should emphasize that currently available techniques for obtaining the in situ soil state
are highly important and further research on this topic is imperative.

Instrumented Sites

Since opportunistic studies such as those described above will often have to be done on
the basis of limited data on site response to the earthquake, there is also a great need
for more instrumented sites that are potentially susceptible to large deformations.

In areas that are otherwise heavily instrumented for strong motion measurements, ad
ditional instrumentation should be installed to determine the deformation of the mass,
with a deep benchmark outside the potential sliding area, surface monuments, and in
clinometer casings in the problem soil. Important information on deformation could
thus be obtained at a relatively low cost.

Some sites will be deemed important enough to be fully instrumented; in these cases,
deformation measurements should be supplemented with downhole accelerometer and
piezometer arrays, both in the potentially liquefiable soil and in stable materials. The
use of velocity transducers, from which time histories of displacement may be inferred,
is strongly encouraged.

Thorough site characterization by means mentioned above is obviously essential at
instrumented sites.

PHYSICAL MODELING

Historically, many soil research investigations have been performed using small model
tests in the laboratory. Considerations in the design of retaining walls, footings, and
piles and the stability of the slopes have been obtained from model tests at linear
scales in the range of 1/5 to 1/100 of the dimensions of prototypes. Usually, but not
always, the physical property limitations of such tests have been recognized, and they
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qualitative way. It was recognized that the response of soil in a prototype situation, at
stresses 5 to 100 times those in the model, was different, at least numerically, from that
of the model material, even if it were the same soil. It was not so clearly understood
that the qualitative behavior would also be different.

One-G Models

Scaling relations for soil began to be examined seriously in the 1930s in connection
with early centrifuge experiments and were placed on a firm basis by the work of
Rocha and Roscoe in the 1960s. The consequences of these analyses led to centrifuge
testing, which has proliferated in recent years. This has developed, in consequence, a
widespread impression that centrifuges are the only means of performing reduced-scale
model tests rigorously. In the particular case of the undrained shear of saturated cohe
sive soils, this is not the case. It is simply necessary in such circumstances to maintain
the dimensionless strength, c/yh (where c is shear strength, y is the unit weight, and h
is a characteristic length), to have a constant value in both model and prototype and
for the model to represent correctly a number of features of the prototype behavior
quantitatively as well as qualitatively, including, for example, failure loads. The failure
loads in the model are 1/n3 times those of the prototype (of the same unit weight),
where n is the ratio of a characteristic prototype length to that in the model. For
example, for normally consolidated clay in both model and prototype, the load dis
placement relations are similar in model and prototype; thus, field conditions can also
be scaled correctly.

It was generally considered that this scaling requirement could not be emulated for
sands, but recent work in the critical/steady state for soils in general led to the conclu
sion that sand tests can also be scaled properly. For the clay material, the constant
dimensionless variable requirements lead to a model clay with a shear strength Su'
smaller by lin that of the prototype. For the same clay, this is achieved by mixing the
model clay to a higher water content in the model than in the prototype. This means
that the model clay state (water content and stress) bears the same relation to the
critical/steady-state line as the prototype state. The model clay has a higher water
content, corresponding to lin lower stresses than in the prototype. The unit weight is
not changed much by the relatively small changes in water content required.

The same result can be used for sands. If the model sand is prepared at a higher void
ratio than the (same) prototype sand in such a way that both states lie on a line
parallel to the critical/steady-state line, with the model soil stresses being a factor of n
smaller than the prototype, then the stress-strain relations, including dilatancy, of the
two materials will be similar, and this can be used to construct scaling relationships for
models. Most model tests on sands in the past have been conducted on soil with the
same void ratio, or relative density, as the prototype. However, the above requirement
means that the model sand must be less dense. Because of the range of void ratios
available for one material, there are limitations to this physical modeling approach,
depending on the properties of the medium and length scaling adopted.
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Centrifuge Testing

Centrifuge test methods and associated scaling relationships are well known and need
no description here. The study of mechanisms and mode of deformations with well
defined boundary conditions and known soil properties can be performed using centri
fuge models. Continued research into the use of centrifuge studies in the verification
of numerical procedures is needed.

For cyclic or dynamic simulations, difficulties occur when pore pressures and diffusion
develop in model and prototype because of the different scales for time required by
dynamic and diffusion (consolidation) processes. This has been avoided in some cases
by using a more viscous fluid than water in the model, but more study is needed of the
effects of this substitution.

Proper centrifuge modeling requires that the determination of model properties be
representative of field conditions. In this context, research is needed in the develop
ment of nondestructive techniques that can measure model properties without soil
disturbance.

NEEDS AND PRIORITIES FOR RESEARCH

A. Site Characterization To Delineate Stratigraphy

1. Applied research is needed to develop and use better tools and technolo
gies to improve the state of practice in site investigations. This research
should include development and utilization of tools and technologies
from other disciplines, such as newly developed geophysical methods.

2. Applied research is needed to evaluate the degree of detail required for
various applications, such as calculating ground response, stability, and
ground displacements on sloping ground.

B. Soil Constitutive Models

The development and testing of mathematical constitutive models to represent
soil behavior more realistically is encouraged. Present studies of field events,
especially including large deformations, are based very strongly on antiquated
models that have their foundation in small-strain linearly viscoelastic behavior,
with empirical modifications, not justified by mechanical principles, to moduli
and damping factors to account for nonlinear soil response. Accompanying the
development of new models in which nonlinearity and finite strains are properly
accounted for will be the laboratory tests required to determine the necessary
material constants. The values of these may be obtained from existing test
equipment (consolidation, triaxial, simple shear) or may require the modification

8-14



of this apparatus or development of new tests to account properly, for example,
for large strain effects.

C. Characterization of Sandy Soils

1. Development of improved testing methods is needed for determination
of Sus in the laboratory, including attaining sufficient levels of strain to
reach the steady~state condition, retaining homogeneity of the specimen
and retaining well~defined and measurable values of stresses and void
ratio at large strains.

2. Clarification is required on the degree of influence of stress path, initial
fabric, intermediate principal stress, and strain rate on Sus'

3. Given the sensitivity of Sus to void ratio, it is important to develop im
proved methods for obtaining undisturbed samples and measuring in situ
void ratios. Consideration should be given to the use of electrical,
nuclear, and other in situ methods to measure void ratio.

4. Research should be carried out to determine the coefficient of consoli
dation, Cv' to be used in analytical studies addressing the role of
redistribution/dissipation of pore pressures in stability. Laboratory
studies should address both gravel, sands, and silts to cover the full range
of possible Cv values.

5. Clarification is required on the relationships between triggering of insta
bility and strains, pore pressures, mobilized stress ratios, accumulated
and cyclic soil type, initial state, and creep.

6. Research should continue to collect data and possibly to develop empiri
cal correlations between field measurements, such as standard penetra
tion resistance, and steady-state or residual strength. These correlations
would provide economical estimates of residual strength for engineering
analyses and for extrapolation of results on laboratory test specimens to
soil layers in the field.

7. Development of general effective stress models of the behavior of dry
and saturated soils, applicable to dynamic loading conditions, should be
continued and encouraged.

8. Development is needed for constitutive models that account for varia~

tions in soil behavior during cyclic loading, including dilative response.
Tests in modes other than triaxial compression may be required.
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9. In the development of new laboratory or field testing methods and
equipment, attention needs to be given to the tests' ability to measure
parameters needed in constitutive models.

10. Applicable case history data should be used as they become available to
test constitutive models. In particular, new computer codes should be
tested to verify the proposed constitutive models.

D. Characterization of Clay Soils

1. Cyclic laboratory testing programs should be performed for a variety of
natural sensitive clay soils. These testing programs should consider and
examine the relationship between excess pore water pressure accumu
lation (rate and total extent), peak undrained shear strength, and stress
strain characteristics and changes.

2. Laboratory and in situ testing techniques should be evaluated for the
purposes of characterizing the undrained steady-state strength of
sensitive clay soils and for defining the levels of shear strain
(deformation) at which that strength may be achieved.

E. Characterization of Rock Slopes

1. Simple failure analysis

a. Better methods are needed to identify fracture and joint patterns
and orientation in a rock mass.

b. Laboratory and in situ tests are required to solve the problem of
shear strength across joints and its variation with scale.

c. Mathematical modeling of shear strength and studies of its de
pendence on rock material properties and their variation with
scale are needed.

d. Quantitative understanding of the influence of water in rock joints
in relation to slip and failure is needed.

2. Discrete, distinct element modeling (DEM)

a. The importance of the selection of the interblock springs and
dashpots to the displacement/failure process needs to be assessed.

b. The importance of the selection of the global damping needed for
numerical stability needs to be studied.
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c. Verification of the DEM by reference to field case histories is
needed.

d. More study of the input of seismic vibrations to the DEM is
required.

F. Case Histories and Instrumented Sites

1. The documentation and collection of case history data should continue
and be augmented to provide detailed three-dimensional delineation of
sediment stratigraphy, measured soil properties, topography, and distri
bution of ground displacements.

2. Further analysis of case history data is needed to develop a better under
standing of ground failure processes and mechanisms to assure that the
correct phenomena are being considered and modeled.

3. Case history information is needed to provide data for empirical
correIations.

4. Case history data also are needed for verification of analytical models.

5. Well-characterized and -instrumented sites, which are potentially
susceptible to major deformations, are needed to provide ground-motion
and pore-pressure records, not generally available at case history sites.
A special effort should be made to measure displacements within the
failed materials.

G. Physical Modeling

1. More tests are needed with Ig models with reference to prototype meas
urements to verify the applicability of the technique in dynamic
conditions.

2. Tests are needed on saturated sands and silts to examine the generation
and dissipation of pore pressures at the model scale.

3. Tests should be conducted to determine whether a Ig model can simu
late instability and flow sliding.

4. Mechanisms and modes of deformations with well-defined boundary con
ditions and known soil properties should be studied using centrifuge
models to understand the mechanisms of instability and deformation.
Continued centrifuge testing can also assist in the verification of numeri
cal procedures.
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Appendix A

NSF/EPRI WORKSHOP AGENDA
DYNAMIC SOIL PROPERTIES

AND SITE CHARACTERIZATION
FOR EARTHQUAKE RESISTANT

DESIGN AND ANALYSIS

Wednesday, November 8, 1989

Hospitality Room at the Hyatt

Thursday, November 9, 1989

Wednesday Evening

7:30 
8:00 
8:30 -

10:00 
10:30 
12:00 
12:15 -
1:15 
4:30 
7:00 -

8:00 a.m.
8:30

10:00
10:30
12:00 p.m.
12:10
1:15
4:30
6:00
9:00

Continental Breakfast and Registration in Camino A
Introductions
SOA Presentations
Break
SOA Presentations
Announcements
Lunch in camino B
Concurrent Panel Meetings*
Plenary Session** in Camino A
Dinner with Professor Mike Agbabian, invited speaker, in Camino B

Friday, November 10, 1989

7:30 
8:00 -

12:00 
1:30 
3:15 
3:30 -

8:00 a.m.
12:00
1:30 p.m.
3:15
3:30
??

Continental Breakfast in Panel Meeting Rooms
Concurrent Panel Meetings
Lunch in camino B***
Plenary Session in camino A
Closing Remarks
Panel Report Preparation

Saturday, November 11, 1989

Organizing committee plus SOA speakers/recorders stay and finalize draft of workshop report.

* Each panel consisted of approximately 10 people. The panels met in separate rooms.
Discussions were led by the SOA speaker and assisted by the recorder. Each panel discussed the
research needs that fell within its topic area.

** Plenary sessions involved short panel reports by the panel SOA speaker. This was followed by
open discussions.

*** Brief presentations by Holzer, Tucker and Seed on Lorna Prieta (San Francisco) earthquake.

A-I





Appendix B ATTENDEES





Norm Abrahamson
M. S. Agbabian
John Anderson
Don Anderson
Kandiah Anulanandan
C. J. Astill
Terry Barker
Shebha Bhatia
Giovanni Bongiovanni
Roger Borcherdt
Gonzalo Castro
J. Chameau
C. Y. Chang
John Christian
Wayne Clough
C. B. Crouse
Pedro de Alba
Ricardo Dobry
John A. Egan
Liam Finn
Fred Followil
Herman Graves
Bob Henke
C. J. Higgins
Tom Holzer
Hiroshi Ito
Michele Jamiolkowski
W. B. Joyner
T. Katayama
Ann Kiremidjian
Hon-Yim Ko
Richard S. Ladd
John Lysmer
Geoff Martin
Farrokh Nadim
Jerry Nelson
Gary Olhoeft
Mario Ordaz
Jacob Philip
S. Prakash
Robert Pyke
G. Z. Qi
Bruce Redpath
Peter Robertson
Jose M. Roesset

Appendix B
ATTENDEES

NSF/EPRI WORKSHOP
NOVEMBER 9·11, 1989

Woodward-Clyde Consultants
University of Southern California
University of Nevada--Reno
CH2M HILL
University of California, Davis
NSF
S-Cubed
Syracuse University
ENEA--Italy
USGS
GEl Consultants, Inc.
Purdue
Geomatrix Consultants
Stone & Webster
VPI
Dames & Moore
University of New Hampshire
Rensselaer
Geomatrix Consultants
UBC--Canada
Lawrence Livermore Labs
U. S. NRC
Dynamic Testing
Applied Research Associates
USGS
CRIEPI--Japan/EPRI
Technical University of Torino, Italy
USGS
University of Tokyo
Stanford
University of Colorado
Woodward-Clyde Consultants
University of California--Berkeley
Earth Technology
NGI--Norway
Consultant
USGS
UNAM--Mexico
U.S. Nuclear Regulatory Commission
UM Rolla (MO)
Consultant
University of Maryland
Consultant
University of Alberta
University of Texas--Austin

B-1

818-449-7650
213-743-4658
702-784-4265 x3628
206-453-5000
916-752-0895
202-357-9500
614-587-7208
315-443-2311
1-39-6-3048-4705
415-329-5619
612-721-4000
317-494-5030
415-957-9557
617-589-2060
703-231-6635
206-728-0744
603-862-1428
518-276-6934
415-957-9557
604-228-4938
415-422-3920
301-492-3813
301-252-4474
703-329-0200
415-329-5613
415-855-2504
39-11-5567840
415-329-5640
Japan-3-402-6231
415-723-4164
303-492-6716
201-785-0700
415-642-1262
213-495-4449
472-23-03-88
415-382-9210
303-236-1302
5505215
301-492-6231
314-341-4489
415-283-6765
301-454-7696
209-728-3705
403-492-5106
512-471-4927



AI Rogers
Tony Saada
Woody Savage
John Schneider
Ron Scott
Ray Seed
C. K. Shen
Walt Silva
Phil Sirles
Paul Somerville
Carl Stepp
Ken Stokoe
M. Sugito
H. T. Tang
Y. K. Tang
B. E. Tucker
Erik Vanmarcke
Andy Veletsos
Richard Woods
Jackson Yang
T. Leslie Youd
T. Zimmie

Appendix B
ATTENDEES

NSF/EPRI WORKSHOP
NOVEMBER 9-11, 1989

(Continued)

USGS
Case Western University
Pacific Gas and Electric
EPRI
caltech
University of California--Berkeley
U. C. Davis
Pacific Engineering and Analysis
U. S. Bureau of Reclamation
Woodward-Clyde Consultants
EPRI
University of Texas--Austin
Kyoto University/Stanford
EPRI
EPRI
california Division Mines/Geology
Princeton University
Rice University
University of Michigan
University of Maryland
Brigham Young University
NSF

B-2

303-236-6978
216-368-2427
415-972-3116
415-855-7921
818-356-4233
415-642-1262
415-752-1753
415-893-3600
303-236-4196
818-449-7650
415-855-2103
512-471-4929
415-725-0361
415-855-2012
415-855-2473
916-445-1923
609-921-3028
713-527-8101
313-764-4303
301-454-7694
801-378-6327
202-357-9542



NSF/EPRI WORKSHOP
PANEL ASSIGNMENTS

Panel 1 (Camino A)
Low- and High-Strain Properties

Ricardo DobrylRensselaer--S
S. Bhatia/Syracuse--R
Bob HenkeJDyn. Testing
C. J. Higgins/Applied Research
M. Jamiolkowski/Torino--Italy
H-Y Ko/Colorado
Dick Ladd/Woodward-Clyde
S. PrakashJMissouri
Tony Saada/Case Western
Phil SirlesIB of Rec

Panel 3 (Marsten Room)
Spatial Variability

Gary Olhoeft!USGS--S
John Christian/Stone & Webster--R
Wayne CloughNPI
Fred FollowillLawrence Livermore
H. Ito/CRIEPI--Japan
Farrokh NadimINGI--Norway
Jerry Nelson/Consultant
Erik VanmarckeJPrinceton

PanelS (Holtum Room)
Arrays

Brian Tucker/CDMG--S
C. B. CrouseJDames & Moore
Norm Abrahamson/Woodward-Clyde
G. Bongiovanni!ENEA--Italy
C-Y ChangJGeomatrix
Herman GravesINRC
Tom Holzer!USGS
T. Katayama/Tokyo--Japan
Mario OrdazIUNAM--Mexico
c.K. ShenlUC Davis

Note: S = Speaker
R = Recorder

B-3

Pannel2 (Edwards Room)
Energy Dissipation

Jose Roesset/Texas--S
Dick WoodsJMichigan--R
Bill Joyner/USGS
John Lysmer/UC Berkeley
Bob Pyke/Consultant
Bruce Redpath/Consultant
Ken Stokoe/Texas
Andy VeletsoslRice
Jackson Yang/Maryland

Panel 4 (Foster Room)
Site Geometry

Walt SilvaJPacific Engineering-S
John Schneider!EPRI--R
John AndersonlNevada
Terry Barker/S Cubed
A. PapageorgioulRensselaer
Jacob PhilipINRC
AI Rogers/USGS
Woody SavageJPGE
Ray Seed!UC Berkeley
Paul Somerville/Woodward-Clyde

Panel 6 (Wilshire Suite)
Sloping Ground Sites

Gonzalo Castro/GEI--S
Les YoudIBYU--R
K. Arulanandan!UC Davis
Jean ChameauJPurdue
Pedro de AlbaINew Hampshire
John Egan/Geomatrix
Liam Finn!UBC--Canada
Geoff Martin!Earth Technology
Peter Robertson/Alberta, Canada
Ron Scott/Caltech





EPRI
Electric Power
Research Institute

Keywords:
Soils
Site characterization
Geotechnical engineering
Seismic effects

EPRI NP-7337
Volume 2
Project 810-14
Proceedings
June 1991

•
Proceedings: NSF/EPRI Workshop
on Dynamic Soil Properties and
Site Characterization
Volume 2

Prepared by
CH2M HILL, Bellevue, Washington





REP 0 R T SUMMARY

INTEREST CATEGORIES

EPRI R&D planning
Nuclear seismic risk,

design, and qualification

KEYWORDS

Soils
Site characterization
Geotechnical engineering
Seismic effects

EPRI NP-7337s Vols. 1 and 2

Proceedings: NSF/EPRI Workshop on Dynamic Soil
Properties and Site Characterization
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Experts in geophysical sciences and earthquake engineering con
vened to evaluate state-of-the-art technology in geotechnical prop
erty characterization for earthquake-resistant design and analysis.
Workshop areas discussed in this report will help focus and priori
tize research on seismic hazard mitigation and seismic design
improvement.

BACKGROUND Earthquake experience shows that site geology and local soil
properties exercise a decisive influence on seismic ground motions and structural
damage potential. Progress has been made in measuring dynamic soil properties
and understanding site characteristics. However, technologic limitations and resul
tant uncertainties have restricted the overall ability to confidently characterize a
site for seismic design and analysis.

OBJECTIVES

• To discuss the current state of dynamic soil property measurement and site char
acterization for earthquake-resistant design and analysis.

• To explore ways to achieve necessary advances and identify research priorities.

APPROACH Sixty-seven engineers, geologists, geophysicists, and seismologists
from the United States and abroad participated in a two-day workshop November
9-10, 1989, in Palo Alto. State-of-the-art presentations focused on six previously
selected technical topics, designed to help the National Science Foundation (NSF)
and EPRI plan future research programs aimed at characterizing the dynamic
material properties of sites for seismic design. Following these presentations, par
ticipants formed six panel groups to discuss the state of the art and to suggest
research needs and priorities for each topic. The organizing committee met after
the workshop to synthesize results and recommendations.

KEY POINTS The workshop addressed six key technical topics, including low
and high-strain cyclic soil material properties, mechanisms for energy dissipation,
spatial variability of soil properties, effect of site geometry and global characteris
tics, seismic arrays, and sloping ground sites. Experts determined that

• The highest priority research need industrywide is development and operation of
field test sites for site soil characterization and method validation in seismically
active areas.

• Other research needs exist in the following areas: technology enhancement of
soil in situ and laboratory testing; investigation of physical-chemical processes
affecting property changes; sensitivity evaluation of dynamic soil property varia
tions; and improvements in data processing methods, field data interpretation
techniques, and ground-response modeling procedures.
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3. Describe the nature of the data you have obtained, in terms ~~

of the number of events recorded, their range of magnitudes/ ~p~~.
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5. If you were to establish a new array, what means would you
now use to characterize site conditions?
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7. Can you comment on the relevance of ambient vibration
measurements and forced vibration testing?
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Canadian strong motion seismograph networks*

D.H.Weichert
Pacific Geoscience Centre, GeologicalSurvey ofCanada, Sidney, British Columbia

P.S.Munro
Geophysics Division, GeologicalSurvey ofCanada, Ottawa, Ontario

ABSTRACT: The Canadian strong motion seismograph network was started in 1963 and some
70 accelerographs are now in operation. site selection is governed primarily by
seismological rather than engineering priorities. The federal government networks are
supplemented by privately-owned instruments in special engineered structures, mainly
dams. In western Canada, 36 accelerographs are installed in the Vancouver-Victoria,
Central Vancouver Island, and Queen Charlotte areas. The Vancouver-Victoria region is
a high-density population centre, just inland from the Juan de Fuca subduction zone,
which may be capable of large subduction earthquakes, while the latter two regions
have a proven potential for large earthquakes (M8.1 and H7.3). Four earthquakes have
yielded records of up to 0.06 g horizontal acceleration. In eastern Canada, 17 of the
19 accelerographs are now centered on the Charlevoix seismic zone, which has a long
history of strong earthquakes. In 1982, an earthquake series in New Brunswick yielded
the first significant near-source ground motions in eastern Canada of up to almost 0.6
g. Only one accelerograph was located in northern Canada until a series of strong
earthquakes occurred in 1985 in the Northwest Territories. Instruments installed in
the Nahanni aftershock zone recorded horizontal accelerations over 1 g and a vertical
acceleration peak of over 2 g.

1 Introduction

Parts of Canada are strongly seismic.
On the west coast, part of the circum
Pacific seismic belt, one MS.1 and
several M7 earthquakes are known to have
occurred in historical times. In
eastern Canada, populated regions are
known to have expe~ienced magnitude 6 to
7 earthquakes as early as 1663, with
three K6 or greater events since 1925.

This activity motivated the initiation
of a modest strong motion program in
western Canada by the Dominion Observa
tory, then a branch of the Department of
Energy, Kines and Resources (EMR) and,
almost concurrently, the National
Research Council of Canada (NRCC) began
to install a strong motion network in
eastern Canada. Subsequent to some
reorganization within the Canadian
government, both networks are now under
the direction of the Geological Survey
of Canada (GSC) of the Department of
Energy, Kines and Resources. This paper

* Geological Survey of Canada Contribution
Number 48786.

reviews the development, current status
and proposed expansion of these
networks, and tabulates the most notable
strong motion records.

2 History

The first two instruments of the
Canadian strong motion program were
installed in early 1963 in Victoria and
Vancouver. The early history of the
network was described by Rogers, Milne
and Bone (1970), and was reviewed by
Rogers (1976). Most of the early
instruments were located on the densely
populated Lower Mainland and southern
Vancouver Island. The locations were
chosen to sample the response of the
different soils and alluvial thicknesses
of the Fraser valley deposits, and
instruments were placed mostly in
basements or ground floors of low-rise
buildings.

The National Research Council of
Canada (NRCC), through its Division of



Building Resea~ch, installed the ea~ly

st~ong motion netwo~k in easte~ Canada,
sta~ting in 1966 (Raine~ and Luctka~

1983). About a dozen accelerographs
were placed in the large cities of
Mont~eal and Quebec, and in the villages
near the histo~ical Charlevoix seismic
zone, do'~river f~om Quebec City.

In the late 70s there was a demand for
seismic hazard estimation for a projected
northe~ pipeline, and a few accelero
graphs were installed by EMR to capture
g~ound motion on pel~afrost. Only one
of these now remains in the Yukon
Territory at Haines Junction.

Both EMR and NRCC also encouraged
builders of la~ge-scale enginee~ed

st~ctu~es (mainly dams) to install
thei~ own accele~og~aphs, and, in fact,
the gove~ent agencies serviced these
instruments fo~ seve~al yea~s, until the
indust~ies took over this ~esponsibil

ity. eur~ently, fou~ hydroelectric dams
in British Columbia and three in Quebec

MAGNITUDE

"" 7SM
• 6SM<6.9

• SSM < 5.9

are p~ivately instrumented.
High on the list of Canadian conce~ns

was the lack of good "free-field" groun
motion relations fo~ eastern Canada,
where typical source paramete~s and
attenuation a~e different from weste~

North American earthquakes. This has
been addressed in a netwo~k expansion i:
1984. In weste~ Canada, conce~s are
with the attenuation from earthquakes ot
about SO kID depth, and also with g~ound

motion from ve~y large earthquakes with
spatially extended sou~ces.

In 1982, a MS.7 earthquake in
Mi~amichi, New Brunswick, provided a
strong impetus for expansion of the
easte~ network, and, in cooperation
with the u.s. Nuclear Regulatory
Commission (USNRC), 8 accelerog~aphs

were deployed in the Miramichi after
shock area for 2 years. Some of these
instruments captured the first signifi
cant near-source ground motions on
bedrock in eastern Canada (Weichert et

Figure 1: Some earthquakes of significance to Canada; 1663 to 1985.



al. 1982; also, see Table 1).
The eastern NRCC network was

transferred to EMR in 1984 and was
retrofitted and reconfigured using the
decommissioned New Brunswick equipment
and some new instruments. The number of
instruments centered on the Charlevoix
seismic zone more than doubled.
Particular attention was paid to
establishing "free-field" sites.

In 1985, a magnitude 6.6 earthquake
occurred in the Mackenzie Mountains of
the Northwest Territories. Three strong
motion accelerographs were deployed
during aftershock surveys and recorded
very significant ground motion during a
second large earthquake (K6.9). These
and the 1982 Miramichi records will be
described later (see Section 6 and Table
1) .

A considerable number of seismoscopes
had been installed in the earlier phases
of the program (see Rogers 1976), but
have now been removed because of ser
vicing and cost/benefit considerations.

3 Instrumentation

The existing network of analog film
recording accelerographs is still
considered to be the best compromise of
cost, reliability and data quality for
the level of seismicity found in Canada,
although a digitally recording accelero
graph has been acquired. At present,
most accelerographs in western Canada
are 1 g Kinemetrics SMA-l units, with
six 1 g RFT- 250 units. In the east,
most instruments are Kinemetrics SMA-1 1
g units with time code generators. The
exceptions are three 1/2 g Kinemetrics
SMA-l units whose resonant frequencies
are near 18 Hz, as compared to 25 Hz for
the 1 g units; they are not considered
to be appropriate for eastern Canada
where higher than average ground
acceleration frequencies and higher than
1/2 g amplitudes have been observed.
Retrofit to 1 g is planned during 1987.

Detailed instrument and site data are
given in the annual publication
'Canadian Seismograph Operations' of the
Geological Survey of Canada. Through
cooperation with the private operators,
data on their stations are included in
this publication.

Responsibility for the western strong
motion stations, inclUding the Yukon,
lies with the Cordilleran and Pacific
Margin Division of the GSC (Pacific
Geoscience centre, Sidney) and for the

eastern stations with the Geophysics
Division of the GSC (Ottawa). Mainte
nance is mainly by contract, with one
scheduled visit every six months for all
but the most remote sites, where visits
are annual. Some of these stations have
a simple monitor unit attached exter
nally (see Rogers and Bennetts 1975).
The curators of these instruments are
contacted by mail a few times a year,
and asked to record and send in the
monitor readings. Abno~al readings may
result in an early or unscheduled
service trip.

Both offices of the GSC now have some
spare instruments, which serve to
maintain the networks and are readily
available for deployment in aftershock
zones of significant earthquakes.

4 Western Earthquake Potential and
Networks

Canada's southwestern coast is part of
the circum-Pacific seismic belt,
comprised here of short ridge segments
and transfo~ faults separating the
Pacific plate and the Juan de Fuca and
Explorer platelets a few hundred kilo
metres offshore (Figure 2). These plate
remnants are believed to subduct under
Vancouver Island and the Lower Mainland
of British Columbia where they give rise
to earthquakes in the overlying crust
and within the subducting plate (cf e.g.
Keen and Hyndman 1979). Several
earthquakes near and above M7 have
occurred within a few hundred kilometres
of the metropolitan centres of Vancouver
and Victoria (Figure 1). Moreover, the
potential of large thrust earthquakes on
the Juan de Fuca subduction interface
must be considered. Although not
observed during historical times,
evidence is mounting that such earth
quakes may have occurred with average
recurrence times of 400 to 500 years and
magnitudes between 8 and 9 (Heaton and
Kanamori 1984; Weichert and Rogers 1985).

Further north, the Pacific-North
American plate boundary consists of the
Queen Charlotte fault, a right-lateral
strike-slip fault with a probable small
subduction component near the south end
of the Queen Charlotte Islands. A mag
nitude 8.1 earthquake occurred in 1949
along this section of plate boundary.

All H5 and some H6 western earthquakes
have been excluded from Figure 1 to
avoid overcrowding the diagram.
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Figure 3: Accelerographs in the
Vancouver-Victoria area - 1986.

Islands are considered to be the closest
likely threat to the met~opolitan

areas. For this hypthetical epicentre
the Vancouver-Lower Mainland network has
one app~oximately north-south profile
and a second profile approximately
following the Fraser River with about 10
tan spacing. Most accel.erographs are on
basement concrete slabs. Three of the
sites along the northe~n profile are
founded on bedrock while the east-west
profile is founded mainly on alluvium,
silt, sand or clay.

On the south side of the hypothetical
epicente~, the accelerograph spacing is
somewhat wider, a few tens of kilome
ters. All sites but one are on bedrock.

The siting of a few stations was
influenced by engineering interests and
instruments were located in structures
of local importance and uniqueness. The
southernmost example is an instrument at
the coal shipping terminal on silt fill
(Roberts Bank): another one is at the
bottom of a tunnel under the Fraser
River with a second "free-field" instru
ment a few hundred metres away. A third
instrument is placed in the basement of
a 22-storey concrete building in
downtown Vancouver (B.C. Hydro) and a
fourth is on the bedrock abutment of the
Capilano concrete dam structure. One
privately-owned instrument is located at
Lake Cowichan (Teleglobe Canada) and
another is at the Allouette dam on the

I
km

o 200

•

ACCELEROGRAPH SITES
... Current GSC
~ Proposed GSC
• Current Private

AP

British Columbia

135
0

4.1 The Vancouve~-Vancouve~ Island
Netwo~k

Figure 3 shows the cu~rent network and
pLanned additions in the southweste~

co~er of British Columbia. The
histo~ical ea~thquake zone (Milne et al.
1978) extends from Seattle-Tacoma at the
south end of the Puget Sound in the
state of Washington, to about the 49th
parallel, halfway between the two
met~opolitan areas of Vancouver and
Victo~ia. The la~ger ea~thquakes here
occu~ within the subducting pLate.
There is a ~elatively quiet zone just to
the no~th of 49°N, followed by a zone of
moderate earthquakes northwest of the
Vancouver-Lower Mainland area. Large
events with an epicentre in the Gulf

Figure 2: Accele~og~aphs in weste~

canada - 1986 PP~Pacific Plate:AP~North

Ame~ican Plate; JFP~Juan de Fuca Plate;
EP~Explore~ Plate; QCF; Queen Charlotte
Fault. Double bars at lowe~ left
~ep~esent t~ansform faults; single-headed
arrows show relative plate motion.



Fraser River.
Further to the northwest, central

Vancouver Island has a high potential
for a magnitude 7 event. Earth~uakes

occurred near the west coast of the
island in 1918 (H7.0) and 1957 (K6.0),
and in 1946 (H7.3) near the east coast.
The currently existing and proposed
accelerographs will cover the potential
epicentral area well (see Figure 2), and
completion of this network is expected
by 1988. Remoteness and sparse
poyulation place restrictions on site
selection; some instruments are not
deployed in "free-field" conditions.
The three proposed accelerographs for
central Vancouver Island will be
co-located with telemetred digital
seismographs. This has potential
advantages for data interpretation.

one instrument of the two in Port
Alberni is located on a concrete floor
built on a stiff cellular substructure
of wood piles. This is a typical
structure in forest product oriented
west coast towns; a comparison with a
nearby rock site would be highly
relevant to engineering design.

4 .2 The Queen Char lotte NetwoT'k

Figure 2 shows the Queen Charlotte area
network and Figure 1 indicates the high
seismicity near the Queen Charlotte
Islands. Instrument location is
governed by the paucity of permanent
settlements.

Inst~Jments along the mainland coast
are at a greater distance from the
active principal Queen Charlotte fault
zone, but seismic activity has been
established to the east of the main
fault between the Queen Charlotte
Islands and the mainland. Accelero
graphs are located at the important
seaport of Prince Rupert (GSC) and at
the Kemano hydroelectric site (privately
owned by ALCAN). Another accelerograph
at the economically important location
of Kitimat would be desirable.

4.3 B.C. Hydro Accelerographs

Cooperation between EMR and B.C. Hydro
resulted in accelerograph installations
in several dams in the early years of
the EMR program. Ladore dam on
Vancouver Island was inst~Jmented by EMR
in 1965, and the Mica Creek dam in the
Rocky Mountain trench followed in 1972
(3 units, see Figure 2). More recently,

B.C. Hydro has set up its own monitoring
program and is expanding. Currently the
utility company operates accelerographs
at the Bennett dam in the Peace River
area, Mica Creek dam, Revelstoke dam in
the interior (5 units) and Allouette dam
in the Lower Hainland. Other installa
tions are planned (private communica
tion, Tim Little, B.C. Hydro 1986).

5 Eastern Earthquake Potential and
Networks

Seismicity in eastern Canada is well
documented although not as well
understood within the framework of
modern plate tectonics (Basham et al.
1979). The Charlevoix seismic zone is
historically the most active, with at
least five earth~uakes of magnitUde 6 or
greater (1663, 1791, 1860, 1870 and
1925). The 1925 event is the only
earthquake with magnitude near 7 on land
in eastern North America in the
twentieth century. This source zone is
considered to have the highest potential
for strong ground motion and has had the
highest priority for instrumentation.

Several other clusters of seismicity
exist throughout eastern Canada, in
which the activity is significantly
higher than the general background. One
of the most important is the western
Quebec zone that contains the major
population centers of Montreal and
Ottawa. Past experience suggests that
maximum magnitude earth~uakes of at
least M7 must be assumed here. but the

Quebec

Figure 4: Accelerographs in eastern
Canada - 1986. CHV=Charlevoix Seismic
Zone.



probability for strong ground motion for
these cities is smaller than for the
Charlevoix zone.

Another source zone that includes one
major historical event of K7.2 is a
small area at the edge of the
continental slope, at the mouth of the
Laurentian Channel.

5.1 The Eastern Canadian Network

Figure 4 shows the eastern network,
which comprises 19 sites and signifi
cantly improves the coverage of the
Charlevoix seismic zone. The station
layout approximates profiles both into
the paleozoic terrain of the Northern
Appalachians and into the Canadian
Shield. Siting is constrained in the
Shield region northwest of Charlevoix by
a lack of villages. This configuration
has two Northern Appalachian station
profiles within Canada: one to the east
ending at Miramichi, New Brunswick; and
one to the south near the Quebec-Maine
border.

The Charlevoix seismic zone shows
activity over an epicentral region about
70 kID by 30 kID, centered along the
river. A significant earthquake
anywhere within this zone could trigger
5 strong motion seismographs within 50
kID and 10 within about 100 kID.

The single accelerographs in Montreal
and Ottawa extend coverage into these
densely populated and seismic areas.

5.2 Private Accelerographs in the East

Cooperation between NRCC and Hydro
Quebec resulted in accelerograph
installations in three hydroelectric
darns, starting in 1974 (Rainer and
Luctkar 1983). Fifteen SMA-1
accelerographs are currently deployed,
of which 11 are 1/2 g units.

6 Canadian Records and Data Processing

The first strong motion records were
captured in Victoria from the 1965
Seattle earthquake (K6.5) at a distance
of 140 kID. A few more low level records
were collected in the latter 60s and
earl~ 70s in the Victoria and the Queen
Charlotte areas. The first significant
set of records resulted from a MS.4
event in 1976 between the cities of
Vancouver and Victoria (Weichert and
Milne 1980). Eight accelerographs
triggered, with maximum peak horizontal

accele~ations between 0.04 and 0.06 g c
distances of about 30 to 60 kID on
various soil types.

In eastern Canada, the first
accelerogram with maximum peak
acceleration of about 0.01 g was
obtained in 1979 from a shallow MS.l
event in the Charlevoix zone at a
distance of 55 km. When the 1982
Miramichi, New Brunswick earthquake
series started there were no nearby
strong motion seismographs, until a
temporary network was installed as
mentioned earlier. A set of 19 records
was captured from shallow earthquakes c
K3.4 to M4.8 at distances from 4 to 30
krn. Their significance lay in the high
dominant frequencies (averaging 24 Hz)
and high peak ground accelerations, up
to almost 0.6 g (Weichert et al. 1982).

In northern Canada, the first set of
records was captured after the'M6.6
event of 5 October 1985. To the end of
September, 1986, accelerograrns had been
recorded from over 80 smaller after
shocks and from a second large ea~th

quake of M6.9 (23 December, 1985), at
distances of approximately 8 to 30 km.
The significance of these records are
three-fold: they are the first strong
motion records from a very large
Canadian earthquake; the peak accelera
tions recorded are very high (1.32 g
horizontal and greater than 2 g
vertical), and the ground motions of th
large December event are expected to be
widely used for engineering design
studies (Wetmiller et al. 1987).

Available Canadian records have been
published in Open File Reports (Weicher
and Milne 1980; Weichert et al. 1982;
Weichert et al. 1986). Table 1 gives a
selection of relevant ground motion
parameters for the most important
Canadian strong ground motion records
captured to date. Shown are peak
horizontal accelerations and velocities
as well as the approximate 5~ damped
spectral levels of acceleration and
velocity, together with earthquake
magnitUde and epicentral distance.

The earliest records were processed
in-house. We now use commercial
digitization facilities, and, in the
last five years, the facilities and the
programs of the U.S. National Strong
Motion Data Centre of the USGS in Menlo
Park (AGRAM Program Package, Converse,
1984) have been used. The processed
data have been included in the USGS
archive.

The digitized data from processed
records are available on tape, at the



Table 1. Peak horizontal ground motion parameters of the most notable Canadian strong
motion records.

Nominal 5'1. damped response spectrum
Earthquake Dist. Acceler. Velocity Acceler. Velocity
- site & condition (kID) (g) (m/s) (g) (m/s)

Miramichi M4.8
31 March 1982
- Holmes Lake, 5 m alluvium 6 0.34 0.014 0.6 0.05
- Mitchell Lake, bedrock 4 0.23 0.019 0.7 0.06
- Loggie Lodge, 5 m alluvium 6 0.56 0.041 0.8 0.06
- Indian Brook, gravel 3 0.42 0.031 0.8 0.06

Nahanni M6.9
23 December 1985

- Site I, bedrock 8 1.32 0.46 3.0 1.0
- site 2, bedrock 8 0.53 0.33 1.5 0.6
- Site 3, bedrock 25 0.19 0.06 0.1 0.1

user's expense. Requests should be made
to the Head, Canadian Seismograph Net
work, Geophysics Division, Geological
Survey of Canada, 1 Observatory Cres
cent, Ottawa, Ontario, Canada, KIA OY3.

7 Summary

The Canadian strong motion network
started almost 25 years ago. The
program is now the responsibility of the
Geological Survey of Canada. Over 10
accelerographs are now in place, and
large events in the Queen Charlotte,
Central Vancouver Island, Vancouver
Victoria and Charlevoix areas should be
adequately recorded. The GSC will
continue to supplement permanent network
data by deploying portable instrumenta
tion in the aftershock zones of large
events in these and other areas. In
western Canada, the network should
continue to grow to the outlined config
uration before 1990. There are no
expansion plans for the eastern
network. critical facilities should be
instrumented by their owners; for
example, the Canadian Standards Associa
tion provides guidelines on the install
ation of strong motion accelerographs in
nuclear po~er plants (CSA-N289.5).

Recently captured strong ground motion
records have a been received with great
interest by the engineering community,
emphasizing the socia-economic
importance of maintaining a viable
strong motion program in Canada.
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STRONG-MOTION ARRAY QUESTIONNAIRE

1. Where is your array located and how long has it been
operating?

2. Please describe your array, in terms of the type and number
of instruments, their spacing, their triggering, their
recording means (film, tape, or disc; analog or digital),
and their foundation and housing.

3.

4.

Describe the nature of the data you have obtained, in terms
of the number of events recorded, their range of magnitudes,
and their distances from the array.
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What means were used to characterize the site conditions?



5. If you were to establish a new array, what means would you
now use to characterize site conditions?

I1..-L -R. k ~Lc ~;.,. <, fru ~ f; JJ ,,~)o.

6. What lessons have been learned

• regarding the operation of the array?
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• regarding ground response to earthquakes?

7. Can you comment on the relevance of ambient vibration
measurements and forced vibration testing?

8. ADDITIONAL COMMENTS AND ADVICE (please use additional pages
if desired)

Thank you!



_TG: Brian E. Tucker, Acting State. GeQlogist

STRONG-MOTION ARRAY QUESTIONNAIRE

1. Where is your array located and how long has it been
operating?

Location: Entire Republic of Costa Rica

Time of operation: Since oct. 1984.

2. Please describe your array, in terms of the type and number
of instruments, their spacing, their triggering, their
recording means (film, tape, or disc; analog or digital),
and their foundation and housing.

Type of Instrument: SMA-l & SSA-l Kinemetrics (23 and 2 -respectively)

Triggering: 1% g.

Recording means: 70 mm film for the SMA-l and micro chip for SSA-l.

Housing: Fiber glass Refuges (19)
Sunken concrete box (1)
Concrete pedestal with metalic cover (1)
In buildings (2)

3. Describe the nature of the data you have obtained, in terms
of the number of events recorded, their range of magnitudes,
and their distances from the array.

Number of events recorded: 17

Range of magnitude: from 3.7 to 6.3

Distance from arrang: min 9 kID.
max 240 km.

4. What means were used to characterize the site conditions?

Seismic retraction test for depth of about 30 meters near the station sites.



5. If you were to establish a new array, what means would you
now use to characterize site conditions?

Seismic refraction device of more range and increased number of test locatioD

6. What lessons have been learned

• regarding the operation of the array?

The maintenance of instruments b~comes critical for tree held stations in
tne subduction zone of Central America. Adverse climate conditions.

• regarding ground response to earthquakes?

In the first years of ope~ation several stations were relocated because
of lack of proper information on the local soil conditions.

7. Can you comment on the relevance of ambient vibration
measurements and forced vibration testing?
Convenient in order.to have an upper limit on stiffness caracltteiistics for
instrumented ouildings·.

B. ADDITIONAL COMMENTS AND ADVICE (please use additional pages
if desired)

Thank you! k.~~~
-:?"........ ..a--- 7' J.

Dr. Guillermo Santana 'H.

Name



STRONG-MOTION ARRAY OUESTIONNAIRE

1. Where is your array located and how long has it been

operating?

a) One array on the monument of Parthenon in Athens.

Greece. Is operatinR since 1986

bl Six arrays on Dams* around Greece. They are installed

since the construction (10-15 years ago) of the

respective dam but they are operating only relatively

lately. due to various difficulties (moisture. cablinR etc.

etc. )

c) One array on the telecommunications tower in major

Athens. It is operating since 1985.

2. Please describe your array, in terms of the type and

number of instruments, their spacing, their triggering, their

recording means (film, tape, or disc; analog or digital),

and their foundation and housing

a) CRA-1 Central Recording Accelerograph, with 12 FBA-11

Uniaxial Force Balance Accelerometers, full scale ± 19. the

pick-ups are mounted on various parts of the monument and on

the foundation ground. TS-3 triaxial seismic trigger at

level 0.005g. Recording on photographic film. The CRA-l is

housed under the staircase of the monument.

b) e Mornos dam; two SMA-l. trigger level 0.005 g

o Assomaton dam; six SMA-I, trigger level O.Olg; One

FBA-13DH; four PAR-400 peak accelerometers

o Sfikias dam; six SSA-302. trigger level O.Olg; four

PAR-l03 peak accelerometers

• Polyfytou dam; two SMA-1, trigger level O.Olg

• Kremasta dam; two SMA-1. trigger level O.Olg

• Pournariou dam; f~ur SA-302, trigger level 0.05g;

one SMA-I. trigger level O.Olg; four PAR-103 peak

accelerometers

* They are operating under the Greek Public Power

Corporation jurisdiction



c) Three SMA-l, full scale tlg, vertical trigger on

the basement of the building

3. Describe the nature of the data you have obtained, in

terms of the number of events recorded, their range of

magnitudes, and their distances from the array.

Very few and poor data (almost none!). The reasons are:

distant events and bad condition of the instruments.

4. What means were used to characterize the site conditions?

a) It is a sound rock

b) There are available ample bore hole data and geolgoical

investigation reports

c) There are available bore hole data

5. If you were to establish a new array, what means would

you now use to characterize site conditions?

Microtremor measurements and bore hole data. Also,

general topographic and geological conditions of the major

area

6. What lessons have been learned

o regarding the operation of the array?

Needs much maintenance

The array under (a) above, was, two times up to now,

severely damaged due to lightnings; the sensors are exposed

bare, without any other protection. Almost, all of the Ie
were damaged both of the 12 sensors and of the central unit.

We are facing difficulties in the connecting cables and in

the triggers.

There are cases in which connecting cables among the

various parts of the array and with the mains were brocken

or disconnected due to ignorance or negligence

o regarding ground response to earthquakes?

All our arrays are on buildings and structures



7. Can you comment on the relevance of ambient vibration

measurements and forced vibration testing?

We have carried out more than one hundred ambient

vibration measurements~ and very few forced vibration

testing, and therefore we can not comment. But. ambient

vibrations present always a "stiffer" situation than it is

in the reality.

8. ADDITIONAL COMMENTS AND ADVICE (please use additional

pages if desired)

Need more data about ground conditions. or the structure.

if the array is on structure.

You have to use well trained personnel and to take into

account many parameters, as for example,where you will put

the trigger, sensitivities, etc, Name ~~

P~t. G -C:::::::===-d'anayo IS r. ary IS

Professor of Earthquake Engineering

• please. refer to the enclosed paper
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Small Amplitude Vibration Measurements of
Buildings Undamaged, Damaged, and Repaired
After Earthquakes

Panayotis Carydis, M.EERI, and Harris P. Mouzakis

Ambient vibrations provided the l!Ieans to l!Ieasure dynamic properties
of reinforced concrete undamaged buildings, damaged and repaired
after the destructive earthquakes of February 24,1981,in the major
area of Athens and in Central Greece. Each fundamental period is
given as function of the number of stories, the height of the
building, the dimensions of its plan and the percentage of shear
walls. The shape of the deformation of the vertical centerline and
the associated percentage of critical damping resulted also from
the measurements, which in addition proved that for the damaged
buildings the vertical centerline presents a discontinuity at the
level where the damages are concentrated. For the repaired buildings
this line becomes smooth.

INTRODUCTION

Ambient vibrations having a small amplitude,arise from many disturbances
of the environment, such as wind, distant waves of the sea, influence of
the sun, distant storms, various micro tremors of the Earth crust, traffic
and the various vibrations caused by the activities of man.

These disturbances have a wide range of frequencies, thus many normal
modes of structures can be excited by them. Exploiting these inherent small
amplitude vibrations of buildings, their fundamental period and the
deformation of their vertical centerline can be determined. The method
applied for the determination of damping differs either at the stage of
data reduction or at the stage of measurements - particularly at the
excitation of the structure for the production of free vibrations. In the
present measurements the latter excitation is carried out by specially
trained, one or two, men.

Modern earthquake resistant regulations take into account the fundamental
period of the structure to determine earthquake loads. The deformation of
the vertical centerline in the fundamental mode is important for the
determination of the distribution of lateral earthquake loads with height.
Damping is also important to determine the structure's earthquake response.

The degree of deterioration or damage of a structure may,to a certain
extent, be determined by field measurements of its vibrations. Changes in
the predominant periods of vibration as well as discontinuity along the
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height in the deformation of the vertical centerline arise from discontinuity
of stiffness, which in most cases is due to damage of either the structural
system, secondary elements (mainly partitions) or both.

The dynamic characteristics (fundamental periods, modal shapes and
corresponding damping values) of a building depend on many factors,the most
important of which are:

(1) The particular structural system, that is the vertical (columns,
shear walls), the horizontal (beams, slabs) elements and the way
they are connected.

(2) The material of the structural system, that is concrete, steel,
brick, stone etc. and/or a combination of these.

(3) The mass of the building and how it is distributed in height and
plan.

(4) The geometry of the building (height, dimensions of the plan) and
the various irregularities, if any, in height and plan of the
various stories.

(5) The infill panels and non structural elements of the building,
their construction and attachment to the structural system.

(6) The particular kind of soil as well as the type of foundation
(isolated footings, shallow foundation,stiff or deep foundation).

(7) The age of the building, the quality of maintenance and the level
and duration of its vibrations due to its use and its environment.

(8) The extent, location, and severity of damage along the height and
plan of the building and the damaged elements (slabs, beams,
columns, shear walls, infill panels) importance.

(9) In case of repair, alteration, or strengthening, the kind, the
extent and material of repair in relation to the kind, the position
and the percentage of existing failures.

(10) The amplitude of the vibration of the building during measurements
in relation to preViously experienced amplitudes.

The last factor is particularly important, since the amplitude of the
vibration relates directly to the prior stress level and the degree of
yielding which in turn directly influences the response of the structure,
through intensely nonlinear behavior. For the same reasons the results
of field measurements only have meaning for corresponding amplitudes
of vibration. For the buildings discussed below the materials are in
their linear range, strains being too small to develop nonlinear
properties.

During the earthquake response of a building its dynamic characteristics
change abruptly enough and its model for the analysis should be changed
accordingly, as shown schematically in Figure 1. For small amplitude



Small Amplitude Vibration Measurements of Buildings After Earthquakes

translations where there are only compressional stresses at the level of
foundation, one may consider the frame fixed at its base, Figure Ib,which
coincides with the typical way of analysis; for translations of a greater
amplitude, however, where tensional stresses are created at the level of
foundation, the frame must not be considered as fixed at its base and the
model for the determination of the member forces, displacements etc.
becomes complicated, Figure lc,ld.

(0)

FIGURE 1. The amplitude of the translations of the stories affect not only
the behavior of the members (linear-non linear) but also the model of the
structure: (a) elevation of a typical frame; (b) for small amplitudes the
frame may be considered as fixed at its base - the typical model for
analysis; (c),(d) a magnified and exaggerated response of the frame during
a strong earthquake which produces tensional vertical stresses at the
foundation level.

If the analysis includes soil structure interaction, particularly with
a non linear soil response, the stresses and strains computed will certainly
be closer to reality, however the computational difficulty is substantially
increased. Clough and Huckelbridge (1977) found that the stress in structures
not fixed at their base during strong 'earthquakes is smaller than that
calculated with the hypothesis of fixed base.

The dynamic characteristics of the structures to which the various
earthquake resistant regulations refer should differ depending on the
particular method of analysis that will be applied; for example, for the
method of equivalent static load the fundamental period should most probably
correspond to some mean value of those that the structure will exhibit
during its earthquake response. Notwithstanding this fact the relations
used by most regulations for the calculation of the fundamental period are
to a great extent based on small amplitude vibrations similar to those that
are reported herein.

The shape of the deformation of the vertical centerline due to
horizontal translations of the floor diaphragms is influeced by the above
mentioned factors, mainly, in order of importance: (8),(9),(4),(5),(1),
(6),(3),(2),(7) and (10). Damping is influenced by the following factors,
again mentioned in order of importance: (10),(2),(8),(9),(5),(7),(1),(6),
(3) and (4).

With all these comments and with several reservations as far as the
mean values are concerned (due to the small population of each case) the
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results of the measurements follow.

NOTATION

In the text the various symbols used have the following meaning, unless
otherwise noted each time the symbol is used.
A: cross-section of cantilever (m2)
B: width of building perpendicular to the considered direction of

vibration (m)
8i : regression coefficient
D: length of building along the considered direction of vibration (m)
E: modulus of elasticity of the material (MPa)
E(f):expected value of f
s: damping ratio
G: modulus of elasticity in shear (MPa)
Ho : height of building from its foundation level (m)
H: height of building above ground level (m)
I: moment of inertia of cross section (m4 )
K: mean value of story indices (KNm- l ) (story index=sum of stiffness of

the columns of the story under the shear building hypothesis)
k: cross section form factor
m: mass distributed along the height of the structure (kgm- I )
Mk: lumped mass at the k-th level (kg)
N: number of stories above ground level (not necessarily the foundation level)
v: Poisson's ratio
p: ratio between the cross section of the shear walls and the sum of the

cross sections of shear walls and columns, mean value of the different
stories

pI: ratio between the cross section of the shear walls whose lenght is
along a particular direction and the area of the plan of the building,
mean value of the different stories

r: correlation coefficient
a: standard deviation
Tf: fundamental period of structure for deformation in flexure (sec)
Ti : i fundamental period of structure (sec)
Ts : fundamental period of structure for deformation in shear (sec)
Wn: circular frequency of the n mode (sec-I)

INSTRUMENTS USED FOR THE MEASUREMENTS,
METHOD OF MEASUREMENT AND METHOD OF DATA REDUCTION

Two systems were used to measure and record the vibrations of buildings
depending on the particular needs and the availability of transportation.

The first system, Figure 2, is a one-channel m1-1 (Vibration Monitor
1) by Kinemetrics;it has an integrated amplifier system, a thermal pen
recorder and low pass filters. The electromagnetic accelerometer EM-4,
from the same manufacturer, with a maximum sensitivity of 10-2 g is used
as pickup. The second system, Figure 3, is a four-channel VSS-1(Vibration
Survey System) by Kinemetrics with SS-l (Ranger Seismometer) electromagnetic
velocity transducers, and a separate signal amplifier which has integration
and differentiation circuits as well as a series of low pass filters all
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INSTRUMENTS USED FOR THE MEASUREMENTS,
METHOD OF MEASUREMENT, AND METHOD OF DATA REDUCTION

Two systems were used to measure and record the vibrations of buildings,
depending on the particular needs and the availability of transportation.

FIGURE 2. The one-channel "Vibration Monitor VM-l" by Kinemetrics
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FIGURE 3. The four-channel "Vibration Survey System VSS-l" by Kinemetrics

integrated in the instrument SC-1 (Signal Conditioner). The signals are
recorded on analog magnetic tape (FM) recorder and light beam oscillograph.

The selection of positions and directions for the tranducers in the
building along the height and in the plan depends on the direction of the
vibrations to be measured and on the discontinuities of stiffness and
distribution of mass, in height and plan, as well as the extent and kind
of damage and/or the repair and strengthening.

Torsional vibration around a vertical axis is likely for each building
in addition to translation along its two main axes. For the determination
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of these vibrations, measurements were taken at various levels of the
building and along its two main axes. For example, for a building of N
stories without discontinuities, vibration measurements were taken"at the
following levels:

(1) At the top story; measurements of ambient vibrations and free
vibrations after excitation with the "man power" technique, in
order to find damping.

(2) At intermediate stories, the choise of which depended on the total
number of stories N. This measurement was to determine whether
the period of vibration was constant along the height of the
building and for determining the deformation of the vertical
centerline of the building along the height, and

(3) On the ground and along the three directions - length, width and
vertical - inside and outside, but near the building plan, in
order to determine the degree of soil structure interaction.

For building with an open first story (termed "Pilotis") measurements
were also taken on the first story level to determine the deformation of
the vertical centerline of the building.

The instruments used are
accelerations of the order of
This sensitivity is necessary
very small amplitude.

ver~ sensitive: they can clearly record
10- g (receiver 10-2 g and amplifier 10- 3).
since the vibrations measured were mainly of

For measurement of translational vibrations of the buildings, the
transducers were placed at each level in such a position as to avoid the
influence of torsional vibrations. The center of rotation was chosen as
such a position. This is the best selection that can be made even though
it is not free of torsional motions a multi - story building. This is due
to: a) the difficulty in locating a purely translational point and b) the
influence of the other stories. The measurements were taken along the two
main axes of the building. It must be noted that the "vertical centerline"
of multi-story buildings is not always a straight, vertical line,although
its deformation from equilibrium is presented as if the centers of gravity
were on a vertical line.

The measurements were taken at times specially chosen so that the
movement of people in the buildings, the traffic and the wind were
minimized. Care was taken in all the measurements so that there would be
control of the variability of the vibrations. The vibrations recorded were
only those that were permanent and not due to temporary causes. This is of
particular importance in cases where only one recording channel was used
and two consecutive measurements were separed by a time interval. The use
of the low pass filters was very important in facilitating measurements
and distinction of the fundamental period from other periods.

When the bUildings were cracked, the number of points where
measurements were taken was incereased in the vicinity of the cracks. A
difficulty was encountered here, since the center of rotation (known from
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the data of the design and from the drawings) was considerably moved and
not easy to calculate.

(1)1
2rrn

1; =

The "zero crossing" method of K.Kanai (1961) was used for data reduction,
according to which the sample of the measurements must be 120 sec. The
analysis was done by hand and by a small, portable programmable calculatoL
The histogram of the time intervals between two consecutive zero crossing
points of the vibration curve was calculated for the 120 se~onds of the
record. The reader is refered to Mouzakis (1980) for the determination of
the second fundamental period, as well as for the computational procedure.
The mean period and its standard deviation were found next. For the
calculation of the damping the "man power" method was used, that is the
excitation of the building by means of the inertial force exerted by one
or two persons pushing against the building trying to follow the needle of
the recorder. The damping ratio was calculated from the following free
vibration of the building according to the relation:

x
9.n __n_

xo

The damping determined by the above method is of a rather small
importance since it generally refers to small amplitudes of vibration and
the friction damping (Coulomb damping) that is certainly developing during
the earthquake response of structures is not observed and therefore not
considered in this calculation.

The procedure results in the reduction of the field data to the
following items, that are of particular interest:

• Basic information about the use of building in plan and along
the height,its age,exposure to previous disturbances, etc.

• Data about the geometry of the building (number of stories,plansand
sections with the positions and the dimensions of the parts of the
structural system as well as of the infill panels), the materials
and the degree of completion of the building when the measurements
took place.

• Data about the soil.

• The lowest periods of the building along the two main directions
the plan with the corresponding maximum areplitudes.

• The maximum simultaneous amplitudes of deformation of building and
along the two horizontal directions of the plan as well as the
maximum vertical amplitudes of ground and building in selected
points of building and ground.

• The damping in each direction, with the corresponding amplitude.

• Data about the climatic conditions, the traffic and generally the
conditions of the environment and the use of the building during
measurements.
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CLARIFICATION OF SOME OF THE TERMS AND SYMBOLS USED

The number N corresponds to the number of levels of the building and
is equal to the number of degrees of freedom of motion in each direction.
When there is a mezzanine with peripheral beams it is also considered as
a story.

Depending on the dynamic deformation curve, vertical cantilevers with
distributed mass and constant stiffness (cross section that does not change
along the height) are either shear (s) or bending (f) cantilever beams.

of the various normal modes n, are

Ws,n ~ (2n-l)

SHEll.R CANTILEVER BEAM
The circular frequencies, ws,n

given by the following formula:

1l1kG
2H I~ (sec-I), n~1,2,3, .•. (2)

where H: the height of the cantilever beam, in meters, from its base
to its free end

k: cross section form factor according to Blevins (1979); it is
equal to
k~6(1+v)/(7+6v) for circular cross section
k~lO(1+v)/(12+11v) for rectangular cross section

where v is Poisson's ratio
P1: the mass density of the material (kg m- 3

)

The period of free vibration of the normal modes of shear cantilever
beam is independent of the area and the moment of inertia of the cross
section of the cantilever.

The following relations are also valid for shear cantilever beam:
ws,2~3 ws,l' ws,3~5 ws,l'

(3)
(sec-I),

BENDING CANTILEVER BEAM
The circular frequencies of the various normal modes are given by the

following formulae:

~/EI ~~
wf,n~ H m H

where H: the height of the cantilever beam, in meters, from its base
to its free end

P1: the mass density of the material (kg m- 3)

The period of vibration of the normal modes for the case of bending
cantilever depends on the cross section of the cantilever (area and moment
of inertia).

The following relations are also valid in the case of bending
cantilever beam:
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Wf, 2=6.28 wf, 1 ' wf, 3= 17.6 wf, 1

OTHER CLARIFICATIONS
The terms length (D) and width (B) used are not related to the

stiffness of the bUildings but refer to the longer and the smaller dimension
of their plan respectively; therefore, when the longer dimension of a
building is mentioned, this does not necessarily mean that along this
direction the building has its maximum stiffness. In the case of a square
plan, these terms lose their meaning. The separation of measurements into
measurements along the length and measurements along the width proved to
be of rather small importance in this analysis. It has only been observed
to be important when the greater the dimension along one direction the more
the building tends to have shear behavior along this particular direction,
in relation to the other direction where the dimension of the building is
smaller.

All the buildings measured had reinforced concrete load bearing
systems. The vertical elements of these load bearing systems were columns
or shear walls or combinations of both.

In the present investigation as shear walls are considered those
vertical structural elements which are strained and stressed in their plane
mainly in shear, having a cross section of minimum dimensions 1.00X~20 (m2 ).
The shear walls taken into consideration were only those having their own
foundation; deep horizontal beams and walls supported by columns were
therefore excluded.

BUILDING CLASSIFICATION AND DESGRIPTION

A total of 110 buildings were measured. A file is maintained in the
Laboratory for Earthquake Engineering of the N.T.U. of Athens for most of
these buildings, with the basic structural drawings, photographs, and
information about damage and repair.All these buildings are free standing,
have a rectangular plan and are of reinforced concrete.About900f these
buildings are located in the central area of Athens. The dynamic properties
of these buildings were measured before the destructive earthquakes of
February-March 1981 which struck Central Greece. For more information
about these earthquakes, as well as about the damages to engineering
structures, building code and practice, see the relevant reconnaissance
EERI/NRC report by Carydis et al (1982). After these earthquakes,
measurements were made for about 25 damaged buildings (a few in central
Athens area, coinciding with the previously measured buildings, and the
most in the epicentral region, not measured before). Only 20 of these
buildings could be measured after their repair.

The measured buildings were classified in nine categories according
to their use as it is briefly presented in Table 1.

Files are maintained for each of these buildings: the location, the
code number according to use, the number of stories above and below ground
surface, the height above ground, the depth of foundation, the floor area,
the dimensions of the plan, a destription of the structural system, the
material of partitions and the ratio p (see notation) for both of the main
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TAB L E l. CLASSIFICATION OF BUILDINGS ACCORDING TO THEIR USE

No of
Code Use of Building measured

buildings

A Apartments with an open and free of use first 34story (on "pilotis")
B Apartments on "pilotis" and a mezzanine 4
C Apartments with brickwall partit. allover the height 40
D Offices allover the height 17
E Offices with a mezzanine 8
F Apartments with shops at the first story 2
G Offices with shops at the first story 1
H Hotels 2
1 Hospitals 2

Tot a 1 110

directions of the plan. For damaged buildings brief data is kept about the
kind and extent of damages, based on a damage classification presented in
Table 2; for repaired buildings, a brief description of the repair and the
extent of its complition when measured, it is also given,Laios (1982).

TAB L E 2. DAMAGE CLASSIFICATION

SIMPLE EXTENDED
DAMAGES: CRACKING CRACKING SEPARATION

(a) (b) (c)
1 Infill \o7alls la Ib lc

SIMPLE LOCAL
DAMAGES: CRACKING DISORGANIZATION DISCONTFNUATION

(a) (b) (c)
2

1 Beams 21a 21b 21cHorizonta 2 Slabs 22a 22b 22celements

3 1 Columns 31a 31b 31c
Vertical

2 Short 32a 32b 32celements Columns

3 Walls 33a 33b 33c

All buildings were classified in three major groups with respect to
the continuity of their stiffness and mass along the height, after the
measurements were completed~

(1) Buildings with continuity of stiffness and mass and a bare
structural system (no columns "planted" on beams, small or no
variation of the height of the stories and the dimensions of the
vertical and horizontal elements of the structural system from
story to story, small or no variation of the plan of the stories).
These are office buildings or buildings for multi-story shops and
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parking. There are very few or no partitions that may add
stiffness and/or mass to the structural system.In this category
the buildings of codes D,E and G are included.
This group is named "office buildings".

(2) Buildings with apparent continuity of their stiffness ana mass
with many infill walls (bric~valls in all stories as for example
in apartment buildings). Any discontinuity of both stiffness and
mass of the structural system should be small, compared to that
of brickwalls, or other relevant partitions. In this category
the buildings of codes C and d are included.

This group is named "apartment buildings with constant stiffness".

(3) Buildings with stiffer and heavier upper stories compared to the
first story. This discontinuity of their stiffness and/or mass
may be due either to the structural system (columns or walls
planted on beams of the first story, walls supported on columns
of the first story, higher first story compared to upper stonEs,
smaller cross sections of columns and beams of the first story
compared to those of the upper stories, reduction of the plan of
the first story) and/or to the infill walls (considerable reduction
of infill walls in the first story, as for example in the caseof
apartment buildings whose the first story is an open space or
shops). The coexistence of both these reasons of discontinuity is
very common. In this category the buildings of codes A,B,F, and
H are included.
This group is named "apartment builidngs on pilotis".

With the discontinuity of stiffness obvious for cracked buildings, in
order to facilitate comparison, such damaged buildings were classified in
the same groups as they would have been if the building was without damage.

PRESENTATION OF RESULTS OF MEASUREMENTS OF UNDAMAGED
AND DAMAGED BUILDINGS

Following the method of data reduction described earlier, the mean
period and its standard deviation, the deformation shape for each one of
the lowest modes of vibration, as well as the mean value of the damping
for each building were subject to further processing. The latter one was
carried out only to those ~easurements which presented very small errors.
The criterion set was the standard deviation of the corresponding period
(first and second mode) of each building to be less than 0.02 to 0.03 sec.

The method of processing and the results obtained are given in this
section.

UNDAMAGED BUILDINGS

Relation Between Period and Number of Stories or Height of Building.
A linear relationship between the mean fundamental period T as

calculated preViously and the number of stories N, or the height H of the
building, was computed, for the case of measurements before the earthquakes
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(undamaged buildings). This has the following form:

(4,5)

For all buildings that were measured and for the buildings included
in each of the above defined three groups, the values of a1 ,b1 and a2,b2
of Eqs. 4 and 5 were found by use of a least squares regression analysis.
The resulted relationships between mean period and number of stories, the
corresponding Figure number (4 to 7) for the respective regression lines
and their correlation coefficients r are given in Talbe 3.

TAB L E 3. RELATIONSHIP BETWEEN MEAN FUNDAMENTAL PERIOD AND
NUMBER OF STORIES N (undamaged buildings)

Building Group Relationship r Corresp. FiQ:ure No
All Buildings T=0.043N+0.107 0.782 4
Office Buildings T=O. 045N+0. 207 0.786 5
Apartments with T=0.032N+0.145 0.750 6constant stiffness
Apartments on pilotis T=0.049N+0.028 0.923 7

The relationship between mean period and building height are given in
Table 4.

TAB L E 4. RELATIONSHIP BETWEEN MEAN FUNDAMENTAL PERIOD AND
BUILDING HEIGHT (undamaged buildings)

Building Group Relationship r
All Buildings T=O.012H+0.131 0.785
Office buildinQ:s T=0.013H+0.216 0.783
Apartments with T=O.011H+O.144 0.570constant stiffness
Apartments on pilotis T=O.013H+O.107 0.732

I t follows from the comparison of relationships shown in Figures 6 and
7 that the constant term of the first relation (Fig.6) is considerably
larger than the one of the second relation (Fig.7). This constant term must
represent the influence of the soil. This means that the influence of the
soil is far larger in an apartment building with constant stiffness (and
more stiff building) than in a pilotis building, which has a more flexible
first story. This conclusion was expected, since the period of vibration
of a completely stiff building is approximately the same with the period
of vibration of the ground, Carydis (1972).

Results on Modal Shapes and Damping
The ratio of the period of the first nOrflal mode to the period of the

second normal mode was estimated to be approximately equal to three. This
means that apartment buildings without pilotis can - with a good
approximation - be considered as shear cantilever beams with distributed
mass and stiffness. However, for office buildings the ratio of the period
of the first normal mode to the period of the second one is considerably
higher than three and quite often is approximately equal to 6.3 for



Small Amplitude Vibration Measurements of Buildings After Earthquakes

• T=0:04SN+0. 207
r=0.786
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oscillation along the small direction of the building, which means that
some slender office bUildings behave clearly like bending cantilever
beams.

For each of the mentioned three groups of buildings, the mean value
of the first and second normal shapes were calculated. Each one of these
shapes was normalized (with a unit displacement at the top), and the
respective comparison among the three groups is given in Figure 8.
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It was measured that the acceleration and displacement in the second
normal mode of some apartments on pilotis were larger at the second story
than at the top one. The behavior, however, of this eroup of buildings
resembles, due to the stiffness discontinuity in the first story, that
of another building with damages in its first story, ~Atsushima and
Carydis (1969).

r-----.

FIGURE 8. Comparision of the first and second modal
shapes among the three groups of buildings:
--- Office buildings
--_.- Apartment buildings on pilotis
-----Apartment buildings with constant stiffness

The measurements of the ambient vibrations were performed also on the
ground, around and near the plan of each bUilding, the pickups were placed
at the vertical and horizontal direction. From the measurements on the
ground it was verified that building and foundation soil constitute an
integrated system of vibration and therefore of response to the earthquake.
It has been observed that the vertical vibration of the ground near the

"long" and the "short" side of the building, almost coincided (in phase
and frequencies) with its horizontal vibration along the "short" and



Small Amplitude Vibration Measurements of Buildings Mter Earthquakes

"long" axis respectively. This concidence was more accurate in the case
of soft ground and buildings with almost constant stiffness. In some
cases in which the ground water table was quite high, the horizontal
vibrations on the ground were very much reduced, instead, the vertical
ones were more pronounced.

The vertical vibrations of structures are of great interest,
particularly in cases of measurements taken near the columns having their
own foundation. It appeared that from a certain height upwards, the vertical
vibrations of the buildings were not directly related to the vertical
vibrations of the soil, this however can be explained by the
transmissibility of vibrations of each buildings.

Finally, as far as the damping is concerned it was observed that the
younger the building the higher the damping ratio, which may be due to the
fact that the materials and the member connections are still young and
have suffered no fatigue due to the use of the building (e.g.separationof
infill walls from load bearing system, small fissures and cracks due to
the previous deformational history of the building). This means that with
larger amplitudes, than the ones that the structure has already experienced,
new damping mechanisms will be activated and the observed damping will be
higher. The value of damping found here by the application of the "man 
power technique" was less than 3% in all cases.

Relation Between Period, Heigh of the Building, Dimension B and Shear Tvalls
Ratio P for All Apartment Buildings.

The following statistical models were used for this correlation:

13 1 13 2 13 3 e.
Ti =l3oHi B. (Hi+PiBi ) 10 1. i=l ,2, ..• ,n

1.

13 1 13 2 e·
Ti =l3o (Hi /Bi ) (1+pi ) 10 1. i=1,2, •.. ,n

131 82 e.
Ti =130 (Hi / lEi) (l+Pi) 10

1. i=1,2, .•• ,n

(6)

(7)

(8)

13 1 13 2 e.
Ti =13

0
Hi Bi 10 1. i=1,2, .•. ,n (9)

where n is the number of the sample, E(ei)=O and E(eiej)=6i. 0 2 . From the
above relations (6) up to (9) it follows that: J

log Ti=log 130+13 1l og Hi+132log Bi+133log(Hi+PiBi)+ei

log Ti=log 130+131log(Hi/Bi)+132log(1+Pi)+ei

log Ti=log 130+131log(Hi/~)+132log(1+Pi)+ei

log Ti=log 130+131logHi+132logBi

i=I,2, ..• ,n (10)

i=1,2, .•• ,n (11)

i=I,2, ... ,n (12)

i=1,2, .•. ,n (13)

b2 b3
B. (H. +p . B . )

1. 1. 1. 1.

Using the regression
determined:

b 1
Ti=boHi

method, the following regression lines were

i=1,2, ••. ,n (14)
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i"'l ,2, .•. ,n

i"'l, 2, ... ,n

i"'l ,2, •.. ,n

(15)

(16)

(17)

Particularly for a sample n"'66 it follows, from relation (14) that:
log bo"'-1.3452 ~ bo"'O.045, b1",O.8827, b2"'-O.1096, b3"'-O.1083

From relation (15) it follows that:
log bo",-O.58614 ~ bo"'O.259, b1"'O.4856, b2",O.1429

From relation (16) it follows that:
log bo"'-O.99741 ~ b

o
"'O.101, b1",O.745, b2",-O.185

From relation (17) it follows that:
log bo=-1.33384 ~ bo=O.046, b1=O.7727, b2"'-O.1242

Then, the regression lines are defined

T=O.045 RO. 883 B- O. 110 (H+PS)-O.108

T=O.259(H/B)0.486 (l+p)0.143

T=O.101(H/!Ei)O.745 (1+p)-O.185

T=O.046 HO•773 B-O. 124

by the following relations:

(18)

(19)

(20)

(21)

Several methods for selecting the best regression relationship have
been used. All of them, however, do not necessarily lead to the same
conclusions. The residual mean square estimates the variance 0 2 , and an
objective method consists in choosing the relation with the lowest residual
mean square. As such, relations (6) and (9) were found. Relation (9) is
finally chosen instead of (6) because it is simpler, although relation (6)
has a slightly lower residual mean square. The proposal for all apartment
buildings is relation (21).

DAMAGED BUILDINGS
First, second and higher modes of vibration (period and shape) as well

as the percentage of damping were measured for each of the 25 buildings
studied after the earthquakes and are kept in NTU files. There are also
sketches and description of damages according to the classification in
Table 2. Each of these buildings is identified with a number 1 to 25. For
example, a front view of the damages along one direction of buildings No
1 and 11 are shown in Figures 9b and lOb respectively, Laios (1982). In
Figures 9 and 10 appear also the first and second modes along the "Long"
and "Short" direction of the building.

It must be noticed here that some modes of higher order appeared in
some damaged regions of the buildings, parts of buildings showed a rigid
body response. Torsional vibrations also appeared and the measurements
became cumbersome and time consuming besides the risks involved, since the
buildings were evacuated due to their damages.
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Fundamental Periods
The damaged buildings had high values (double, as an average) of their

fundamental periods compared to similar undamaged buildings measured
earlier by the same instrument in the area of Athens. The regression
analyses for the relation between mean fundamental periods and number of
stories showed low correlation coefficients. The extent of damages in the
buildings considered in this regression analysis are of class (b) (see
Talbe 2). It was found for apartment bUildings with constant stiffness:

T=O.077N+O.I09
r=O.489

And for apartment buildings on pilotis:

T=O. 038N+O. 399
r=O.496

(22)

(23)

The fundamental periods of the damaged buildings are certainly related
to their stiffness before the earthquake, however, they are even more
related to the damage of their load bearing system, as well as of their
in£i11 panels.

For apartment buildings on pilotis the percent increase of the
fundamental period of the damaged buildings is calculated, by means of a
regression analysis to be:

T%=-6.97N+153.16
r=-O.329

This implies that maximum damage for this series o£ earthquakes (near
field effect, h~gh frequency content of ground motion) appears in low rise
buildings, while for buildings of N=153/7=22 stories there should be little
damage.

It was found that buildings with damage to several stories (in beams,
columns, walls, slabs and infill masonry) have higher fundamental periods
than buildings with damage of higher degree (deterioration etc.) but
concentrated in a few particular points. The second fundamental period is
not considerably increased, and therefore it is reasonable to assume that
lowrise buildings of 4-6 stories were not excited at the second normal
mode by these earthquakes, hense the participation of that normal mode,in
the earthquake stresses considered, was small.

Modal Shapes
It was found that the shear cantilever beam model does not represent

very well buildings with damage over the height and many cracks in slabs
and beams. The same is valid for buildings with considerable damage to
the in£1ll walls extending to a great height. Buildings with damage to only
a few vertical elements satisfactorily follow the shear cantilever beam
model. These conclusions follow from the ratios of the fundamental periods
of the first normal mode to those of the second normal mode and from the
shape of deformation of the vertical centerline resulting from measurements
at various levels, Laios (1982).

The zero crossing point as well, as the maximum of the horizontal
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deformation of the vertical centerline which corresponds to the second
modal shape, are always found at lower positions than those of buildings
without damage. The maximum appears near the area of damages. The ratio of
this maximum amplitude divided by the amplitude of the top may be even
larger than 2:1. It was observed that this ratio is usually larger in the
direction of the longer of the two sides of the building. Some examples
are presented in Figures (9a,c) and (lOa,c), while the damages along the
two directions of each building are almost equal.

Damping
The damping of these buildings does not seem to have changed very much

from that of undamaged buildings. This is reasonable since the amplitude of
the present measurements is small. Therefore,the results of the measurements
of damping are of a rather limited value. The present values of damping
(up to 3%) are valid for a future earthquake only if the amplitudes caused
by that earthquake are smaller than those which caused the cracking of
the building in a previous loading stage. Finally, there seems to be an
intense nonlinearity in the values of the damping of cracked buildings.

In cases where many brickwalls have collapsed, the amount of energy
absorbed by the remaining brickwalls was small, which explains the very
small percentage of damping found - obViously for these small amplitudes
of vibration.

MEASUREMENTS IN REPAIRED BUILDINGS

DESCRIPTION AND CLASSIFICATION OF REPAIRS
The various techniques that may be applied for the repair of a structure

mayor may not cause an increase of the stiffness of the repaired elements or
of the total stiffness of the structure. There are techniques which do not
cause an increase of the stiffness of the elements:

• Epoxy glues
• Replacement by elements of equal stiffness
• Addition of strengthening elements without virtual increase of the

initial stiffness (e.8.flexible strengthening elements of metal)
As well as techniques that do increase stiffness:

• Concrete mantle or increase of dimensions
• Addition of new stiffening elements

The repairs may cause a change of the deformation of the vertical
centerline of the structure (due to an increase of the stiffness of only
some stories) or creat eccentricities if more stiff elements are
eccentrically placed in the plan.

RESULTS
The various measurements taken after repair to find their influence

on the stiffness gave rather consistent results. It was found, generally,
that the fundamental period decreased considerably, for all the measured
buildings. Where strengthening was also performed, the fundamental period
was lower than for the respective undamaged building as is expected.
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The vertical centerline was shaped like that of the undamaged case,
as it is schematically shown in Figure 11, when the repairs were simple,
that is without adding stiffening elements at isolated stories.

FIGURE 11. Second modal shape
--- Damages in the lower story
----- After repair

It was observed that in some buildings on pilotis,and after the repair
done with considerable strengthening of the two only lower stories, the
deformation line along the height shows a singularity point at the third
story. This means an increase of stresses at that particular point. There
is a high possibility of damage at this point in a potential future
earthquake.

CONCLUSIONS

Undamaged broad apartment buildings behave like shear cantilever
beams, while slender office buildings behave like bending cantilever beams.
The best expression for the fundamental period of apartment bUildings is given
by T=0.046 RO.??3 B-O.124. The fundamental periods of damaged buildings
are considerably increased, the large increase coinciding with low lise
buildings for the case of the earthquakes considered. Higher rigid body
modes appear in some parts of the buildings above the damaged level. The
deformation of the vertical centerline of the damaged buildings shows a
singularity in the level where the damages are concentrated. The repairs
restored the periods and the modal shapes to the undamaged case. When
buildings were strengthened with stiffening elements placed at some stories
only, the deformation of the vertical centerline shows a discontinuity at
the levels where these stiffening elements stop (top and bottom side of
the element).
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Q.5. If you were to establish a new array. what means would you
now use to characterize site condtions?

Ans. If funds and manpower are available, we would carry out
Geo-Technical Investigations and atleast obtain one bore-log
data.

Q.6. What lessons have been learned

(i) regarding the operation of the array?

Ans. Attenuation of peak values of response and shape of spectra.

(ii) regarding ground response to earthquakes?

Ans. August 1988 earthquake has given valuable information and
detailed studies would throw interesting conclusions. The
records have shown larger values of spectral response in
short period range and a more rapid attenuation in longer
period range as compared to shape of USNRC Spectra.

Q.7. Can you comment on the relevance of ambient vibration
measurements and forced vibration testing?

Ans. May be useful to establish foundation characteristics. Not
very relevent in Himalayan region.

Q.8. ADDITIONAL COMMENTS AND ADVICE (Please use additional pages
if desired)

Ans. None



STRONG-MOTION ARRAY QUESTIONNAIRE

Q.l. Where is your array located and how long has it been
operating?

Ans. There are Two arrays in operation in the Himalayan region of
India. The third one is under installation. The first array
in North West region in the State of Himachal Pradesh is in
operation since 1983 and the second in the North East region
is in the States of Assam and Meghalaya and is in operation
since 1985. The third is planned in the Central Himalayas in
the State of Uttar Pradesh.

Q.2. Please describe your array, in terms of the type and number
of instruments, their spacing, their triggering, their
recording means (film, tape, or disc; analog or digital),
and their foundation and housing.

Ans. The arrays are mainly instrumented by SMA-1 analog accelero
graphs of MIS Kinemetrics U.S.A. The two arrays have TeG's
for absolute time recording. The third array would have
Omega time receivers. In addtion there are 5 digital
accelerographs A-700 of MIS Teledyne. There are 50 St1A's in
NW and 45 in NE and 40 are planned for Central Himalayas.
The distance between accelerograph stations generally vary
between 10 to 20 km and records are obtained on 70 mm film.

The instruments are located in the Ground Floor of Single
storeyed Government Houses on base plates anchored to the
floor by four bolts.

Q.3. Describe the nature of the data you have obtained, in terms
of the number of events recorded, their range of magnitudes,
and their distances from the array.

Ans. The NW region recorded only one 5.7 Magnitude event on
April 26, 1986. Nine SMA's were triggered. The maximum
acceleration recorded was 0.24 g.

The NE region recorded 4 events

(i) Sept. 10, 1986 (ii) May 18, 1987, (iii) Feb.6, 1988 and
(iv) Aug 6, 1988. The Sept. 1986 event was by 12 instrumets,
May 1987 by 14 instruments, Feb 1988 by 18 instruments,
Aug. 1988 by 33 instruments. The maximum acceleration was in
Aug. 1988 and had a value of 0.34 g with a record duration
of about 120 sec.

Q.4. What means were uded to characerize the site conditons?

Ans. The site conditions one characterised by visual inspection
and data from construction agencies.

Contd .. /2-



A. A. Moinfar
# D2,Nowavar,
Farnaz,Mohseni SQ.
Mirdamad,Tehran
September 13, 1989

Dr. Brian E Tucker
Department of conservation
Division of mines and geology
1416 Ninth street, Room 1341
Sacramento, Ca 95814

Dear Dr. Tucker

Today I received your letter of August 25, 1989. As I have
no FAX facility, I will answer your questions by this hasty
note, I hope you will received it in due time.

1 - Establishment of Iranian Strong Motion Acclerograph
Network started in 1973 with some six instruments: the
number of instruments gradually increased. The instruments
are located allover the country.

more than 275 operational strong illotion
type SMA-i) and about 300 seismoscopes
and Iranian manufactured twin pendulums

Recordlng means of SMA-l is 70 mm film and
about 10 gals.

2 - There are
accelerogaphs (
( \'1ilmot type
seismoscopes)
triggering is

3- The number of events which reccr:ied by the network are
scme several hundreds: these records obtained from small
earthquakes up to big one, such as great Tabas Earthquake of
September 16, 1978 and its after-shcc~z The magnitude of
earthquake was Ms=7.4 and the main shock was reccrded in 8
3ta~ions from 5 km.to 250 km. far from the fault break. The
inaximum acceleration which recorded from 1978 earthquake in
the vlcinity of the fault break was .90g.

~-There were no cQns~deration for the site conditlons.

5-Selecting new instruments for new network, depends to the
budgets. The price of SMA-l instrument is reasonable f but
there are a lot of problems in read:ng the films especially
when the amplitude of records are big and the t~ac8 of one
cGmpcGent is ~ixed with other,we had this problem in Yeading
the record of the earthquake of September 1S t 1973. However
if the budget allcw the dig~tal instrument is pref9rable.

0-1 have no comments for other i~ems. Sorry far ~his hast~T

a~d insufficient answer.

Sincersly 70112:"3



POLITEcmco DI MILANO
DIPARTlMENTO D1
INGEGNEIUA STR'tiTI1JRALE

Pia::::11 Lronardo d:t Vinci, ,2
20B3 Milano (lwy)

Dr. Brian E. Tucker
Division of Mines and Geology
Department of Conservation
1416 Ninth Street
Sacramento, Ca 95814 U.S.A.

Dear Dr. Tucker:

Milan 09/15/89

I enclose the responses to your questionnaire.
I am not sure they will be of interest to you since our
arrays relate to structural monitoring, aimed to the
identification of structural properties. The arrays are
located on two systems of masonry buildings. It is not of
our present interest to investigate the influence of site
conditions on the recorded ground motions.

With best wishes for your work I remain.

Sincerely,

Duilio Benedetti



RESPONSES:

1- Two towns in Umbria (Central Italy): Gubbio and Citta' di
Castello. Buildings instrumented since 1985.

2- Instruments: A-700 Teledyne Steady State accel~rocorders.

Number of instruments: 0 on a array in Gubbio ( one on the
ground ); 4 on a historical building in Citta' di Castello (
one on the ground).

Triggering: varying from O.04g (ground) to O.09g (top).

3- Since the installations two events have been recorded
(a~ ~ O.05g, aM ~ O.07g)

4- Void

5- Void

6- Need of high reliability of instruments.

7- The aim of the two arrays is just concerned with this
topic.

8- For structural monitoring, when cable connections for
syncronised triggering is not possible due buildings
characteristics and usage, it would be highly welcome a
radio system able to activate recording of all the
instruments when one is triggered.



_ll.\.A...ll~ _ .

... __ j}NS..~\}.crL ..~..:l .._._--_. - . . ~ ..-

\1 ' . --r..~ i,. 'i t' .' ,
. "i£e.p",r<-/LQ__~--l.~~ ..==r.-Q:1.-1A.-\'(j--A-P~GI\/t. iXJ\_.__ . o/b .\,;.(J~LL~.. _At-~j~

lA:l,:C A...(:---x.. \.L± ,~t-.(V\J\.-l-~~\..-~~') I2/LCJ 'CCi-U~(,~;/LlU!... t: L-;Cll.-,~,:1C/k.L.L1- 2-'1-0
. -h--c-~t l\.- \ ij.,~~ vJ(.~t J'{.i.,1/i.VL:"" J-1vL-:J_l.tLtL\"\"V~~l l-,- o-(...}:.{:-:z'L LC~i ::1G-c ..~.

v

- ---------.-._- .. __... ,._._-,-_ ..

1~',)Lte/\"\(,(C,,\..;X(..-.("Vc-,\--v'-j'\9-~.i I Jk.. ;~(.Y)tl1..-i'(,~LUA-h_~L';;fJ·J.~Q-c(
. cLQ..L.&...0 et.. a{...l..-L ... CQA,'v\.-I.ti...,j_\ht i<S./\<'lCt(C~LlQ...{.<::£-}1.·cC::{.\...\" -:'.. -d--:-k;;::?t:..

.--.3>4 T..Q...l~:=:"'-'-J.-'\"~J2-±:-L::-2~--'C:-(~l-\..-\..~J- r1,..,.; '::L(\;L\..:O~L~U:'L,-~~~:J ..y:~ . k~--'L-'-l.i\LL,,'---
t . ._\ . ., , .. \\ ,."\.. r t,

... - /'\./\..'C-,> :::>1'-i A ~~~.~ __ LI--Z. c<<:l.L<':1--t.L:r-L.<i.L"'I._v' \,..\,...",.-,'\"i..c-\",- _t-:>...C·L '1 V~.-1-·L\...'(.l-

" __"Lc\. Ll;.--) \.rCll jC\...'-CA,,-,,J-L:£_ "..V..L(....-,'-:..:t~:I...-\.~'-t/y\(.o_\,\ ..~~).J ..C/LL.L\.,'- -+:'.,,:e-0LL---
i l \. {- : ,..., '.'.' ' ,? ':'.' JL tv ·;-.' ~J,~ . ",} '- ..-t-;" I .~. I f 0'~1-/" c ..In:?~VC .l\..~1. ,-'v\.-z \..-'-\.. \.~ . __ \,. JL_\. CL U;...'~'l' ,-.Ll\.;)f.:.vLL-L~_ ~~.., - __ lLL...-\. v\.

~ U ~ '.. .

/l..l/A,.,Yo,/\;V\ bl.,\A\..-\...0.\V__ ,-,vi(_ J.Y'LL _l../Ll-'::J \.!'A.A\-'l±\.h!\;IU'l~:i/)H--v\ ~lG.. \,,_.'~,u6

\,A.'~ E'.i£>\- <- ~>L.{:t~ :\.\...A..-L1 D i,./(t'-:.·.,(')t"" IT.. (..':, c::., (. (~·l.-.c:,!~.L<.t\J.\..-) f~ ~ .'-1.. \... i-\. '\-'i..[ u~i tl.. U

&l.--£.1- (f\...x:J./\"l.L C.::Jv_lt)~j.-j.\; Cs.-( {LLlL+c.~L'CA...,-~.f---,.·J ..kl.-L)..___.__ ,_.

A!'vS0v LolL. .~

... s+ ~-/LL ~~ :~f ..f \. QJ v\ 1\ ~.C'lLdT fA Of (,. to 1.l.o\,v
1

\,\1<2, l.'-.,L L.:' (...·~l;,\.L (~l,,\",-o-7'
beL ~.\.,~ \,,(,i-; - .--n'-~i.....L.lC.'~l'l.-l-\..L\"v\ .C,_~<.L·(:¢.i:'~Lt-L6:-~l(.; F'; '~-fJ (·t.t c ·\.\.. (. l'



- .- .. --- - ...~ ..

- G..,,-.C_c( __:S 'L-P-L~'V(C-----'U:VL.d--L1C(\"v-~k~J-J h_-r\-\:,~L.~tJ--- e-f3Ju._<U.C<.~~_L_.cJl.J(
_-,)Q'L'-~ _~t__ __ .__.... . .. .. .. --.--.-----.---__ --.---- .. .__

----Pt.NS L-V c"lL-- -~L ....- -'. ---- .--.---.--------- -'---' ---..---.--.--------- ----- --- .... - -.- ----.-----.----.---------------------.- ------ ..-.

_____\._\~ ~.A\_Q.~~ {-a-l~--~~li2---J\&~L-kk-.-'-~c.1L~~.+-e£;;.~V\.~~--~----.~4-~

___Ol.<-\;LC.k:<6_"J:t-....\.dto.'\i~_{..~--J"'1.I,..!~/-:vLi-\.O:tLC,LL-{E~l4< =~(l.LN.c-~-C-:2_A±GY.LCTLtp.,iL

______l'Vo. __ VV::J.!1s.__~-~c..te'IA.·J~'---~~~ --'.h' tL)_..-c~\,G?_kV ... ----~L~-\.A ..U2..tL-.,-~
--~--6i~~A-'4- ._VVQ\tV __~~~~~~.~~.b--(CV1:.-H~-.~A~nD-tk~-t _:J,ftL~..l~ __ lLK_Ll~.£Ji~

- -£-Q~l-"-~~-r ..\A.,'9-..}<;--e,~L~-Lh.-\,''). __i,.-:)_--'Q:1-!-<:1. __L-\,.,:,.Q,.-"-'l_~~ o+re'L~t'---'----c1-9-e\.Ie.~2t.-~c!..~---~,

---..-~W~1A-k--k--h(.!M?4...--k-,:vvc."'v .---~-kt.--~A'.h-.----ki1~~~~-~--,;~.CJl-C\. ...f·i2.~4--b-'\~~\;LOk-.-
,ti.-G-::> _I;x.U.:v'__'U..L,c(:\A:;tL,...,~# ._. __._.___ ---- - . .__________

A/J~_~vt2iQ.._..5"

___...2J·1V~~_v\<.~ __\.-\.i:~__yY_i.ft_____Ck \_o\,,_k~1--""II·.t--&:Y...--L-{.0-L::.:Li--1:~U---(A:ii..-.:-i;J.='iL~)----

.---------.....
.l...~ ... 9.Pi2-t..<.X..t\'.C.J",\. __ od __ (':l\..\"_('Y)/LQ\!_ ..~.~'::::.. .. __Q....'v:~/L,&'~G_'\.c~\.,!')~t.t~c/Th..d.'Q.AAct--EL.'Q-L

--.±c:~~ ..- -- ..1"1. l~---?:'vL4--tvV-n2~L.cl .. 0r-~-j/~ ..,-'t;;.1.«- L-0---~~--~~-QVv\:A~~-:--- _

... _.-.... -..Tkz.-~\.,\.,()l\.---Ll,\Alr-:o:::v1.Q..l-\.t---ti:\.\.:A-l,.i-0--t;Q--~U'G../K..Q._~ye"O~ __LA.1l~·:r__~L_tL~

¥cb ~,~ c\,"'c~~~';j' T"LCLSYf N,}hc'>tee.R.d_;" ve"'dk~W''t'
--v:'tL....r~1,\...:-i-j)../,~k_j;..--h1J2-·l-r:;-V-JL>-_-.-},£G...(;,~k~ --~(O~~\.~\/VO:·1./\'.:.\.>U-'~·-i~ ...

i -t~C /.......... t:'lO ~/'):! \\.. t~\ (A\. -'""' r-' ~~ A .' "t·j ...,. f 'J, f I ,. . ..~ /. i V ~( r. ......~ ,) r;,.~ ~ l---f -.-i... ~.--._.-.. Js... .....--V r().. '0.t .' a.__ .::::>-<__.·."L"-. ... I..·\..~~"-""Ire..-v'··""""""'''--'--''·''·-r'--'----rv"vs,\

.....tc..d. .~ Q"Lt ... __.t~_-Q_.v~c~u ..u..L.d-- \i'c.l. \-V!-~-de..-.-.Q.. "I'1J!/-.1.'\.A'-1·c< f5..',1.,Ml.L~..-L Lu.4<,,,-_._

c:. '-\\.L(CL-{~'1.I~_ke-LL ---._-..... .-------- -- -.. --------.-- --- ..----- ..--- ----.--.------------
v . ' , . )- I~ -tA.' .. , ,." ,C () .. .. .. ".' '\.A,J J r: '" \, j I L1 '. i l D• ,{ ,.'<;,

.... /0-;"." _L.<_<_x_A<..:....'---« ,:] 'v'L~\..-\. ~l'-\"V\.. ·.+;r~'-l--z.C\lb .'"v, ,V\.C-2'v\,l 10.. !v'Lc')'V,-\.\"y',

b ,l II - ,~ . ....i • ,'r . 'r' _.' , -,.....,..\.. .' . 1 .~ -'I; ... Y- ,I -.., ,~\,. '. ~ . .',... .;;,)". b\:.... t.Ll. .... U-.. -t.-u:..L-.lr"-~\,..\"LL-·.\...'-; \..'LVI.-'L,.I.-U'_,.l.L.." _ .\,.,v. ~v'-'-~_K-_Ll.,.'_\.. l.l..-l"::',",L_I.'-\'~'\.;"

L\, - "" ,')"-'lI '}-.'.. cQ!' t \ " I r"VI L -:r "......L l\..(. lLV·";'L\._J..-v.- "1./~_L·\.. "-- ..... \. \f: V-L-/"'r ~..L) , -. -------

--I~z._ ..e.<';"~..J...~CV;r0_\'LV ...,-L_~_.1-\..t.L:::-;'_\;"2_'~I..-;;:---y.(, __ .L __Vc.:v...t-~~~--?e:,-c/~k~_-\"'\..~·c-- ..



-CA..-\.-A---\A,,~L).IV:Q. ·vV\.·,---hv-cAs-T"<::Ul.!V...-~-G-.------------------------- _

-----A·? -f4-1..,-G-.:; -A.&:--~;;)---F');n!-SA2.L-~L!lL~__~ lLL_\_(,(.,1L6-~-ef---ce\-~"k1..t~- _U-1...~_,:L~I.-!-'

-----t-h<--.w··J·"~1\-1---J6J--~{]&y--eNd~~~r...-£E~-J:d~~-i&~-1.1..~~d __tC,c-J1.H~C(L ..-(c.ud_._b)_

---..-~&v1---L'\.,\;V.Lyj--~~9-4~A.N-\.--/L,"-9~~ _ : - _ .-

--~-N-v--~ b4--'v\'M.-v/:t-b-e... --4~JA-.-W-J·b&,wt-lQ..""\-v(.,'v./t/\A,\/o_l_>.2_1,-tJt_ --~~-Q. w. __~_kltlJ-

-~--E·~L~:~l--Q..~--/~G,.'J;\-\.--i:-'k---C:iY:\.~4~Q."-u:...~--~-JJy.-~.~\'~~k.Q.~l,cLKt:l J-
. I q .Ij .{..- \) (\,.

_____~C9_~ --k-i.,yM..-C~-""'\-D--j~--LU....-~\....t_"'-:Q--\--~-'-L---y.c.&\..--lLLL\iR..--t~-~lJ",-~-\C\A

.----~~'c1LDt.l\A.9,)If;~~-~~---~~~W\...~~~~L'vi-v\,.1.~J\- ...-u2l.'..A.--1t.Q_\A..)~_l:i~_~,\;\ l\.YA.<-~\

-.-----£~~tz-J~\AA. --L1-J~--QAt:~L--~!t-\l\/A-.ft-r~---ctf--~----·------------ --------------- ---
____________ c _-'2. \N~.s~ ... \?;"A::NS_I...."t.:;;;'t.c _

) c~ \A,l \.. .:;t. ~ ~JL\..J-cA-' .te-c~ l,\AA.LCJ,'l_ ~L L Jkv~ 'J__~( 'e.£J -~C-o.-I.A,-n._J_Cv\",-, L

~;\.1.i\.·C-l.\.{<~,,\.l~ ...~l:l-\...'-ce\/<~ _\.-lA J'C V)'\..l-....·lG _~~~ Vy'Li.-\l,.I..--.::.~.vf,'__"\..~lA-C-L\

- - I I I '\"
\'~(:¥-'vLc.~\,,\--\,,;\..c.~v--i.-'vL--r:J-"V\.,(.\..~1,L·L,..,c,l--_~:>1·:Y'.;.l.L1 ';""'vVL_. LlL:'\'.J\..t:"}..;:K..:-)c. \.,;

<J.<..l\./'::\"~A(.,·;~ -~~- -yGA\AZ --~fQtv ,(>/-) __/\..~:-'>1...~kA'....~ -Ct-v:/h:...kJ_,~A. \-:;;'-\.,v). C/./· _CA

t"vyL\r\;lll.l.-:'-v~ _'._________ ___. ._ _. _.,

\-\"):L·-,-?_i. 22..- _~ __ S*-.:'",,:<,\"\...-sl-c.,:, A __ c-v~ta'\..-v""\-\..2..\ .. \.-\u .\;--'-.c..~<--<....LI.._C'A,i._~--tL::'\...'"I~·:::>-r-::':i-W

/l.-Ld.. - r\'~· l'v'- ~\,\..:;.V"'..... \.'-~.v\...l22c::;-\.}<;...'---_)~\,\~\-L'·il'- J-j.--: b-,,;..tt-£U·r('~L~;/I ..~,~
&\.-,-:d.j---t-~. ~)--~it':>Ll':\., _. -t:~ _t---:._2.. __ L·:::l/:"Lcl~yt<.;~~ t'e _,.(. \,,- _:Vv ,h2.- LL-=-~-t:~l.-l __ \.-';'-' ~~L
_\'_.,,'c..C::oC V ....'\..<.·_ C\.,v'\-'\.(..ti2.CL +0--C\........ ~1.. ·::;tu.tt:::>Vl_ .\,t;~ [.,~·... ~t-cjJ)----d,- _.'.'/J:: Lt'7;

\A~~_\..\J~)(~i~ l2-lA,'J. -iLl -1)( ~-:·tj,·~\.C (J-..:.~t~\..\Jt 'Q.\,i.-\-c--_,t(L.,~~::>Lt."\. 'v'c



----lAc -iI,V~' '-a--"\"L.Q.-tl~ l kbtttl2/L__<:@:'Q'Y__t~CL~kk~<:;\"<" __-e~lc\_ ~&\.U.-t1'/I~~YI,;¥;)-~---
__ :f-=-:\C?_ .. 2>:' 5kw·":>_~~ Vv~\-d~~l~~L~v\r--.i\th_~__ Q:f3· - ~~)~Q \~L&?_~;l.NC: _

· c..LLQ..-~"'v\......vbA... __ . _ ---- ~__________ -- -- .. _

.-::Y='-y,q-~-----~.-'i>~'~ --~"- _Cvvito.-tL~:';~~l.. it'v.t.~--~---ww a. ~.3 __~~_._~~~_~U

_ ..t;Lr;rl.·JIr_t.~_&o~L--Q~~{'';;LM..Li ..:h::L-_'":L\..G.LL~-----dL--~V·~.C~''c~j:~e~ __~~¥1.- _

..~--'L~~r-~...cV~L'i~lW1>L~L-X~';"'~i-f'~\~_C'\t"Le~
_____ \{,_e.. __ V\/A.-_l(.,L_\.,~---~'-:,--L--~-'v~)71-vY\l--~uQ--·L--VUl L'11·--'r~-~'--'~t~~-~·

----~~\A-CN~'v\.L.~r~---·(:1.--~--tL~HeA,-,,~---~-./<.,#A\f.v~L-t-d-i.\.-----6t'Vf/\-1~~ _
-----lAvfr/l,\,.'v'viLLUt;.---- ... -... -- ....-....-------- ------- .------------------ ---- ---- .--- .. ---- ---- -... -------

-----·f:~T."2._£ __ ~ __~\":.~ .--+-c'1.-d_&:-'t-~\.'"''L -.- ..tek- _,--v'.:ib __C--Ll,L--~C.:t-lV_ ¢LV~f1.1..-5I...L.\II-~L.

---.~,::1.'"'k:4-~T·ibXA---t-'9--~.1.L~--Oi.-yA,.1.-Ql"L-'v·CO-C~lb<'t-e:tL~J--et-
--}\,,,-(.---%'vVxJ,·\..-)\.,v\J-L-.z 2.S.~ ~ LtO.H:L(L,QlA<ft- - ---------. .-

__ .~~C-E:T_ j\r4.-:Yv\-tt::\-0-/~$-~\.-\.\.'~·1Lcl:I.c..\A&·l~k-~~::'" ~'l.J/..i -.19+ -C;::"lA..CCe.x...tL-C.Ct

. -t:\"\.~/u_/\..<..r-v\/Lc.:L- .f;)\.t"-·~'- C.L\., :Jc.Lvvc/kQ.·,"-e.._~_..TCC_( Is,Nes.) c1.~Ji..'t.N~

L \ "., ~ ), ,. ~. <~\ L'I .\ .•. " _ -..l:' L,·. .~ ;;( .. .- I. . ... < b..-..- 0'''''0 l,\,:.,\.V L..1"'--'l-'--~.':I .. -u.....L,-,'--'c _'l0..I.:..--\~ _\.A.·.. L_."'-'"::1.-'- l.. '-'_lr:o__LC-l.._'--''vjJ 1. L.... -c...U-- _e..-t..v LJ.<'vv'-Jt:"l- \"vVv;,,"- '- .... -,)-~

---.---I k--'1""-vf--C-1d<JLL'~_( .. ¢\'v"·,,,,<..ty~)/v'vf- .__CL'v\'-4--.10,- fYJ..L--2C'·-\J.(-~L:...r~c:tlt.'VL.' _.I/-<:.,J. t-L2'':

-~~~..~~\.~m·~\'-'v1~l ~'vV"Z.}~~~ _/\AL0C\t~_M- -~~-."~'vL~kf~Lv,-\ lctLr~ It
_J:l tt .L&--LJJ'~\X\.il-v,--_ .. /\:\- .~k _\"V\.-~'vv"l<d;·< __ 'vv~_L''l.-\)kt(..::l._~\--,-CL.-(. L- \-<L..\...I.c.._.hVl)~

--.-:\-c\.(,i-'lt.)--t'V··-ft-·~L'V'vlV-kL\,.t~.)-~cdk:- (P.l~FLL2 __ R.eA~t:--V-)b--1.-\...-C._~\'~_d,~\:,((,l~+ ~r-t

._.-Nt'-/~t-.-.- ---- --~-- ---... --.:-----; ----- ---~'--.--~~- --------------..~-------- --..------- ---------
-,S 1-\"'''1:_1> .. _, k i,;vvl'A'W. "\O..~~ck~._o-b:b;~lA~.1.h;jt-"f'n':Ln.(AW\'1l-i"-e;,,L' ....

U:AA..."c\_Q.,).,\l;\,\,C-V:... -Y\t~0\c.':.A--1·J-s.-< .A~( .... .('J..Z- __'\..:L P·:Lk.-J_vl-,._./62.. -?-:. Lo f:'!d ''1.-GA.-:tL-

o Li _ '~oll~ ~ H' k" .\ _\ "'4,1r. .. I _ ., _. /i q,~~e<.I_·~t
~I.<\ _<T'\I'-..: . ~- "'_ \.'V\...-.,l\-"""'j'v'vc ·,"')l-"'/.l....r'l.l.v..z..~\.. .L-\A.'-~_J '/\"-:r'--.o(YvL.:.)-

:\..c\..\" t~<-_u:1 _~\.-\. JJ\'~ . ~\CLtC'L-~l..'-.-':l.\:...l~vk.J_.



.~ N\')v_ l"lCiC.cll... J ~(.,~~VQ... 'v'Ve.. lA-<.i2...d \AA..-Lck~ ·tL/\,L-\...L-

~ .Q.Xy.re~\.V C.)'VLd-~ ~-\.fuL( 6"lt..>k,,-~ .~ .-Ko~\.v\'d (.,i-c-Q.~ .~

l.l/~..e·tu..L QAA_~t ctV::t·:.... b '-(-Q.LL... )v..eV~'L <e-n-Q-\,,-L.cLt..C\ C- i.V .&-t..l:/ L..'Or
.t-ck'L \;~h\'V) ~\.61 j c\-'hAAA-i-c .-t.+,,\/c.~v0.i .~'v,~~;:u.1~-C.~i;t..1 t,;;

\p-.vu..u V=,,,,tz -

j ~ £) !c,."A';1 P(\,cvq.t'L L"~c '..cvf 't<'-l<. <v.. tk~L-tL"~ I -f'e~
\~ -be C.O...M.tti.-cA:: ~\A~ ~ l,V \A..AJA,,<'..Q..'v-~A ~V\. ~.a-0,-~ .z.,+
~-\. ~ (A/).-L~~\-t. r-\. (..r~V~

s.~£1 P\'L~).

"--~\,LG-L':>iQ/Ir~LL'
;

!



\-teu.- ~\A. ) \}J~-QQ. %l-'-Je L~\. ~ 'b/'L-~e1 ~0Upt~CA( !.-'2l fkl~ e.c-Ql'~

~~ __ ~/\/IA~~tl;> A-k 1vJ:Q,c\.VLM.g- 6ko..WL·~ I "ve.?€.:{ d-k S>iYA -1 <.9-Wd

~tI"''''jNt.; Tt~ c..:.e.,-
• I

Osetv,;<.>n.

SN.A -1.

0-------
IlSFeI:!-l>lJ~ """''"te~~\el""

(""'1>"" ..c.:. :!..,Iv':l>CsMlir ')

"-,\ -
I

t-. . _

~I

Ltll CH~

41.~ L:C:

I- -.-

_~ £~lrvvY>'1~"N~~'\N~~'VC'.H..,...:.:b.\... ~, .~ ~o.'K."'/v~ -fc\.he.. I Vv,l/L~~ L::::'

Q.;( c~tr.:st: b..-d Ct /1A"\"~~\..o.\',,,-~("~L_ tv R.. \:G./\c=-~ _~ -A.r"'\-uL~ ou,i, VL'''';/'~l J-~--t

~t\'\A..L~Y~-\..''-i c.c-d2. ~l<I.cl .!-k.L )tl.."'Cc.;...:.:.t(,,,~ i.i~c:.:t.'I. c'-L~L ~\..\..,cl l<x::f~, &-} t-~u::i.i'-\.

i-c H'-t 4t:1J -t2-f~ i) C\,\.,-o.-(~C'L_ A-pi- 12"l :2..'-0 ~\"e~~,",vE. ~:

!2-~ Lt'iM.'tv\ i-/\GFu..~ rv-Vlct1.Q..-\.ot (VJ'-. c'-c~ b~"--~'t-'4~'-t'-~C.j C\l..,c..~'j/:Y\.~:L_i;~ 4C:H~)

c\ c.;. (c,,,,,,q'1'''';'+- ~"'v",,",- S)-1 *,-.1.. ,~e )
de"T-t-. _

(c,,,,,.t-i-,v,:t ~'v~VLA- .u.~tA..,'(u...i'-<"U:-{)



8°

ENEl STRONG MOTION NETWORK

- ORIGINAL CONFIGURATION

16° -,8C- 2:1 0

:C' /- A
t I '-1 ·'.L



8° 12° 14° 16° '8° 20°











STRONG-MOTION ARRAY QUESTIONNAIRE

1. Where is your array located and how long has it been
operating?

nEX leo Gve.rr.e1'"O I acJj'tl (fn t ..(,14 k..s
O;,er t\.75-j >"1~e /1 t9 5.

2. Please describe your array, in terms of the type and number
of instruments, their spacing, their triggering, their
recording means (film, tape, or disc; analog or digital),
and their foundation and housing.

'30 InSl-rtlMen.-rs : M/)( o( P,S,4-/) I'.£';?~I K/?· 333
,4// ell} ,r-z /} rec.ordl7 ell'! 7~e. .)

Ili/ are free !I.e 1/, S~4// r1e'r5 (I, 11 tjl/~.I To rod)
s:tee/ h""J'if) Clc(;'a (,"et1! 7"ow(./;;r .$e.J1c.r' /,oI1€.1

/10;1 I'I~~. el.,r-e 0/7 l/7eo /"ls /!i./ftJi,'C rode, S:cl?1e a1"'€.

(If' me.!v.M",?!t/c . Of' ~!I'eo,/) e)(I,//fli-'~ o(·I(~a/.;s
OI7e. .s;le on a,//tlV!t/m.

3. Describe the nature of the data you have obtained, in terms
of the number of events recorded, their range of magnitudes,
and their distances from the array_

S~rt eJ..! o....rr/ - P.ec / Ill!: ,4).(1,.1 / ft' s~«('tt/~
ea..,..~a tnt.ke s. Ilve4/ e Z.Io 3 ;,: I'tt. f(,,~,s /-1'7/ f'--r

~u- ~M"i1.g vr...~e. Hel!n/lf/d.ps 2..1 2 ~ ~ I.
[)IS/tUtce $: c1e1'~:17 /. rr, W?7/7 ;/r-,rf.,,$ I ~ 3Sl) ,.I.n,-,;

f'e.A-/C: ".cce.(era.!r()A..r" a.J
4

~,q.// ~ 0.7- C41-f/UC:' f.'::',

ptJj2 -/ /;'U'l7-vh1of'f1:1: ..
4. What means were used to characterize the site conditions?

111/ s/fe.s: !{!t)/t.,/I(lZ-1 04>cr~ 7',.0';1$

50m(2 s;tr?,S: ;),()rt: }.4>.e/;;'-e ;e;;'et('.f/c~ S""l'vc:Y.s
( tt J"C/r / '2)

SOhH!. S' / ~.s ; we 1,0.. t.I e r.e ,.fr,q! etW\.I';; (;~ 't~
'If S - W(~ vt!$ re/llh;-( k.*.e d.?

. a Ve.r~9 e. , (Ii .rIle .s)
Se~1 ~deJ: qIe,n, {/t; ,- ~)/.U;t. v~h~., ~ r--~'" ~ ("~ S

(co/"e.$ w~.e. ~~ e.uA€?l ('()('k w~t t?,/J/ 7ti Q~/f..(Jy /u-r)



It :U,lq.h~"(' .p ~ c{~()..elWf~(4~.r

- S~& ~~U-Itd r-e~~t' .kH, ~ ;;~
¢~$~ ~ /~d

v~ plnck
a.:r~ ~ .

~'?"-e - ~ lt~t:I ~~ ;r~~
s.~ fu, ;/1U.. 'ffl (J re ;~I'tvvtc;/
fI.g. ~~.



S. If you were to establish a new array, what means would you
now use to characterize site conditions?

It. /II/ ~/ c.J,()V L ~A;V.p'" _-Ii: .fve,sf..h, ~ (1i't'1i.4w c~,I1 r(2r:~ItI~~~)
. ~ ~~ /I:-:.r~. ,/ v

6. What lessons have been learned

'1.

8.

Can you comment on the relevance of ambient vibration
measurements and forced vibration testing?

;v., t:- v.d - we wU.I /av-t ~,.., ft~ t.~ ('J~

~~.

ADDITIONAL COMMENTS AND ADVICE (please usa additional pages
if desired)

Tbal."1k youl

~~tItJ C. /J/l/P C°}:..s. 2.N'
Name



STRONG-MOTION ARRAY QUESTIONNAIRE

has it beenWhere is your array located and how long
operating?

."'lta/) I.{ l <.J C -47"0

I'll,S-

1.

2. Please describe your array, in terms of the type and number
of instruments, their spacing, their triggering, their
recording means (film, tape, or disc; analog or digital),
and their foundation and housing.

10

C::',<- vq-,t ''' ..... .,) M tJJOf (,.. J
J

3. Describe the nature of the data you have obtained, in terms
of the number of events recorded, their range of magnitudes,
and their distances from the array.

4. What means were used to characterize the site conditions?

."\



5. If you were to establish a new array, what means would you
now use to characterize site conditions?

) 11( I.- 11 /'.<.I'll) d3 .H, J fI v..? V?"h IJr J'f?' /- F ,,..r~ Y
(1~)LJ\,1 /,:1";-/ f!,~"il... .J ,..

f-'~'11#( 4", '1 '7HIr''\ "'r'fff~ ,r'r-,I),f-J ci/:'- .f/1'1.- ~AI.,d''''t ;;./1.
1"-"""- Df-7"1" 10

/f'()

f\ ~(.£/(\.I))

6. What lessons have been learned

o regarding the operation of the array?

o regarding ground response to earthquakes?

f A .... , 0 .....-1> ... ~ 1'/1. t"J (-,ov ;-
1'\fV'",~"fjiJ <'(- /"'I~'7q..-f,A/4 .,,~,,'1 ~"" f)h~"J?J "''''''f''-' I

/,""'><-<'1"'( v"f-/l.'1 v4Lr.,'''IIlL(- /~~_/'-.r"l/~TI'·V <,IV" '/If<O'P,\ ,,-«',p ••v",/- or- -r7Jf- P4M •
7. Can you comment on the relevance of ambient vibration

measurements and forced vibration testing?

8. ADDITIONAL COMMENTS AND ADVICE (please use additional pages
if desired)

Thank you!

Name



Tauranga

Rotorua

Napier

Waipawa

Moawhango (2)

Karioi

Martinborough

Te Marua (3)

Lower Hutt (10)

Wellington (45)
I

Ward

(4)

(3)

Figure 1: The New Zealand strong-motion network
as at November 1987. The bracketed
numbers show how many instruments there
are at locations hav~ng more than one
and names given in cap~tals indicate that
records were obtained during the
Edgecumbe earthquakes.

Massey

Otaki

Marsden

Kaipara

Auckland

Thames

Waihi

Hamilton

Arapuni

Iwitahi

Taupo

Turangi -::~77~::::t:~:::~~:::"""._t-±---i~~~~~_J-~~_USouth Rangitiki

New Plymouth

Atene (3)

Patea

"J~-_+--_;;l_+-Invercargil

4t MO accelerograph

() SP scratch-plate

39,.L-L---1---+---I-----r

Cheviot

Springs Junction

Christchurch (11)

Flock Hill

3,.LJ-----1r---t---t--11

1,3·"1-__+----

37

l,ooL-L--~---t-----r----r

3S0,U---+---+---jr---,

36,.u----+----r---i----t---ll---t~~€";r:t---i----t----}__----4---J

1,7·1L_-+----;j~'1--+--_r-_lr_-T-

Takaka
1"l---~------4-------li------~seddonville

Murchison

westport --~-__~~L

Te Kuha
1,2.<L--t-----j---- rnangahua

Reefton

Hokitika -...,.-----.1""
Fox Glacier

~+--::7'L....+---+--+-~++++-



1 BACKGROUND INFORMATION ON THE NETWUKK

Acceleration history records of design level New Zealand ground shaking,

such as in the epicentral region of a shallow magnitude 7 earthquake like

Inangahua, have not yet been obtained. The New Zealand records obtained to

date show quite different frequency content to the Californian records,

such as the 1940 El Centro accelerogram, that are used as the basis of most

design spectra. The spectral shapes of New Zealand records resemble

Japanese records, but the strength of shaking seems to decay much more

rapidly with distance from the source than in Japan. The selection of

appropriate design spectra for New Zealand is a contentions issue at

present with the review of the Loadings Code NZS:4203. A number of

New Zealand records show indications of soil layer resonances, similar to

sites in Mexico City, which require confirmation with further records.

Worldwide, there have been even fewer records of design-level structural

responses than records of strong ground shaking. For example, in the

September 1985 Mexico earthquake there were excellent ground acceleration

records on a variety of $oil types but not a single structural response

record from a building because maintenance of structural instrumentation

had ceased due to lack of funding. Among buildings designed to current

New Zealand codes, there is a preponderance of reinforced concrete

structures. Detailing requirements of the New Zealand concrete code are

generally much more severe than required overseas, making it important to

obtain records of the performance of New Zealand structures under severe

earthquakes to confirm that New Zealand design loads and detailing

requirements are appropriate.
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Explanation of instrument types:

Digital

3 component direct digital recording accelerograph recently
developed.

3 comoonent film recording accelero~raohs

MOl - first model of mechanical-optical accelerograph. recording
acceleration history on film. no environmental sealing. no
time-marks.

Introduced 1966.

M02 - rugged construction. fully sealed. timemarks at 0.02 second
intervals. can be interconnected for simultaneous triggering of
several instruments.

Introduced 1968.

M02A
j .,I!. .....1 0.1

improved electronics, ~r&d clock, event time recorded.

Introduced 1981.

2 horizontal component acceleroscone

SP - scratches trace of horizontal acceleration on microscope slide.
Essentially a peak-recording device. much cheaper than MO
accelerographs.

Introduced 1963.

Scratch-Plate Sites (61)

Whangarei
Workworth
Birkenhead
Te Atatu
Manurewa
Te Kauwhata
Thames
Waihi
Tauranga
Hamil ton

Te Kuiti
Taumaranui
Awakino
New Plymouth
Maul platform
Hawera
Wanganui
04akune
Taihape
Palmers ton North
Levin
Paraparaumu
Haywards
PEL

Masterton
Castlepoint
Pahiatua
Dannevirke
Marewa (Napier)
Tuai
Gisborne
Toluga Bay
Opotiki
Taupo

Picton
Havelock
Motueka
Reef ton
Westport
Greymouth
Hokitika
Haast
Cheviot
Hanmer Springs
Kaikoura

Harewood (Chch)
Ashburton
Timaru
Oamaru
Dunedin
St Clair (Dunedin
Lauder
Roxburgh
Balclutha
Gore
Invercargill
Te Anau
Mossburn
Queenstown
Omarama
Lake Coleridge
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THE NEW ZEALAND STRONG MOT10N
EARTHQUAKE RECORDER NETWORK

R.T. Hefford, P.M. Randal, R.I. Skinner, J.L Beck and
R.C. Tyler*

SYNOPSIS

The net~ork of strong-~otion ear~~quake recorders, mai~tai~ed throughout
New Zealand by the Engineering Seismology Section of ~~e Oe9ar~~ent of
Sciencific and Indusc=ia~ Research, is descri~ed. The instr~ents are either
deploved as around L~str~ents to measure potential ear~~cua~e attack on
st=~c~ures, ;r in str~ctures, e.g. bUildi~gs, dams and i~dustrial installations,
to record st~~ctural res?onse. Details are given of installation of instru
ments, maintenance, labor3tory work, record ret=ieval and digitisa~ion,

costs and staffing for the net~ork. Future developments mooced include an
improved digitising system, the introduction of an improved version of ~~e

exis ting mechanical-optical instr·..l.\nent i:l 1979, and, in the long te=, the
introduction of an entirely new digital reccrder, having an electrical
output from its accelerometers, which will make oossible the transmission
of data by telephone or radio link. •

1. INTROOUC~ICN

The ?hys~cs and Engineering Lacoratorf
:irst beca~e in~eres~sc in ear~bquake record
ing in the 1950s as the result of requests
f=om designers about t~e ef=ec~ of ea=~hquakes

i~ ~ew Zealand on ~nginee=ing st=~c~~=es.

Instr~ents ~ere designed and developed and
a network of s==ong motion recorde:s has ~ee~

gradually built up t~roughout the coun~ry.

The net~ork was first descri~ed in ~~e Bulletin
of ~~e New Zealand Society for Eart~quake

Engineering in 1970(1) when ~~ere were 77
~~ree comoonen~ records and 74 ~~o comoonent
(non time:base) recorders. By the end-of
1973 the n~~er of three component recorders
had risen to 125 while the n~~er of t~o

component records remained ~~e 5a~e, t~e

increase in t."le nwnber of three component
recorders resulting ~ainly f=om requests fer
installations in important struct~es such
as power sta~ions, bridges and buildings.

Wi~~ an increasing nwnber of records
accumulating at the Laboratory, emphasis is
now being placed on their digitisation and
routine analysis, so that they can be used
in research and in the computerised des ian
of structures, thereby enabling improvements
to be made in ear~hquake-resistantdesign.

2.0 THE INSTRUMENTS

2.1 M02 Acceleroqraoh (Fia. 1)

The primary instrument of the New Zealand
ne~~ork is type M02 (mechanical-optical)
accelerograph, which records accelerations
at its location in three ortnoaonal directions.
from the motions of damped pendulums. It
records high definition traces on unperiorated
35 rom film. Time marks are orovided which are
controlled eit.~er by a tuning fork clock, or
more recently by a crystal oscillator,
imprinted along t.~e edge of the film at 0.02
second Lntervals. Starting is initiaced ~y

a vertical sensing geophone. For inter-

* ?hysics and Engineering Laboratory, Depart
ment of Scientific and Industrial Research.

connected accelerographs, anyone instrument
s~3=~=d by an eart~quake acceleration will
also start all t.~e others in ~"lat system.
T~e :iL~ C3sse~~e ~olds su==icient film for
nine recor~s, eac~ of 47 seconds duration.

~he accel==og=~?h is ful~y sealed anc
c~e=~ces 0== a 12 volt dr! cell ;ower supply.
Mere ietailed info=ation on t.~e accelerograoh
is ou~l~~ed in ~~e ins~=ument manual(Z). ~

2.2 ~Cl Acceleroarach

~~e ~02 was develo~ed from ~he ty~e

~101 ~hree component accelerograph and 24 of
t.~e t~e Mal are still in operation in t~e

ne~~ork. They are gradually being replaced
by t~e type M02 recorder, as ~~ey do not
have ~~e facility for inter-conn~c~ion or
t~~e ~arking, and are not sealed.

T~ese inst~~ents are mainly situated
in telephone exchanges as t~is gives the
~est envi=o~~ent for successful ogerat~on.

2.3 5?2 Acceleroc=aoh

T~e t~o component SP (scratch plate)
accelerogra9hs (Fig. 2), recording accelera
~icns in t~e ~orizontal ?lane only, were
the first instruments to be used in t.~e net
work. Ait~ough li~ited in accuracy and
lacking a time base, ~~ey have given records
at ~any points where otherNise none wculd
have =een avai~able, notably during ~~e

Inanaahua earthquake. When installed beside
a ~C2 acce~erog=a?h they have provided
a valuable back-up.

~he accelerograph is ~ased on an inverted
pendulum with an undamped period of 0.06
seconds, and a d~~ping factor of about 60~

of c=i~ical, the damping being ?rovided by
silicone ~il. The relative displacement of
the pendulum weight, wit.~ respect to ~~e

base. is a ~easure of ~~e amolitude and
direc~ion of t~e hori=ontal acceleration of
t~e insc=~~enc(Z). The movement of the oend
ul~~ ~eig~c is ampliiied by the light~eight
extension arm into which is plugged a smoked
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glass disc. A fi~e line, (about 0.01 mm wide)
is inscribed on ~~e smoked surface of ~~e

moving disc by a specially sha~ened steel
needle, this giving the acceleration record.
The instrument has ?roved to be verI
reliable and ~~e only cause of inoperation
has been vandalism.

3. THE ~E':'C"ORl<

3.1 Ins~rument Dis~ribution

The distribution of MOL and M02 recorders
throughout the country is illustrated in
Figure 3, and the breakdown in te~s of
buildings, dams and bridges and individual
instruments is given in Table 1. The
distribution of S? recorjers is shown in
Figure 4. The build-up of MO instruments
since 1963 is shewn in Figure 5, the mest rapid
L~crease in numbers occ~rring in the two
years following the Inangahua earthquake in
1963. Of the total of 125 three comoonent
recorders distributed ~~roughout the"count~l
only 15 M02s and 19 ~101s 'Here !?ur::hased by
the Laboratory, the remainder ei~~er being
purchased by gover~ent depar~~ents or by
private building owners on the advice of
ccnsulting engineers. Agreement has been
obtained for the L~stallation of a f~r~~er

29 instruments in buildings, bridges and
power stations (Table 2) .

From Table 1 it is seen that all of ~~e

instruments our::hased bv other autherities
have been required f~r ?ar~ic~lar s~=uc~~res,
while those ~u=chased by PEL have been fo~

ground insta~lation, either to fill gaps
in ~~e net~ork (22 ins~=~ent3) or far mic=o
zone ins~allations in ~~e We~ling~on and
Hutt ValleY areas (12 L~struments). All the
projected lnstallations listed in Table 2
are for st=uct~res, over hal= of which, lS
instruments, are for the Wellington area.

The instruments i~ t~e net~ork have been
deployed to gather data of two kinds to
promote ~~e design of mere efficient and
economical ear~~auake resistant 5~=~c~u=es.

Firstly, ground decelerations are recorded
so that designers have a wider daca base from
which to select the most aoorocriace eartha~ake

loadings for use in structural" design. Second
ly, accelerations are recorded at several
locations ~~roughout major st=~ctu=es to
monitor their performance during strong-
motion earthquakes (Fig. 6).

Most ground based instr~en~s are
located in areas of highest seismicity,
which are indicated ~y the map prepared by
the Seismological Observator! showing ~~e

occurrence and distribution of earthauakes
in New Zealand since 1840 (Fig. 7). "This
shows that the major earthquakes occ~r in a
zone which is along a band running roughly
between Milford in the south-west to Caee
Runaway in the north-east. Although th~
Laboratory does not intend to increase the
total number of instruments in the network,
a comoarison between this map and the
distribution of M02 instrume;ts (Fiq. 3)
indicates that more instruments of this type
should be added to fill in gaps along this
band, particularly in the area north of the
Wairaraca throuqh to Nacier. Some redistrib
ution is possibie, howe~er, e.g. no records
have been obtained from Auckland from the
time the network was first started and it is
less likely that performance data into the

ductile range will be obtained from the
instr'~ented tall buildings there. Perhaps
therefore ~~e number of instruments in these
buildings should be reduced in favour of
ground-based instruments only in Au=kland.
Also, improvements are being carried out
by selectively replacing SP instruments by
M02 instruments in preferred locations, the
serrice time for the two instruments being
about the same.

3.2 Local Microzone Networks

Two local networks in the Hutt Valley
and in ~~e Te Aro district of Wellington
City have been set up to study the influence
o£ local geological features and of soil
properties on ground motion.

3.3 Networks at Dam Sites

Inst~ent a==ays have been inst311ed
at dam sites, either to study lecal 'seismicicy
and microzone effec~s duri~g a site.i~vesti

gation (e.g. Atene) or to study st=uct~ral

res~onse, as at ~~e earth dams of Matahi~a

'and- 3eI"..n1ore. One !?ar~ic~lar use of an array
of inst=uments on a dam is in recordi~c the
ef=ec~ of any local ear~~quakes whic~ ~ay
be caused by filling ~~e lake behi~d ~~e

dam. Imoroved knowledae of the seismic
benav~ou= of darns is of great impor~ance from
the safe~y as?ec~.

3.4 :nst=~'ments in Indust=ial I~stallations

T~e saiety aspec~ is also of conside=abl:
i~pcr~ance i~ i~cust=~al i~stallations. TNQ

~C2 recorde=s have =ec~ntly be~n i~stallec

a~ the Maui A offshore gas rig which will
enable the loading on ~~e str~ct~re in the
event of an earthcuake to be assessed.
Similar safe~v aSDec~s acolv to t~e i~stall
atien of a =e~order at tlle ~arioi wood-pul?
mill where it will be oossible to assess
loadinqs on the machiner7 and oioework and
ics =~~i~gs. In addi~io~, a r~~;est has
rsc9ntly been received for ~n ins~allation

in .~ ~~e~al ?owe= station, toge~~er wi~~ an
e~=~~~ake ~=igger which will give a war~ing

to ~ng~neers in noisy areas t~ac an ear~h

quake is taking place, thereby allowing
emergency meas~res to be taken. Such a
trigger has already been manufactured for
an indus~rial installation f=om standard MO
par~s, and a commercial device should soon
be available.

3.5 Instr'~ent Installation

The instruments are no~al~1 bolted
fi=.nly down ~o a concrece !?linth which can
be set convenient~y above the no~al concrete
:~oer level. In the field ~~e plinc~ needs
-=0 be keved t!"lcrouahlv to t....~e sur::ace :or
which motion is to-~e·~ecorded. Occasionally
instru.lnen-::s :na'f be bo2.':ed to a 'ler~ical

concre~e wall in bridge or building applica
tions. ~~ey are ?rotec~ed ~y a ?adlocked
steel case.

Because of the =isk of va~calism of
:~e~d ins~=~encs, ins~=~~encs of t~e ~ain

ground network are no~ally locaced in the
base~ents of small~r pUblic buildi~gs such
as ~OSt o:=ices, t21e~hone exc~anges and
fire stations. Nit~in multi-storey buildings
inSt=~~en~3 a=e located in storerocms or



FIG. 1 M02 Accaleroqraph - checking circuits
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3.11.2 Serrioinc Costs

3.11.1 Caoital Cost

3.11 Costs

3.10 Record Publication and Diaitisation

4,000

1,000

40,:)00

2,000

12,000

S59,000

instrument brought back from the service
visits are filmed and checked against
s~ples obtained previously from the same
instrument. In this way any faults in
film transport or trace definition can be
noted and cor=ected on the next visit.

Scratch plate slides returned from
sites are examined =or the pattern indicating
a recorded ear~~quake. A photograph is
then made of ~~e oattern which is filed;
plate slides showing exceptional patterns
are also filed, while those showing no
record are discarded. New slides are placed
in each inst=ument on every service trip.

The cost of a single MO inst=ument is
approximately $2,000. Thus the inves~~ent

in the ~O network alone is ~2S0,000.

All records of earthcuakes obtained
from ~O accelercgraphs in ·the years 1965
to 1972 haye been ?ublished in ~~e foen
of a copy of the film trace. The records
from 1973 onwards have not been =ublished
because of plans for a more effective
presentation of data, as was done for the
1976 Milford eartbauake(4). Sta== shortaaes
and tbe ?=iori~7 given to i~strurne~t ~
operation and maintenance have de laved the
int=oducticn of t~e new ~ethod of publication
bu~ substantial progress is now being ~ade.

The practice of publishing copies of t~e

traces is to be discontinued i~ favou= of
a svstem fer eublishinc cocies of records
in dici=al :or.n. About one dozen selected
recoras have so far been digicised, including
t~ose from ca=~~quakes which cc~~rr2d at
~~:=or1 in 19i6, Atene 197], I~a~gahua (afte=
sheeks) 1968, az:d Wellington (Vogel Building)
19'7i. It is hoped t~at: mode=:l digitis:'::.g
equi?ment ~ill be ~urchasad shor~l? ~hic~

will inc=ease ~~e numbers of records
available in this for.n. A summary of those
records wi~~ ?eak accelerations greater
than 10%c is aiven in Table 3. Altcaether,
246 records have been obtained Which-have
shown acoelerations greater than l%g.

The cost of se~ricing the existing network
of 125 ~Cs and i4 5Ps is as follows pe= ann~~:

S
S9are ?arts purchased and miscellaneous
laborator! equipment

Batteries (No. 6 cells at present)

Mileage - 90,000 ~~ at $0.1345!~~

Travelling expenses for 2 NO. staff
for 5 x 10 day trips

Salaries and overheads fer two
tec~nicians (ap9rox~~atsly)

It is~cca=ent t~at if i~ ~s desi=ed to inc=eas~

~~e 5ize~~f ~~e nec~ork t~en tbe servicing
COSts cia ~Ot increase linearly ~ith the number
of inst=~.en~3 as the ~ileage of 90,000 ~~

al=eacy c~vers vi~its to ~cs~ par~s ot ~ew

Zealan~.

Sections of the test film from each

AI~~ough the M02 accelerograph is
manufactured commercially under licence, t~e

calibration of each sensing unit is still
carried out by the Laboratory using a static
calibration method, as already outlined(l) ,
and the calibration const~~ts are stored in
a computer file which can be accessed du=i~g

record processing. Per=oenance checks are
also carried OUt on the unit before install
ation in the field.

3.8 Laboratory Work on Instr~ents

As the reliability of the M02 recorders
inc=eased it became less necessar, to carr',
out serricing every 6 months and 1n 1975 t;e
service interval was extended to 8 months, and
remains at ~~is inte~7al, to reduce ~he

servicing load brought abOUt by t~e increased
n~~er of inst=~~ent3.

3.7 Maintenance of Network

From the point of view of servicing the
instruments, New Zealand is divided into 6
zones (Figure 8, with zone 6 being Wellingtcn
and the Hutt Valley), all having approxL~ately

equal service time. In early 1969 a strict
service schedule was adooted in ~hich each
of the instruments was visited at inte~rals
of close to 6 months. vfuere oossible a
shorter interral bet~een visits was adooted
during the year or so following installation.
This system L~proved the reliability of the
instruments, while the personal contacts
established during ~~e regular visits, and
the frequent explanations of ~~e workinq of
the instruments, prevented them being broken
into for examination by inquisitive local
people, which had previously ocourred from
time to time.

3.9 Record Process ina

Depending on the availabilit·, of spare
instruments, one or two M02 recorders are
replaced on each zone visit with fully over
hauled instruments, upgraded to the latest
design specifications. At the present time
this includes the fitting of c=ystal
oscillators, for time markina from the start
of the trace, replacing the obsolescent tuning
fork circuit previously fitted. Interconnection
facilities are now standard for all inst~~

ments. Wi~~ a total of 125 instruments to be
ser.iced the replacement programme will take
about 10 years with the staff available.

close 3 ~hich are often to be =ound adjacent
to li t shafts and stairs in the core of the
build ng. A check is made with the building
designer to ensure that the instruments are
located at the most desirable ooints within
the structure. Damp sites can- cause stickL~g
in the cassettes and, at such locations,
a drying agent is kept in the instruments
to absorb moisture.

. The work of the processing and storing
f~lm records is carried out entirely by the
Engineering Seismology Section of the Labora
tory in order to ensure that earthquake
records are not lost. Anv events recorded
are identified and copied· using a direct
print method. All further record processing,
such as digitising, is carried out using
film copies to avoid damage or loss to the
original film record, which is archived.
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3.12 Staffi:lc

5.

number of instruments which could be serviced,
which would largely be nullified by ~~e

communications problems which would exist
between the Laborato~j and the zones. It
is felt therefore ~~at the present arrange
ment of servicing ~~e network from a central
source is the best one.

4. FUTURE DEVELOPME~TS

In 1979 it is proposed to introduce a
major upgrading of the ~02 instrument, to be
called the M02A. A new lightweight geared
motor will be fitted tOGether wi~~ an
electronic clutch which'will replace ~~e mech
anical clutch, which has occasionally given
trouble. A press-outton film release will
also be introduced to make film rewinding
easier and hence minimise scratches and
st:atic electricity an the film. Also under
development is a facility to record the
elaosed time from ~~e last visit to the
eve~t recorded. This will ensure t~e correl
ation of records with o~~er instruments in the
network recording the same event and facili
tate identifying a record with a particular
ear~~quake. The latter will enable epicentral
distances to be estimated from the epicentre
determinations of the Seismological Observa
tO~I·

In a few years it may also be possible
to supplement and eventually replace ~~e

film recording system with an elect=onic
bubble memorI on which ~~e record is made in
digital farm, ~~e sensing unit being three
or~~ogonal accelerometers wi~~ electrical
out?ut. In ~~is way occasionally troublesome
film or magnetic tape t=ansport will be
avoided in ~~e instruments. It will also
eliminate the need for film processing and
record digitising. Such a device could also
be used as a trigger wi~~ little modification.
In addition, a record could be transmitted
by a radio link or integrated into ~~e

telephone system to allow the data to be
obtained by dialling ~~e instrument. These
facilities are important where information
an the condition of important installations,
e.a. unmanned dams, is"reauired immediately
fallowing an ear~~quake. -

24

64

36

78

60

48

42

96

4

2

32

10

12

4

4

4

3

6

8

I
3 I

32

Tech
nician

No.1

Time Spent Total days
!per zone (davs) for 2 tech

Description of Work f-----.---·--inicians per
Tech- annum for 6

nician zones
No.2

Site 'risits

P=eoa=inc fiL~s,

bat::'~ries, SP
slides and other
stores for nex",=
t=ip

A~~L~ist=ation for
visits, including
booking vehicles
and cor=espondence
with authorities
and site represent
ati',es

Preoarincr reoor1:S
and" exhibitions
and office admin
istration

Sub-total per zane

~~o technicians are employed full time
in ~intai:ling the ne~work of 125 ~o recorders
and 74 SP recorders and in upgrading ~hem to
new specifications. Each of the six zoneS
requi=es 32 working days of each technician's
time and a further 32 days per year are spent
in preparing reports and eL~ibitions and in
general office administration. This gives
times allocated as follows:

Ser,icing & upgrad
ing returned instru
ment:s

Instrument develop
ment

Processincr film &
SP slides'

Record work includ
ing digitising & I
post:ing an worldwide
:let,.;or:<

The table shows that only 60 worki~g

days are spent in ~~e field in serricing
instruments. This represents only about
1/8th of the total time, the r~~ainder being
spent in providing a back-up for the ser7ice.
Thus while offers have been made from time
to time by local authorities to service
instruments, if adopt:ed this would only
represent an increase of about Ilgth in the

In addition, further assistance is co
opted as re~~ired to generally assist in ~~e

work in a non-specialist way, e.g. to assist
in carrIing equipment, running leads, or
acting as a station reporter when checking
interconnected svstems. T~e amount of t~~e

involved is about 6 man days per zone, i.e.
36 man days per year, bu~ this time is not:
included in the table, as rec=ui~~en~ is
as reauired for each trio, made either f=cm
the Laboratorj or through local DSIR :stab
lishments, e.g. at Christchur=h or Auckland.

This oaper was presented at the South Paci=ic
Regio~al Conference on Earthquake Engineering
~eld in ~elling~on on 8, 9 and 10 ~ay, 1979.

TOTAL DAYS FOR 2 TECSNICrA.~S 448 1.

2.

3.

4.

Skinner, R. I., Steohenson, W. R. and
Hefford, R. T., nStrong-Motion Earthquake
Recording in New Zealand". Bull. of the
N.Z. Nat. Sac. for Ear~~q. Eng., Val. 1,
,No.4, p.31 (1970).
Physics and Engineering Laboratory DSIR.
"Type M02 Accelerographs (Skinner-Quflou)
Installation and Operating Manual".
(Available ~~rough manufacturers: Victoria
Engineering, Lower Hutt.)
Skinner, R. I. and Duflou, P. C. J. (1963)
n~ew Strang-Motion Accelerographs". Proc.
Third World Conference on Earthquake
Engineering.
Hodder, S. B., Skinner, R. I., Hefford,
R. T. and Randal, P. 1-1., "Strong Motion
Records of the ~il=ord Sound Earthquake
1976, Mav 4", 3ull. of the N.:. National
Soc. for' Earthq. Eng., Val. 11, No.3,
September 1978.
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TABLE 2

AGRE~D FUTURE £NSTALLATIONS OF M02ACCELEROGRAPHS

3 MNO
3 ~1V-l0

Loc3.t':'on

BU::::.;J :::~·l GS
We.:..:. ...nq~on
Hos;J.:.a.l
F::.-eybur;
Beehi'Te
BN:::
;'lilliam Clayton

C~rist:::hurch

?os-':3.1 Centre
Law Cour";:s

No. of
!nst=umencs

3
1
5
3
3

Owner

Wellington Hospital Board
MNO
11'1,,0
BNZ
Ml'i'0

BRI::lGES
Scut:.~ ~angiti.~ei

Bowen Street Wellington
3 (:nore) NZ:?,
3 l1WD

FACTOR:!S, ?OWER ST~T!ONS, ~TC.

:1arscen i?o.:.n1:

!funtly

TOTAL

1
1

29

NZED
NZED



SUGGESTED EXTENSIONS OFTHE NEW ZEALAND
STRONG MOT10N ACCELEROGRAPH NETWORK

J.B. BerriW

ABSTAAC':'

The principal ai~ of t~e pr2sent network of strong ~otion accelerographs
is to record t~e resconse of str~ctures to ear~~auakes, and instruments are
conce~tratedin ~~e lar;er cities where modern, tall buildings ar2 found.
Howe-/er., the behaviour of struc-::ures during earthquakes is now comparatively
well understood. At t~e present t~~e, es~imating design ground motions is the
weakest par-:: in t~e process of designing structur2S to resist earthquakes.
There is a strena need for more recordings of gro~.d shaking, partic~larly

sets of several icceleroarams from sinale earthauakes. It is not certain that
the present accelerograph network would capture "any significant record of
strong ~otion during a major earthquake in New Zealand; and the chance of a set
of three or more strong accelerograms being recorded is quite small. It is
recommended that 25 additional instruments be installed promptly, to fill the
main gaps in the present network, and to extend the capacity of ~~e existing
local network in the Wellington area.

1. I~lTRODUCTION

The existing network of strong motion
accelerographs ~hich a~ present covers New
Zealand is orie~~ated ~a~nly to t~e ~eas~re

menc ~f st=uc~u~al resccnse du=i~cr

ear~~quakes. Nea=ly half of t~e 125 presantly
de910yea accsle~~gra?hs are sited in the
uuoer =loors of call builci~gs, ~ost of wh~c~are clustered together in t~e ~wo or ~~=ee
larger cities. However, work i~ ~~e last
few years has resulted in a good ~~derstanding

of the behaviour of structures durinq ear~h

quakes. The gr~ates~ difficulty now: in t~e
ear~~quake-resistantdesicrn of a struc~ure

is in 'estimatincr the a=o~d motions likely to
occ~r du=ing the life~of t~e st~~c~ure. Our
knowledge of strong ground shaking is ver7
meacrre. We have a fundamental understanding
only of its gross properties; and even on a
worldwide basis we lack sufficient data to
formulate satisfactorv e~pirical models.
The difficulty this poses' is particularly
acute in ~ew Zealand, where we have recorded
no significant st~ong motion accelerogra~s.

It follows that the main ouroose of t~e

national accelerograph network"should be to
gather data about ground motion. However,
the capacity of the oresent network to do so
is quite low. The distribution of instr~~ents
is sparse, and there are some large gaps in
the network.

The simple analysis undertaken in this
paper shows that wi~~ the installation of
about 25 additional instruments tIle major
gaps in the network could be closed, and it
would become a much more effective means of
capturing records of strong ground shaking.

2. THE ?RESE~T ~ETWORK

':'he present strong motion accelerograph
network cc~prises 125 ~Ol or ~02 accelerographs
installed in 64 separate structures if ~bout

40 different geographical localities( ). I:1

* University of Canterbury, Christchurch.

addition to ~~ese sites, ~~e:e :re f~~

plans to install a furt~er 29 accelerographs
in 10 additional sites("-). Excetlt :or one,
~~ese new sites ara all in pr~sa;t~y
inst=·~e~~=d loc~li~ies. The i4 exi5~ing

and planned si~es ar~ shewn in Figure 1.
A more de~ailed desc=i~tion of ~~e ne~work

and i~s~=~en~3, ~=qe~~er ~it~ some of i~s
his~~=y, is given by Hef=~~~ at al(l) .

As well as t~e network of time-base
~Ol and ~102 accelerogr~9hs, ~~ere are 74
scratch olate instruments, similar to the
seismoscope, installed about the country(l)
Since ~~ese do not yield a time-history
record they are ~Ot considered furt~~r in
this discussion. Their value is in providing,
essen~iallYI one =esponse spec~r~. ordinat~,

reliably and ~~ea?ly.

It is interesting to study ~~e ownership
of accele=cgraphs i~ ~~e netNork. Of t~e

154 present and proposed instr-~ents, only
34 are owned bv the Deoar~~e~t of Sci~ntitic

and I:1dustrial-Research (DSI~) which nas the
responsibility :or maintaining the network.
These are mostlv sincle-instrument stations
in rural areas.- Of ~~e re~ainder, which for
the most ?ar~ are installed i:1 ~~e larger
citias, 82 are owned by t~e Minist=y of
Works and Develop~ent. 3 by ~~e New Zealand
Electricity Depar~~ent. 10 by other govern
ment deoar~~ents, 6 bv local bodies, and 19
by private owners (pr~sumably installed on
the ad~~c~ of c~nsulti~g a~gineers). Thus
the ?resent netwcrk has been shaped largely
by ~he ~a=~~quaka eng~neer~~g cc~mu~i~y as
a whele: t~e DSI~ ~as :ollowed ~~e

aooarenclv-uncoo=dinated ~i3hes of a number
of-different groups. Clearly, a cone=ent
pla~ is needed for :u~u== ex~=nsions to t~e

network. The pr~?osa:s made in section ~

are of~=red as a basis :or d~t~iled ?lanning
and assigncent of ?riori~ies.

3 . COV::R.".GE OF ?'RESE~;·" ~IE::-;"'Ca.,<

To obtain ~ use=~~ record at sc=ong
ground sha~ing :=~m a Lar"e ear~hquake. i~
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Lamont-Doherty Geological Observatory
of Columbia University
Seismolugy, Geology and 1ectonophysics

Cable: LAMONTGBO
Telex: 710-576-2653
FAX: (914) 359·5215

Brian E. Tucker
Calfornia Division of Mines and Geology
1416 Ninth St. Room 1341
Sacremento, Ca. 95814

Fax No. 916-445-5718

Re. Strong-Motion Array Questionnaire.

Dear :B rian,

Palisades, NY 10964

Telephone: (91~) 359-2900

October 2, 1989

My apologies for being so late (but just at the last date you specified!).

LDGO operates two arrays: one in the Shumagin Islands in Alaska, and one
primarily in the Eastern U.S. as part of the National Center for Earthquake
Engineering(NCEER) effort. We are currently between P.ls on the Shumagin
program, so if you need further info contact me. For the NCEER info, contact
me Or Klaus Jacob or Bob BUSby.

The questionnaires are attached. We don't expect much change in the Shumagin
array in the next year, although we have been trying to replace the SMA-I's with
SSA.l's for the last two years: no $$. The NCEER array will get 5 more units
within the next 6 months. In addition two of the units have just been returned
from Australia (Tennent Creek area), and will be deployed in the U.S. in the near
future.

Some comments re the workshop objectives:
Characterizing site response is a very complex problem, and the data coHected to
date is limited by the fact that much of the instrumentation has been installed as
code compliance effort and is usually confused by the specific"site" response.
While the problem of soil/structure response will have to be solved eventually,
our effort has been to first see if we can get enough data in relatively simple "free
field" sites. Hopefully this wiIJ help someone to generate a resonably accurate
method for predicting"input" ground motion at a site of interest. But even this is
a relatively complex: problem if one tries to take into account non-hard rock sites.
Moreover what is a "site response" vS a propagation effect vs instrument



installation distortion?
It looks as though we will have to continue to employ a mix of techniques
(artificial source, ambient noise response, actual acceleration measurement, etc).
If actual acceleration measurements are to be of general value, specific data
regarding the site are essential, inclUding both geologic data and site response
data.
Much of the code compliance type installations would be more useful if we had a
free field measurement in the area.

Reg¥4 \ \
VYtVj Ovll-ZV-

Douglas H. Jqhnson
Technical Manager, Seismology
FAX No. 914·359·5215



STRONG-MOTION ARRAY QUESTIONNAIP.E

1. Where is your array located and how long has it been
operating?
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2. Please describe your array, in terms of the type and number
of instruments, their spacing, their triggering, their
recording means (film, tape, or disc; analog or digital),
and their foundation and housing.
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3. Describe the nature of the data you have obtained, in terms
of the number of events recorded, their range of magnitudes,
and their distances from the array.
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4. What means were used to characterize the site conditions?
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5. If you were to establish a new array, what means would you
now use to characterize site conditions?
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6. What lessons have been learned

o regarding the operation of the array?
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o regarding ground response to earthquakes?

7. Can you comment on the relevance of mbient vibration
~e<rsm:"Ei"ment!f and oreed vibration test1ng. ~
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8. ADDITIONAL COMMENTS AND ADVICE (please use additional pages
if desired)

'5'Z.2- 1-JG~-z...e-. ~~~ S1..l.c9~ t,.j~ e..L

Thank you!

~Uq
Name \



STRONG-MOTION ARRAY QUESTIONNAIRE

1. Where is your array located and how long has it been
operating?
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2. Please describe your array, in terms of the type and nUmber

of instruments, their spacing, their triggering, their
recording means (film, tape, or disc: analog or digital),
and their foundation and housing.
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3. Describe the nature of the data you have obtained, in terms
of the number of events recorded, their range of magnitudes,
and their distances from the array.
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4. What means were used to characterize the site conditions?
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5. If you were to establish a new array, what means would you
now use to characterize site conditions?
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6. What lessons have been learned

• regarding the operation of the array:
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• regarding ground response to earthquakes?
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7. Can you comment on the relevance of ambient vibration
measurements and forced vibration testing:
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8. ADDITIONAL COMMENTS AND ADVICE (please use additional pages
if desired)
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October 2, 1989
Brian E. Tucker
Calfornia Division of Mines and Geology
1416 Ninth St. Room 1341
Sacremento, Ca. 95814

Fax No. 916-445M5718

Re. Strong-Motion Array Questionnaire.

Dear Brian,

Shumagin array has recorded 25 events between 1970 and 1987, ranging in
magnitude from 3.4 to 6.5. Distances within +/. 250 km. Number of stations
recording per event from l(most common) to 5(1 event).

Regards

Douglas H. Johnson
Technical Manager, Seismology
LOGO
FAX No. 914M359·521S



STRONG-MOTION ARRAY QUESTIONNAIRE

1. Where is your array located and how long has it been
operating?

See.

2. Please describe your array, in terms of the type and number
of instruments, their spacing, their triggering, their
recording means (film, tape, or disc; analog or digital),
and their foundation and housing.

3. Describe the nature of the data you have obtained, in terms
of the number of events recorded, their range of magnitudes,
and their distances from the array.

4. What means were used to characterize the site conditions?



STRONG MOTION ARRAY QUESTIONNAIRE

1. The Bureau of Reclamation has been involved in Strong Motion
Instrumentation programs since April 1937 when the first array was
installed in Hoover Dam (Arizona/Nevada). At present there are 41
arrays in the program, located throughout the western united
States, namely in Washington, Oregon, California, Arizona, Utah,
Idaho, Montana, Wyoming, and Colorado, primarily associated with
Seismic Zones 3 and 4.

2. All instruments deployed to date are analog, primarily
model SMA-l's and several CRA-1/FBA-3,13DH systems; 1 to 6
instruments per site and/or structure. All arrays are associated
with water resources related lifeline structures or sites, such as
dams (earthfill and concrete) and power/pumping plants. All
triggers are set to start the systems at O. 01g. Generally the
instruments are located on 5ftx5ftxO.5ft concrete pads attached to
the structure or site of interest and protected by lightweight
fiberglass housing units. When the arrays are associated with
concrete dams the instruments are located inside the dam galleries.
Several downhole systems are located in boreholes in earthfill
dams.

3. Numerous events have been recorded since the deployment of the
first array in 1937. Most of the accelerations recorded have been
in the <0.05g peak range. However, in May 1983 a series of
significant strong motion acceleration time histories were recorded
by the array located in and adjacent to the Pleasant Valley Pumping
Plant, California. The magnitude 6.5 earthquake which did extensive
damage to the town of Coalinga caused a 0.54g peak acceleration at
the switchyard of the Pleasant Valley Pumping Plant, located
approximately 9 km from the epicenter.

4. Generally, no special program is performed for the acquisition
of the data for characterization of the strong motion
instrumentation sites. However, frequently the information needed
to accomplish this is available as a result of to previous efforts
performed for site and materials evaluation required for the
design, construction, and maintenance of water resources related
lifeline structures. For example, parameters such as shear wave
velocity and density distribution with depth in a large number of
earthfill dams and foundations were obtained in situ as a result
of the Bureau of Reclamation geotechnical investigations for its
Safety Evaluation of Existing Dams Program. Should a significant
acceleration time history be recorded at a structure where some
aspects of site condition information is lacking, this would be
supplemented by a subsequent geotechnical exploration program as
was the case at Pleasant Valley Pumping Plant.

Bureau of Reclamation - MC D-3611
P.O. Box 25007
Denver, CO 80225



5. If you were to establish a new array, what means would you
now use to characterize site conditions?

6. What lessons have been learned

• regarding the operation of the array?

• regarding ground response to earthquakes?

7. Can you comment on the relevance of ambient vibration
measurements and forced vibration testing?

8. ADDITIONAL COMMENTS AND ADVICE (please use additional pages
if desired)

Thank you!

Name I



STRONG-MOTION ARRAY QUESTIONNAIRE

1. Where is your array located and how long has it been
operating?
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2. Please describe your array, in terms of the type and number
of instruments, their spacing, their triggering, their
recording means (film, tape, or disCi analog or digital),
and their foundation and housing.
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3. Describe the nature of the data you have obtained, in terms
of the number of events recorded, their range of magnitudes,
and their distances from the array.
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4. What means were used to characterize the site conditions?
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5. If you were to establish a new array, what means would you
now use to characterize site conditions?

I~ e ~ loe 10 1.5.

6. What lessons have been learned

• regarding the operation of the array?
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• regarding ground response to earthquakes?

Nt! tv.! S U-N t(J.e..-~ Ia. I -eNS (c:9 - ~oo \"t\) e-u~ ~
:50 CC\. l {e c:l ~c /<::. 31 Ie S ~/3 n t f.(t:J-t->. 1-/1 mod,?

fl<: /d..s .

7. Can you comment on the relevance of ambient vibration
measurements and forced vibration testing?

8. ADDITIONAL COMMENTS AND ADVICE (please use additional pages
if desired)
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Thank you! Q~Nl.£......::5j~~~~..I--
Nate



A BROAD-BAND, WIDE-DYNAMIC RANGE,
STRONG-MOTION ARRAY NEAR PARKFIELD, CALIFORNIA, USA

FOR MEASUREMENT OF ACCELERATION AND VOLUMETRIC STRAIN

Roger D. BORCHERDT!, Malcolm l.S.JOHNSTON I
• Thomas C. NOCE!,

Gary M. GLASSMOYER!, and Douglas MYREN!

!United States Geological Survey. Menlo Park. California, USA

SUMMARY

installation of a 14-station array was completed luly, 1987, to provide on-scale, broad-band, high resolution
measurements of earthquakes occurring near the segment of the San Andreas fault zone that is expected to
Npture before 1993 with a moderate earthquake similar to the 1966 Parkfield, California event. The array is
designed to provide on-scale measurement of volumetric strain, ground acceleration, and ground velocity to
permit the observation of co-seismic strain offsets, seismic strain radiation, and strong ground motions of
engineering interest Data sets are presented to illustrate array bandwidth (0-100 Hz), dynamic range (145

dB), and detection levels for strain (10,11 at I Hz) and acceleration (6xto-6g). Use of volumetric strain
meters as strong-motion sensors allows the bandwidth for observation of near-source motions to be extended
to periods longer than that of conventional accelerometers and permits the inference of seismic wave field
characteristics not permitted by either sensor alone.

INTRODUCTION

Scientific evidence suggests an occurrence probability of 0.95 for a moderate earthquake (M-6)
before 1993 along the Parkfield segment of the San Andreas fault (Refs. 1,2.3). This event has afforded the
scientific and engineering communities the opportunity to establish experiments to study earthquake related
phenomena (Ref. 4). This report is concerned with an experiment desigIl'".A to obtain high-fidelity measure
ments near the rupture zone.

The experiment includes an array of fourteen stations equipped with accelerometers, velocity
transducers. and volumetric strain sensors (Fig. I). Eight stations are equipped with accelerometers and
velocity transducers (see Fig. I) to provide on-scale recordings of ground motions ranging in amplitude from
near seismic background noise to 2g in acceleration. Six sites are equipped with volumetric strain sensors
and accelerometers to provide on-scale recordings for events larger than magnitude 2.5.

The use of dilatational strain sensors (Sacks-Evertson dilatometers, Ref. 5) extends the bandwidth for
observation of near-source motions to periods longer than those detectable by conventional accelerometers.
The bandwidth allows observation of pre- and post-seismic strain changes and co-seismic strain offsets.
Dynamic range of the dilatometers allows the sensors to be used as both near-source strong-motion sensors as
well as sensors to detect strain variations including changes in DC level at levels of seismic background noise

near to'lt. In addition, because the dilatometers respond to dilatational strain but nor shear strain, they
respond to P and Rayleigh energy but not shear or Love wave energy. As a result when dilatometers are
colocated with conventional three-component seismometers and accelerometers, they can be used to resolve
superimposed wavefields and infer characteristics of seismic wavefields not permitted by either sensor alone
(Refs. 6, 7).



Fig. 1. Location map for GEOS array near Parkfield. California.

This report describes instrumentation. expected data sets. and theoretical results pertinent to
interpretation of seismic radiation fields recorded on colocated sensors.

INSTRUMENTAnON

Signals from the two types of sensors at each station location are recorded on-site in event-detect
mode with broad-band. 16-bit (%dB) digital, six--channel recorders (General Earthquake Observation
System, GEOS, Ref. 9) at sampling rates of 200 sps per channel A detailed account of the recording system
characteristics is provided by Borcherdt et aI. (Ref. 9). Signals from the dilatometers at six of the sites are
recorded in both AC and DC coupled modes at high and low gain levels. In addition, the dilatometer signals
are recorded continuously in Menlo Park, California via 16 bit satellite telemetry at a low sampling rate (l
sample per 10 minutes) for purposes of earthquake prediction (Ref. 8).

For those sites equipped with accelerometers. velocity transducers. and GEOS recorders. the
effective dynamic range exceeds 130 dB over a bandwidth for signal resolution of about 15 to 0.01 seconds.
For those sites equipped with accelerometers and dilatometers. the lower limit for resolution of acceleration

is 6x1O-6g. TIle period band for detection of volumetric strain at earth-strain noise levels is greater than lOS
to 0.05 sees. (Ref. 8).

An average estimate of earth strain noise is shown in Fig. 2. TIle spectrum, obtained for a site in the
eastern Mojave desert, California, reveals peaks due to microseisms near 4 and 8 seconds, peaks due to earth
tides near 12 and 24 hours. and a decrease in noise with period of about 10 dB per decade. The spectrum
shows a detection bandwidth of more than 8 orders of magnitude at earth noise levels. Maximum strain

detection limits of 10-6 strain for the dilatometers located at depths of 150-200 m suggests a dynamic range
for strain detection of 145-150 dB.

In the time interval 7/87 through 12/87. 36 of the earthquakes in the Parkfield region had been
recorded on one or more stations in the array (Ref. 10). 1bese events ranged in magnitude from less than 1 to
2.5. As no event larger than 2.5 for which the array was designed has occurred since completion of the array,
examples of data sets from similar installations in other locations of California are used for illustration
purposes.
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ANTICIPATED NEAR-SOURCE MEASUREMENTS

Recomings of a moderate earthquake near
North Palm Springs, California, obtained at a
distance of 130 kID illustrate the types of signals
expected on the array (Fig. 3). The first trace shows
the continuous volumetric strain time history as
recomed at 1 sample per 10 minutes for a 48-hour
time interval. This trace shows strain variations due
to earth tides, atmospheric pressure changes, and the
strain offset of 17 nanostrain associated with the
earthquake. This offset, when interpreted with
respect to a dislocation model, yields an estimate of
moment magnitude for the event of 6.0 (Ref. 11).

Traces 2 through S of Fig. 3 show the
corresponding volumetric strain and
three-component seismometer signals recorded at
the site at 200 samples per second in the intervening
ten minute time interval between samples recorded
continuously via satellite telemetry (see trace 1, Fig.
3). The traces recorded at high sampling rates
illustrate the capability of the array to observe
seismic radiation fields from both types of sensors
in an overlapping period band of engineering
interest, while at the same time suggesting the
capability to observe characteristics of the seismic
radiation field at periods longer than those pennitted
by conventional accelerometers. Analysis of the
colocated signals has been shown by Borcherot et
al. (Ref. 10) to yield estimates at the site of local
material velocity (2.9 krn!s), attenuation

(QMS·1-o.1), and the vertical free surface reflection

coefficient for SP (0.8).
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Fig. 3. Volumeuic strain (L\) and ground velocity for
Nonh Palm Springs earthquake (M6.0) shows tidal
variations and co-seismic strain offset observed at 10
minute intervals (trace 0, seismic strain radiation at

200 sps (trace 2), and absence of long period energy

detected by 1 Hz seismometers (traces 4, S, 6).



Recordings of small events (M<2.0) near the source «8 Icm) serve to illustrate the capability of the
volumetric strain meter to respond to dilatational energy but not shear energy (Fig. 4). For comparison
purposes, the volumetric strain signal (bold) recorded for this event is superimposed on that of the venical
seismometer. The traces have been filtered in a pass band (2 to 6 Hz) common to the two sensor types.
Comparison of the straingram and vertical seismogram shows a small phase shift due to vertical spatial
separation of the sensors and considerable similarity in wave Conn during arrival of the initial P-wave energy.
Comparison of the signals during the arrival of the S energy, evident on the radial and transverse components
of the horizontal seismometers, suggests the dilatometer is showing a relatively small response to the incident
S energy.
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Fig.4. Volumetric strain (~) and ground velocity (z, r t)
recorded near «8kIn) small earthquake (M<2.0) suggests
that dilatometer responds to P energy but DOl incident S
energy.

Theoretical descriptions of the response of a
volumetric strain meter to incident po, So, and
Rayleigh-type waves on a viscoelastic half-space are
provided by Borcherdt (Ref. 7). They show that the
effect of the free sulface must be considered in order
to account for the response of a dUatometer to
incident S energy. The free sulface, volumetric
ltJ'ain reflection coefficient for a homogeneous S
wave incident on the free sulface of a viscoelastic
half-space is shown (Fig. 5) for Pierre Shale (Ref.
S). The computed reflection coefficient suggests
that the response of the volumetric strain sensor near
the time of incident S energy vanishes for angles of
incidence near vertical and 45 degrees and reaches a
maximum for angles (28~ beyond the elastic critical
angle (22°). For angles of incidence corresponding
to maximum response, velocity Q-I and particle
motion ellipticity for the reflected dilatational
disturbance are 2S percent less, 300 percent greater,
and 60 percent greater respectively than those for
corresponding homogeneous P wave (Figs. 5b-5d).

Fig. S. Volumetric suain reflection coefficient (a) for S
wave incident on free surface and Q-\ (b) velocity (c),
and particle motion axis ratio (d) for reflected P wave.



Although no near-source recordings of a moderate earthquake have yet been obtained on a
comparable array using colocated volumetric strain meters and accelerometers. the records from the 1966
Parkfield array with maximum acceleration near 0.5 g serve as a basis to detennine gain settings for the
corresponding sensors. Guidance regarding estimates of maximum strain levels as observed in boreholes
located in sandstone and granite at depths of sensor emplacement (-150-200 m) is provided by model
estimates (Fig. 6. Ref. 12). Estimates of coseismic strain offset at each of the stations is not expected to

exceed 10-6 (Fig. 6). The estimates suggest that the maximum offsets are likely to be measured for sites near
rupture initiation and tennination.

z

35. 6° '--_-L.__..J-__1--_........L__....1..~_~_ ___J

Fig. 6. Estimates of co-seismic dilatational strain offset, using the indicated dislocation model for
abe anticipated Parkfield earthquake.
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STRONG-MOTION ARRAY QUESTIONNAIRE

Where is your array located and how long has it been
operating?
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Please describe your array, i~ terms of the type and number
of instruments, their spacing, their triggering, their
recording means (film, tape, or disc; analog or digital),
and their foundation and housing.
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Describe the nature of the data you have obtained, in terms
of the number of events recorded, their range of magnitudes,
and their distances from the array.

4. What means were used to characterize the site conditions?
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5.

6.

If you were to establish a new array, what means would you
now use to characterize site conditions?
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What lessons have been learned

• regarding the operation of the array?
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7. Can you comment on the relevance of ambient vibration
measu~ements and forced vibration testing?
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Array : Array Observ. ! Period No. of No. of No. of No. of Fig. of

: I
l~(Jde I T>'pcs Objects Stations Deploying ~1aintenance Events Record~ Arrays

I
(BSMOC/!,

I Local)
[j') I T~ <;R I ~,3,5, I 82.7- I ~~ 28 462/0 0 0 Fit.; I !r.,-k d~.. ~

I 6,7,8 I
,F:1_u ~A, PA now I F'" 'J :l~ ...

1'5 i SE. S~l 1 2,3,4, I 82.7-

I
24 65

I
491/0 707 1622 I Fig. :5 I

I I

lf~&I\ ! DA ! 5,7 I 87.12 I I
'1:)SA '! TD, S~l 12,3,4, 83.3- (8) (33) (GO}/O (3G)

I
(236)

I
Fig..\

I; 5 87.12
, hD ISE 1 ~,2,3,

I
82.12- 5 5 29/220 0 0 Fig. 5

ii now I

DX I SE, L5 1 1,2,3, I 83.5-

I
20 29 192/627 15 24 Fig. 6

: S~1 4,5,7 I now

ER 1~1O I 1 I 82.12 3 3 12/0 1 2

LQ i ~fO I 1 i 85.4 1 1 10/0 1 1

i Total I I 81 131 1196/847 724 1649

NOTES:
Array Types:

Ob"erv. Objects

TE - Topography Effect PA - Parking Array
SR - Structure Response DA - Dense Array
TD - Three Dimension Space SE - Simple Extended
LS - Local Site Effect MO - Mobile Observation
SM - Source Mechanism and Wave Propagation

1. For catching large earthquakes.
2. For measuring the source parameters and studying source mechanism.
3. For studying the nature of the rupture propagation.
4. For deriving the law of wave propagation and attenuation.
5. For the study of site effects.
6. For the study of soil-structure interaction.
7. For the study of variations of strong ground motions in a small area.
8. Parking array.

:\0. of deploying - No. of .tation-times deployed.
\0 of mJ.intenance - No. of 5tation-times mairitained .

• Al! the dJ.ta with bracket of TD5A is included in 1'5.
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STRONG-MOTION ARRAY QUESTIONNAIRE

1. Where is your array located and how long has it been
operating?

a. SMART-1 array (Strong Motion Array in Taiwan, phase 1)
locatein the Lanyang plain, northeastern Taiwan. It was
installed at Sep. 1980.

b. LSST array (Large Scale Seismic Test Program) located
within the SMART-1 array, and operated from Nov. 1985.

2. Please describe your array, in terms of the type and number
of instruments, their spacing, triggering, their recording
means (film, tape, or disc; anolog or digital), and their
foundation and housing.

a. The SMART-1 array consists of a center site, 6 extension
sites and three concentric circles, each with twelve
evenly spaced sites and radii of 200m, 1km and 2km,
respectively. Each of 43 accelerographs consists of a
SA-3000 force-balance accelerometer, capable of
recording ±2G, and a DR-100 digital event recorder that
uses a magnetic tape cassette. Signals are digitized
with 12-bit resolution at 100 samples per second.

b. The LSST array consists of 12 structural accelerometers,
15 surface accelerometers (which are radially spaced at
120 degree and extend outward frQm a 1/4 scale
containment model), 8 downhole accelerometers (2 sets,
each set placed down to 4 holes of about 6m, 11m, 17m,
and, 47m in depth respectively), and 20 pressure gauges.
All accelerometers are ±2G FBA-13 triaxial force balance
accelerometer, and data are collected by a 144-channel
digital central recording system. signals are digitized
with 12-bit resolution at 200 samples per second, and
recorded on 48 digital cassette recorders.

c. All surface accelerometers af SMART-l and LSST array,
are bolted to low concrete pedestals. To assure close
coupling with its fonndation, the pad have short piers
extening into the ground. For each stand-alone unit, or
each surface accelerometer of LSST array, a lightweiht
fiber glass enclosure is used to provide protection
against weather and minor vandalism.

3. Describe the nature of the data you have obtained, in terms
of the number of events recorded, their range of magnitudes,
and their distances from the array.

a. Through Sep. 1989,
SMART-1 array, with
epicentral distances
from 2km to 194km.

55 earthquakes were recorder by the
local magnitude from 3.6 to 6.9, and
(from the array to center) are range



b. LSST array had recorded 27 earthquakes. The range of
magnitudes are 4.5 to 6.8, and the epicentral distances
are range from 5km to 96km.

4. What means were used to characterize the site conditions?

Geological survey and geophysical survey (include seismic
reflection and refraction survey, cross-hol~ and up-hole
shooting methode). LSST array also has 100 meeers geological
log of drill hole.

5. If you were to establish a new array, what means would you
now use to characterize site conditions?

Geological survey, geophysical survey,
survey.

and geotechnical

6. What lessions have been learned

• regarding the operation of the array ?

use solid state accelerographs in the future to
mechanical failures and related problems which

by moving parts of recorders.

surface instruments
2. It's need a lot of

maintain a station
array.

3. Should
reduce
caused

1. In comparing surface instruments with downhole instruments,
have greater reliability.
manpower To keep the time accuracy and
without commercial AC power in SMART-1

• regardin ground response to earthquakes?

1. Spa~ial variation of ground motions.
2. Seismic wave intensity of strong ground motion.
3. Statistical properties of PGA and response spectral values.
4. Comparison of soil and rock sites.
5. Identification of wave types.

Date: Sep. 25 , 1989

1(~-~tJ~
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Kuo-Liang, Wen
Associate Research Fellow
Chun-Chi, Liu
Chief Engineer

Institute of Earth Sciences
Academia Sinica
P.O. Box 23-59
Taipei, Taiwan, ROC
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STRONG-MOTION ARRAY QUESTIONAIRE

1. Whe~e is ycu~ array located and how lone has it
ope~~ting?

The SMART1 array (an abbreviated name Tor the St~onq-Mction

Array in T~iwan. Phase 1) is locatad in Lanyano ;Plain area in
northeastern T~iwan. near the town cf Lotung. T~e ~rray has
been in coerdtien since October 1960.

2. Please descrite your array, in terms of the type and number of
instruments. their spacing, their trigqering, their recording
means (film, tape. or disc; analog or digital), and tMeir
foundation end housing.

Type of inst~uments: DR-100 recorders by Sprengnether.
accelerometers by Columbia.

Number of instruments: 39
Array layout: 12 instruments are evenly spaced en eacM 01 the

three concentric rings with radii 0.2. 1.0, and
2.0 km. respectively. With an instrument at the
array center. the 37 instrum6nts form 12 radial
arms with an eQual ~zimuthaI gp~cing of 30
degrees. One of the arms extends outw~rd with
two additional in5t~ument5. with the outer on~

being placed en the rock outcrop at the edge of
the alluvial pl~in.

Timing and triggerinQ: Each instrument has an'internal clock.
The ~rray is synchroni:ec twice a week
with m master clock. The instruments
arE tri~gered i~div~dual1y on preset
ac~eleration ~hresholds.

R~cerding m~~ns: digi~al cassette tapes.
Instrum~nt fcund~tion: 20-cm thick concrete pad pou~ed in

place over steel wire mesh.
Instrument housing: Prefabricated fiber glass housing.

3. D~scribe the nature of the data you have obtained, in terms
of the number of events recorded, their range of magnitudes,
and their distances from the array.

Number of events: over 50.
M~gnitude range: 3.6-6.8 M~.

Distance range: very close to 200 km.
Focal depth range: very shallow to 100 km.

4. What means were used to characterize the site conditions?

a. Surface geology.
b. Several seismic refraction prifiles through and within the

array are~.

5. If you were to estsblish a new array, what means would you now
use to oharacteri~e site concitions?



a. Surface geology.
b·o ~crings.

c. Borehole sei5mic velocity measur~ments.

6. What lessons have been learned

o regarding the operation of the array?

R~gular check-up of the instruments in the field by
dedicated technicians is a mu~t.

Competent electronic engineers to perform instrument trouble
shootings can improve drastic~lly the integrity and the data
recoverage rate of the array.

o regarding ground response to earthquakes?

Ground response to earthquakes varies significantly even in
a relatively small~ tlat and seemingly simple site area.
Ground response characteristics vary with magnitude and
distance of earthquakes.
Incoherence in 9rcund motions clesrly increases with station
separation as well as with frequency.
Ground responses are d~f1erent on soil ~nd rock sitas.

7. Can you comment en the relevance of ambient vibr~tion

me~$urement5 ~nd forced vibr~tion testing?

One main adv~nt~ge of ambient vibration measurement~ is that
they ~re inexpensiv~ and convenient, in particular, with the
new solid-state record~rs with adjustable full-scale settings.
These measurements can prcvide pr~dominant frequencies in the
ground response of soil sites ~t low strain levels.
UnfOrtunately, the relation between these frequencies of
ambient vibrations and those 01 strong motions is not yet well
established.
I am not informed enough to comment on the relevance of forced
vibration testing.

6. Additional comments and advice.

E~cept for arrays that are tied to specific project ~ites Or
facilities, selection of the array location is very crucial
to the success of an array project. Se.$ically, one would go to
a location where the earthquakes are frequent, and
preferrably, varied in their hypoce~tral locations anq
source Characteristics. Operating an array for long time
without getting some useful records could wear cut the array
operators logistically, and even emotionally. In addition~

ea$y access to ade~uate technical sup~ort is also an important
f~ctor to consider.



Strong-Motion Array Questionnaire

1 To date, we are operating two special purposes strong-motion
arrays. that will be called A and B.

A) Southern Lazio (100 Km south of Rome), designed to study the
boundaries between two areas, one of which does not show any seismicity.
Full operating July 1984.

B) Cerreta di SpoJeto (Umbria. Central Appennine), designed to study
topographical effects. mainly for the seismic behavior of historical
hilltown. Full operating end of the current year.

2 A) 10 triaxial digital strong-motion accelerometers. Threshold
triggering (0.005 g vertical). Tape recording system. Pre-event 3 seconds.
They are aligned over a length of 20 Km. The instruments are anchored to a
concrete pile (40X40X70) anchored on the soil. The housing is light cabinet
anchored to a R.C. basemat (thick. 15 cm).

B) 4 triaxial digital strong-motion accelerometers. Solid state
memory. Pre-event 3 sec. Threshold triggering (0.005 g vertical). One
instrument is on the top. another is at midheight and a third one is at the
base of a ridge. The ridge is 200 m height and the instruments are about
300 m far each from the other. All of them are on rock. the fourth
instrument is about 500 m on the bed of a river. Since the ridge is made of
calcareous rock up to the last few centimetres of soil the foundations are
very light, though strongly anchored to the rock. For the instrument on the
bed of the river a stiffer pile has been provided. Housing is similar to the
other array.

3 A} A 4.7 MI earthquake with epicentral distance about 30 Km from
the array happened. with some aftershoks, in May 1984 while the array
was being deployed so that only few instruments were operating. The six
records obtained are not considered useful to match the array purpose.

S) No significant events.

4 A} No specific characterization of the sites. They have been selected
on geological and geomorphological basis. Geophysical and geotechnical
surveys are foreseen.

B) Same as A



5 Supposedly, when you decide to establish an array in a· certain area
you know what you are looking for. So you should know the global
geological characteristics of that area. Based on this knowledge you
should determine a detailed map of the soil and subsoil through
geophysical survey. Finally geothecnical surveys and laboratory tests are
to be performed.

6 """""""""",

7 If the geometry of the subsoil is simple enough it is interesting to
use forced vibration (esp. esposions) to test propagation and specific
computer codes.

8 """""'''' '"''''



The answer to the strong-motion array questionnaire

1. Ashigara valley, 70km south-west of Tokyo, Japan.
It has been operating since December of ]987.

~1bytes) ,2

Record-startlug
by judging the
condlll;ons. The
BAUD) dedicated

Cassette tape and IC-memory
Digital(14bits+AGC).

Foundation: Dase(50cmxSOcm)-isolated,
Housing: Reinforced-concrete (2mx2mx2m).

2. Combination of simple extended array consists of 7 rock site, 8
sediments and three bore holes at -10,-30 and -100m depths.

Spacing: I-Skm.
Triggering: Threshold of acccleration(I-4gal).

for the whole instruments of array is controlled
plural site satisfy the presetted triggering
control is carried out using low cost( 50
telephone lines.

Recording means:

3. Approximately 20 events have been recovered.
Range of Magnitude: 4-6.7
Distance: 10km( M4 ) - 120km( M6.7 )
Maximum acceleration at sediment site: O.lg ( M6.7)

4. Surface geological map and bore hole geological data were used.
The data of seismic prospectings were also referred, they were

limited though.

5. Seismic prospecting would be most important data for
characterizing the site condition for a newly designed array.

6. a) On the operation of the array
i) Common triggering system for the whole instruments.is very

useful for recovering the moderate ground motion. It is very rare
that the miss-triggering is caused by man-made noise, which we
have been troubled at a single observation site in downtown area.

ii) Data acquisi tion using pub1ic telephone line is skillful.
However, we have faced to the long elapse time for acquiring full
data in case of earthquake swarm.

b) On ground response to earthquakes
Precise analyses have not been done yet. Through the

qualitative consideration from the observed data, the
amplification due to soft sediments is significant as that the
particular band of spectra at sediment site exceed 10 times those
at rock site. The nature of spectral ratio of sediment sIte to
rock one is slightly depend on the incidence of seismic motion to
the valley.

7. The review by Prof. Aki(1988,Earthquake Engineering and Soil
Dynamics 11-, ASCE) is essential. However, mfcrotrcrnor
measurements might be applicable to understand the relative
shakeability at sediment site in a narrow area. In a strict sense,
a simultaneous Observation more than 2 sites should be required.

Ka7.uyoshi KUDO
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USE OF DENSE ARRAY DATA IN TilE DETERMINATION OF
ENGINEERING PROPERTIES OF STRONG MOTIONS

by

Tsuneo KATAYAMA
Institute of Industrial Science

University of Tokyo

SUMMARY

A dense seismometer array in Chiba Experiment
Station of the Institute of Industrial Science,
University of Tokyo, was introduced including its
complementary observation system for measuring soil and
buried pipe strains. By using the dense array data, the
variation of peak accelerations within a small area was
examined. It "'as conclusiv. ~;\' found that the axial pipe
strain is almost equal to the surrounding soil strain in
the pipe direction. The soil strains evaluated from
dense array data were generally in good agreement with
the directly measured soil strains and pipe strains
even for a small finite element if the original
accelerograms are processed through proper filters. For
an incident '·:ave of dominantly shear type, the pipe
strain was found to be small, namely the pipe strain
measured in 10- 6 being only 0.15-0.30 times the peak
acceleration measured in cm/s/s.

CHIBA DENSE ARRAY

A dense seismometer array network located in Chiba
Experiment Station of the Institute of Industrial
Science, University of Tokyo, has been operating since
April, 1982. In this network a total of 155 components
of ground moti ons, comprising 123 components of ground
acceleration on and in the ground and 32 components of
strains in ground and in buried pipes, are



simultaneously recorded.

THE SITE: The observation site is located in the Chiba
Experiment Station of the Institute of Industrial
Science, Uni vers i t~· of Tokyo. The topographical and
geological conditions of the site are generally simple
wi th the ground surface being almost flat. Figure 1
shows the typical soil profiles obtained from the three
of the boreholes in which seismometers were installed.
The top 4-5 m of the site is covered with loam with the
standard penetration N value being less than 10. The
loam layer is underlain by the clayey layer with a
thickness of 3-4 m whose N values are also less than 10.
The sand layer underlying the clayey layer generally has
N values greater than 20-30. This sand layer, although
its stiffness generally increases with depth, is
interspersed with clay which shows relatively smaller
"alues of N. In spi te of the slight di fferences in the
locations of the boundaries between different layers
from one borehole to another, the overall agreement is
good and indicates a relativel:,' simple soil structure.
By assuming the thickness and the S wave velocity of the
topmost layer to be ~=5m and Vs=140 mls respectively,
the dominant period is estimated as 0.14 s.

THE DENSE ARRAY: Figure 2 shows the layout of the on
ground (-1 m from the ground surface) seismometers.
There is a large triangular network PO-P8-PS with each
of the three sides being approximately 300 m in length.
Around point CO are located eight on-ground
seismometers, four of which are only 5 m from CO, and
the remaining are 15 m from CO. The former are denoted
by C1, C2, C3 and C4, and the latter by PI, P2, P3 and
P4. The number and locations of in-ground seismometers
differ for different groups of points as shown in Table
1. At 11 out of the total 15 boreholes, seismometers
were installed at a depth of 10 m from the ground
surface. The larger, triangular network was laid to
obtain the macroscopic propagation properties of seismic
",'aves, while the very densely located array was
established to investigate the local soil strain
characteristics during an earthquake.

THE BOREHOLE SEISMOMETER: The piezo-electric type



acceleration transducer, which recently became
commercially available for earthquake ground motion
measurement, was used for the array observation. Three
transducers (two horizontal and one vertical) and their
amplifiers are installed in a cylindrical steel casing
with an external diameter of 65 mm and a length of 335
mm. Table 2 summarizes some of the important
characteristics of the seismometer. The seismometer is
supposed to have a practically flat sensitivity in the
frequency range between 0.1 Hz and 30 Hz. The results of
the shaking table test performed on one of the prototype
seismometers are shown in Fig. 3. Judging from the
characteristics of the three reference transducers used
for the test, it was confirmed that the amplitude
sensitivity is flat with ± 3 percent variation within
the frequency range between 0.1 Hz and 50 Hz. The output
sensitivity of the transducer and amplifier system is 5
V per 1000 cm/s/s and the output impedance is 10 ohms.
Because of the aforementioned properties, the signal can
be recorded without any additional amplification and may
be easily transmitted over a distance of 200 m by a
cable. Some of the advantages of the piezo-electric type
~ccelerometers are 1) Sincf' the mass and sprinlt are
inherently an almost single structure, there is
practically no movable mechanical part, and hence,
troubles associated wi th wear and fatigue are minimal,
and 2) Because of the same aforementioned reason, the
transducer has strong resistance against shock, and
hence, it is reliable during handling and installation.
On the other hand, since the amplifiers are housed
within the casing, electricity should be supplied to the
casing. Therefore, if an abnormally high-voltage current
is accidentally supplied, the pickup-amplifier system
may be damaged. Hence, sufficient care should be taken
to prevent such an accident since the casing, once
installed in a borehole, is practically unrecoverable.

Seismometers were installed in boreholes with
diameters of 116 mm. This diameter was determined by
considering that a maximum of five seismometers were to
be installed in a borehole at different depths. Each
seismometer was fixed at a predetermined depth by using
cement mortar. Even though the casing is manufactured to
be \.:aterproof up to a pressure of 10 kg/cm 2

, its
exterior was coated by epoxy resin for further



protection.

THE RECORDING UNIT: The signals from the seismometers
are recorded by three 64-channel digital recorders at
ever:.' 0.005 s. The system is always kept in full
operational status except for the driving unit of tape.
The signals are continuosly fed into the storages which
are capable of keeping the most recent 1.5 s signals.
The recording devices are activated when a trigger
experiences motion above a preset threshold level. At
present the system is set so that the recording devices
are activated when anyone of the three component
motions at P5 (-40 m) exceeds 1.0 cm/s/s. The system
continues in operation for 30 s after the motion falls
belo~ the trigger threshold level. The recorder has a
digital magnetic tape with a recording capacity of 30
minutes. Timing information is internally generated. and
in addition, the absolute time is corrected hourly by
utili2ing the signal from N.H.K. (the Japan Broadcasting
Corporation). Since the magnetic tape and its driving
unit are operated in standby mode. the tape is fed once
every day by a fractional amount so that strain and dust
do not cause an:-.· harmful effect. Some of the important
characteristics of the recording unit are summarized in
Table 3.

THE COMPLEMENTARY MEASUREMENTS: The relative
displacements of ground are directl)' measured by means
of three displacement transducers, oriented in Gl. G2
and 03 directions as shown in Fig. 4. The system,
installed at the depth of 1.3 mt is shown in Fig.5(a).
It consists of two 9 mm-thick discs with a diameter of
80 em, fixed at a distance of 3 m, external and internal
pipes, and displacement transducer hosted inside the
pipes (see Fig.5(b». Two pipes, one welded steel and
the other ductile-cast-iron, were also installed at the
depth of 1.3 m (Fig. 4). A total number of 29 strain
gauges were attached to the pipes, which measure either
the strain in ,the steel pipe or the relative
displacement over the joint in the ductile-cast-iron
pipe.

STRONG-MOTION RECORDS



Observation of earthquake ground motions began in
April, 1982, by using 36 accelerometers in and on the
ground. In December, 1982, the system was expanded with
a complementary system to measure relative displacements
in ground, strains of the buried steel pipe and relative
displacements at the joints of the ductile-iron-pipe. In
Januar~·, 1985, several accelerometers were added to
further expand the array network.

As of March, 1988, a total of 144 earthquakes had
been recorded since the expansion of the system in
December, 1982. The strongest event, so far recorded by
the network, was the Chibaken-Toho-Oki Earthquake of
December 17, 1987 with the peak acceleration of about
400 cm/s/s and the maximum buried pipe strain of 54xlO
6 Out of these recorded earthquakes 45 had either
acceleration exceeding 10 cmlsls or pipe strain
exceeding 5xl0- 6 • Table 4 is the list of 10 earthquakes
which generated pipe strain exceeding 10xI0- e •

ACCBLEROGRAMS: The Chibaken-Toho-Oki earthquake, which
means an earthquake that occurred off (=Oki) the east
coast (=To\ J) of Chiba Prefecture (=Chibaken), shook
Chiba Prefecture and the eastern portion of the
Metropol i tan Tokyo at 11: 08 AM on December 17, 1987.
This magnitude 6.7 earthquake had its epicenter at 140'
29' E and 35' 21' N wi th a focal depth of 58 Km. Figure 6
shows the location of the epicenter and the distribution
of ground motion severity as expressed by the Japan
Meteorological Agency's intensity scale.

Figure 7 shows the horizontal motions at different
depths in borehole co. The peak accelerations are 326
cm/s/s and 216 cmlsls in the North-South and the Bast
West direction, respectively. The record COOINS, for
example, indicates that it is recorded by the North
South component (=NS) of the seismometer at depth 1 m
from the ground surface (=01) in Borehole CO.

Eleven horizontal accelerograms recorded at 1 m
depth are shown in Fig.S for the North-South direction
and in Fig.9 for the East-West direction. Figures 10 and
11 are similar paste-ups for the accelerograms at 10 m
from the Around surface.

SOIL AND PIPE STRAINS: Figure 12 shows the directly



measured soil strain (Gl), the axial strain of welded
pipe (SS3A) and the relative displacement over joint in
the ductile-cast-iron pipe (DJ3). As it can be seen from
Fig.4, the horizontal soil strain is measured in the
direction parallel to the buried pipes. The waveforms
are similar, indicating that pipe strains are directly
governed by the strains of the surrounding soil.
Although the magnitudes of strains are of the same
order, the soil strain is the largest and the strain
calculated from the joint relative displacement is the
smallest. Welded pipe strain is slightly smaller than
soil strain because a certain amount of soil strain is
carried by the stiffness of the pipe. The strain
calculated from the joint relative displacement becomes
the smallest because the total pipe strain cannot be
released at the joint.

SCATTER OF PEAK ACCELERATIONS

As illustrated in Figs. 8 through 11 J the
~avefor~s at the same depth in different boreholes show
apparent similarities. Ho~ever, if one examines these
\.laveforms in detail, it is easily seen that they often
differ substantially from one place to the other.
Especially, the scatter of peak accelerations is found
to be rather large although all the boreholes are
\.lithin a distance of about 150 m. The implication of
this fact seems to be important because the peak
acceleration is commonly used as B decisive design
factor to represent the severity of ground motion.

THE CHIBAKEN-TOHO-OKI BARTHQUAKE: Peak accelerations of
the three components of the ground Dotion recorded by
all seismometers are summarized in Table 5. The spectrum
intensities computed from the records obtained at depths
of 1 m and 10 m are summarized in Table 6. The spectrum
intenslty (=SI) here is defined as the average spectral
amplit.de of the 20%-damped velocity spectrum over the
period range between 0.1 sand 2.5 s. Note that this is
different from the original definition proposed by G.W.
Housner.

lhe means, standard deviations, and the
coefficients of variation are summarized in Table 7 for



the pealt acceleration and the spectrum intensity. Eleven
sample values are available for both the parameters at
the depths of 1 m and 10 m from the ground surface. The
mean peak acceleration near (i.e. 1 m from) the ground
surface is 337 cmlsls in the North-South direction and
250 cmlsls in the East-West direction. The general
difference in the peak acceleration in these two
directions may be easily observed by comparing the
accelerograms in Figures 8 and 9. The coefficient of
variation of the peak accelerations within an area of
about 100 m radius may be seen to be approximately 10~.

Although the difference of the peak accelerations
in the two perpendicular directions is significant near
the ground surface, it almost disappears at the depth of
10 m. It may be too simple to say that this difference
is due to the directivity of the surface layer
characteristics, and further analysis is needed.

It is interesting to note that the SI values do
not show such directional difference even near the
ground surface (i.e. -1 m). This implies that the
damageabilities of the North-South and the East-West
ground motions are almost the same in spite of the large
apparent difference the peak accelerations. The
spectrum intensity may be a more stable and reliable
parameter to describe the effect of seismic ground
motion on structures in general.

From the results of the analyses on a number of
strong motion records and their associated damage, it
has been conclusively found that damage is more strongly
related to the spectrum intensity than to the peak
acceleration (Fig. 13). Based on this finding, the
author tentatively proposed 81=30 cmls as the threshold
to estimate whether or not damage in an area concerned
becomes substantial. Although the peak acceleration was
definitely in the range of 300 to 400 cnlsls in the area
surrounding the Chiba Experiment Station, damage in that
area was negligible because the level of SI was far
smaller than the aforementioned threshold. The reasons
for SI being small may be attributed to high dominant
frequencies and short duration of strong motion phase.

OCTOBER 4 AND NOVEMBER 6, 1985, EARTHQUAKES: These
earthquakes correspond to Event 4 and 5 in Table 4. For
these events, the scatter of peak accelerations in



boreholes (-1 m and -20 m from the ground surface),
which are 100-150 m apart from each other, was examined.

The maximum acceleration amplitudes of the ground
surface were in the ranges of 60-110 cm/s/s and 50-80
cm/s/s for Events 4 and 5, respectively (Table 8). In
terms of the coefficient of variation, the values
rang ing from 10% to 20% were obtained. However, the
coefficients of variation of maximum acceleration
amplitudes displayed smaller variation at deeper layers,
the values ranging from 5-10% at the depth of 20 m.

OTHBR WBAKER GROUND MOTIONS: Table 9 shows the means and
covariances of the peak accelerations observed during
weaker ground motions. The data in nine boreholes CO-C4
and PI-P4 within 15 m from borehole CO (see Fig. 2) were
utilized. Ground motions were vectorially converted into
the radial (R) and tangential (T) directions. It is seen
that the covariance of observed peak accelerations
within a radius of 30 m often shows values of 10-20%.
Scatter of peak accelerations at points deeper in the
ground generally becomes smaller.

STRAIN DETERMINATION FROM DENSE ARRAY DATA

It is well recognized that the seismic-induced
ground strain is one of the important contributing
factors in seismic behavior of the burled linear
structures such as pipes and tunnels. However, the
observational data on the seismic soil strain has been
limited and fragmentary and the quantitative information
on the properties of engineering importance is extremely
lacking.

METHOD OF ANALYSIS: The earthquake-induced ground
accelerations recorded by the array network are used to
calculate the seismic-induced ground strains. The finite
element method in three dimensional space has been
employed by using a tetrahedron element with a linear
shape function.

The general configuration of the array network,
with a representative element (Pl(-lm) P3(-lm) P4(-lm)
CO(-40m), is shown in Fig.14. Integration of
8ccelerograms to obtain velocities and displacements



"ere performed in the frequency domain. For various
corrections and filterations required during the study,
different band-pass filters of cosine tails with
different limits were used.

EFFECT OF ELEMENT SIZE: To investigate the effect of
element size on calculated soil strain, three elements
with sides of approximately 110 m, 30 m, and 5 m were
selected. These elements have vertices at points P1(-lm)
P3(-lm) P5(-lm) P5(-40m), P1(-lm) P3(-lm) P4(-lm) CO(
40m) and CO(-lm) C3(-lm) C4{-lm) CO(-5m), respectively.
Sample calculations were made for Event 1 in Table 4.
Some other results have been treated elsewhere.

Strains were evaluated in three specified
directions, which coincide with the directions of
directly measured relative ground displacements, to
examine the accuracy of calculated strains. A portion of
enlarged strain time histories in Gl direction (see Fig.
2) calculated in the aforementioned three elements are
shown in Fig.15. Figure 16 shows the same portion of
time histories, all in Gl direction, of directly
measured ground strain, steel pipe strain, and relative
motion in a joint of ductile-ca~t-iron pipe. In this
case, the magnitudes of measured strains do not show
such a good consistency as shown in Figure 12. However,
it may be said that the axial strain of steel pipe is
almost the same as that of the surrounding soil.

The strain calculated by the largest element shows
the best agreement with the observed pipe strain, and
the calculated strain becomes somewhat larger in small
elements. It should be noted that a slight incorrect
positioning of seismometers has rather significant
effect on the calculated strains over the short spans of
only 5 m. Further, since relative values are involved
in the calculation of strains, a slight difference
between characteristics of individual seismometers has a
great influence on the accuracy of the calculated
strains, especially for very short spans.

Band pass filtration on original acceleroeram was
found to show strong effect on the evaluated strains. In
general, for strong shakings containing high frequency
components ""ith 10"· noise-signal ratio, strains can be
accurately evaluated by proper filteration even for
elements "'ith sides of only 5 m. However, for



earthquakes ld th dominantly long-period components, the
accuracy of the ground strain evaluated in elements with
the sides shorter than about 50-100 m is not acceptable.
In the latter case, the strain in larger elements
evaluated by the use of a broad-banded filter generally
gives satisfactory agreement.

EFFECT OF DEPTH: Strains at the depths of -1 m, -10 m
and -20 m were evaluated within the array network. In
order to eliminate the effects of the other factors,
elements of identical horizontal sizes were selected,
i.e. P1(-I) P3(-I) P5(-I) P5(-40), Pl(-10) P3(-10) P5(
10) P5(-40) and Pl(-20) P3(-20) P5(-20) P5(-40). The
strains evaluated in these elements are shown in Fig.17.
The strain amplitude at deeper l~yers shows some
decrease. A decrease of about 15% at the depth of -10 m
was observed, but further reduction at the depth of -20
m was not significant. Higher frequency components of
strains clearly diminish at deeper layers as it can be
observed through their Fourier spectra shown in Fig. 18.

CHARACTERISTICS OF SEISMIC STRAINS OF SOIL AND PIPE

Past observations have conclusively shown that the
soil strain is well represented by the axial strain of
buried welded pipe. In most practical purposes, it is
more reliable as well as more practical to measure the
axial strain of pipe to examine the characteristics of
the soil strain itself.

WAVE TYPES AND PIPE STRAIN: Figure 19 shows two typical
sets of ground acceleration and pipe strain records. The
Naganoken-Seibu Earthquake (Event 3) is known to have
excited surface wave in the concerned area as
illustrated by the long-period components observed in
the latter part of the acceleration record. Although the
peak accelerations of this earthquake never exceeded 5
cm/s/s, the pipe strain of about 20xlO -I was produced.
It is clearly seen that the larger pipe strain in this
case is associated with the propogation of surface wave.
The Chibaken-Toho-Oki earthquake, on the contrary,
occurred at an epicentral distance of 46 km with a focal



depth of 58 km (see Table 4). This implies that the
ground motion at Chiba site primarily consisted of body
wave, i.e. shear wave propogating almost vertically in
the soft surface layers. The pipe strain is seen to
become large when the high-frequency shear wave shows
large accelerations. The maximum pipe strain was about
50xlO- 6 for the peak acceleration of 330 cm/s/s.

Figure 20 shows the ratios of the maximum axial
pipe strains (in 10- 6) to the corresponding maximum
accelerations (cm/s/s) for the 45 earthquakes which
caused either pipe strain greater than 50xlO-' or
maximum acceleration greater than 10 em/sis. It is seen
that the ratio is 0.15-0.30 for the eases in which the
major incident wave may be considered as shear wave and
that the ratio in the case of surface wave propagation
is about 4.

It is interesting to note that, only in the case
of surface \o,'ave propagation. the pipe (=soil) strain
waveform shows similarity with the ground (particle)
velocity waveform, and that the magnitude of pipe strain
roughly agrees with the ratio of the particle velocity
to the wave propagation velocity only in the case of
surface wave propagation.

PIPE STRAIN CHARACTERISTICS: The waveforms of the axial
and bending strains of the welded steel pipe are shown
in Fig. 21 for Event 3 and Event 7. Axial strains
dominated in the straight portion of the pipe whereas
bending strains became large only near the bend of the
pipe. However, past observations consistently show that
the bending strain right at the corner of the bend is
negligibly small. A plausible explanation for this
phenomenon is yet to be found.

CLOSING REMARKS

The Chiba Dense Array has been in operation for
over six years. However, until the Chibaken-Toho-Oki
earthqueake of December 17, 1987, registered the peak
acceleration of 300-400 cm/s/s, real strong motions had
not been recorded by the array. In-depth analysis of the
array data has to be made in the future. Although all of
the results presented in this paper are of somewhat



preliminary nature, it may be understood that good array
data can be utilized for a number of scientific and
engineering purposes.

The installation of the dense seismometer array
and recording system was made by the special subsidy
from the Ministry of Education. The measurement of
relative displacements was supported by the Grant in Aid
for Scientific Research by Ministry of Education
(Project No. 57025012), and a part of data processing
system was purchased by the said Grant (Project No.
58020021) with Prof. Y. Yamada of the Kyoto University
being the principal investigator. The work related to
the strain measurement of buried pipes is mainly
financed by the funds donated by Fujita Co., Ltd. and
Kubota Ironworks, Ltd. The author wishes to express his
most sincere appreciation to the persons and
organizations concerned.
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Table 1 Depths of Borehole S&ismometers

DEPTH BOREHOLE
(I) CO Cl t2 C3 C4 PI P2 P3 P4 P5 P6 P1 P8 P9 PO
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5, 0 0 0 0 0

10 0 0 0 0 0 0 0 0 0 0 0
20 0 0 0 0 0 0 0 0
40 0 0

Table 2 Specifications of Borehole Seismometer

Type of Transducer
Sensing Directions
Full Scale Sensitivity
Sensitivity
Frequenc)' Range
Output ImpedancE"
operating Temperature
TrRnsverse Sensitivity
Linearity
WAter-proofness
Required Pot>er
~iz"! of C.sing
"'ei(ht

Piezo-electric Acceleromeler
2-HorizontBl and Vertical
1000 em/s/s
5 mV for 1 cm/~/s

0.1 to 30 liz
10
-20 lo <lOoe
Max. 3 "-
Max. 0.1 % full scale
10 kg/em/cm
+6 V o-c
• 65 x 335 mm
2.5 k(

Table 3 Specifications of Digital Recorder

Input Channel
Input Silnal Vollage
Input Impedance
Input Filter
A/D Conv-erter
Sampling Rate
Pre-event Memory
Timer Units

Time Correction
Seismic Trigger

Trilger Level
Monitoring

Recording Medium

Quake-proofness
Dimensions
Wei~hl

64 ch.
-5 tt' 5 V
100 k
Lot>-pass (0 to 30 Hz)
12 bits
200 /5
1.5 s
Month, DB)',
Hour, Minule and Seeond
By N. H .)L Rad i 0 Bn"dcas t
LogicRl Sum or Profuct
Qf Arbitrary 3 Chstnels
0.1 to JO X full sOlIe
8 eh. of "/A Converter
(J 2 hi ts) for RecouUng
or Pla)'hl\ck
Digi tal ~18gnetic Tafte
(9 tracks, J600 bpi~

0.5 g
570(w) x 1500(h) x tOO(d) mm
75 kg



Ta~lE 4 List cf Eart~quakes

Event Max. A.p.
...

Oate Epicenter Mag.
Focal O· I"

110. Oepth Acce 1. Straln
1 Feb. 27. 1983 1/ 35° 56' • E 140° 9' 6.0 7HII 3SkI! 3 55.5 1S. 5
2 !dar. 6. 198. 1/ 29° 20' · E 139° 12 ' 7.9 .sHIi 70S kill 4 28. I 10. 1
3 Sepl. H. 198. 1/ 35° 49' E 137° 34' 6. 8 HII 23HII 2 4.4 18.5

• Oc I. 4. 1985 II 35° 52' •E 140° 10' 6. 1 78k1 2Skll 4 82. a 18.8
5 Nov. S. 1985 II 35° 21 ' • E 140° 14' 5.0 su. 3H. 3 75.6 H.4
6 June H- 1986 1/ 34° 49' f> 140° u' 6. S 73h laSh 4 53. S 15. t
7 Oec. 17. li87 1/ SSo 21' E 140° 29' 6.7 SUI Hh 5 S26. I H.2
8 Jan. S. li88 II 35° 24' •E 140° 28' 4. S Ok. Uk. 2 40. S 12.5
S Jan. 16. 1988 II 35° 22' •E 140" 27' 5.2 5U. 42h 3 97. S 15. t

10 March 18. 1988 1/ 35° 40' • E 139° 39' 6.0 Uk. 4H. 4 H.6 18. 1

• Epicentral Distance
•• JldA Intensity at Cblba
••• Acceleration In c./s/s and Strain In 10- 8

Table 5 Kaximu~ Peak Accelerations (E t 7)ven (ca/l/l)
Dtptb I B 0 r t h 0 1 t
Dlrtetlon I: 0 I 1:1 I I: 2

,
1:3 I 1:4 I P 1 P2 I P3 I P4 I P5 P60 I I ,,

liS 326 I 344 I 3B I 350 ! 304 I 303 I 357 ! 381

j
308 398 265

j 20 6 I I ,

I11 EW 2 1 6 265 I 270 i 268 I 280 I 251 H( 245 225 225
DD 122 135 I 1 3 I 1 136 ! 1(( , 155 i H7 1 35 , 169 124 127
liS

1 221 12 3 I 1 1 9 I 120 I 126 I

I I I5. Ef 164 1 5 J I 174 I 174 i154 I
80 !u, 80 I 7 9 I 78 , 94!

IlS 1 J 2 I
10 I Ul I

126 I 1 J 2 ! 1 33 I 134 I 135

I
12( 110

I
to

101 H 12 J I IH I lZ< I 124 I 122 I 13S I (45 . 118 1 2 3 123 128
UD 61 581 59 I 6 ( I 671 70 I 6 1 I 63 69 63 5 I
IlS 116 I

I
I I I

119

I
l40 I 11 7 SSI so 85

20. lY 84

I
I eo 77 88 81 82 a 7

liD I I
(5 i ( 1 (7 5 1 (3 SO ( ,

.5 105 I

I I
I

I I I
10 1

(01 EV 69 I I 98
ID 431 3E

Table 6 51-Values (Event 7) (call)

Dept' I 0 rib l) 1 •
D t r • ( t ('0 II CO I: 1 I 1:2 I 1:3 I 1:( I PI I P2 I P3 I P4 P5 PI

liS 15 15 15 I 15 I 15 I 16 I IS I 15 I 15 15 U1. n 15 15 15 15 15 15 l' 15 15 13 l(

liS • 10 • I • i
,

I
10 I • I 10 I • • •Ih n 11 11 11 10 11 11 11 11 11 10 11

Table 7 Means, Standard Deviations and Coefficients of Variation of
Peak Accelerations and Spectrum Intensities (Event 7)

t\s E\o\ L'D

Depth (1) (21 ( 31 (1) (21 (31 (1) (21 (31

!'uk ] m 33; 38 0.11 250 27 0.11 139 14 0.10
kceleration

126 H 0.11 126 7 0.06 63 4 0.07c./s/s 10m
Spectrull 1 m 15.0 0.7 0.05 15.0 0.9 0.06 -- -- --

Intensity
0.6 0.06 10.8 O.~ ().O~ -- -- --

ellis 10 m 9.2
C.lMean

(2) Standard Deviation

(3) Coefficient of Variation
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Table 8 Maximum Acceleration Amplitude (em/sis)

B o r e h 0 1 e Mean •Event Direc- COV
No.

Depth tion P5 P7 P8 P9 PO CO Value

NS 69.5 73.1 79.5 86.9 111.0 82.2 83.7 0.16
-1m

4 [101 81.8 68.7 72.4 62.0 83.6 58.2 71.1 0.13

NS 24.3 25.7 23.2 26.1 30.9 27.8 26.3 0.09
-20m

EW 29.2 27.0 25.0 24.1 25.2 26.6 26.2 0.06

NS 48.7 67.8 64.0 68.5 78.0 70.7 66.3 0.13
-1m

5 EW 48.2 51.0 52.5 44.2 81.0 75.3 58.7 0.24

NS 20.0 22.6 21.0 22.0 21.8 23.3 21.8 0.05
-20m

EWi 17.7 16.0 13.6 12.9 17.11 17.9 15.9 0.12

•COY Coefficient of Variation

Tabl~ 9 M~a~s and CovarianC&5 of Peak Accelerations
(~~aker Ground Motio~5)

Date
I Y 19821 1983 1984
IM/D 7(231 2/27 5/21 5/22 8/ 8 10/28 12130 1/ 1 1/17 "l/14 31 6

Maanaude ~.ol 6.0 5.0 3.7 6.0 5.2 5.4 7.3 5.6 5.4 7.9
DeDth(kJo) 30 1 72 49 40 22 60 50 388 43 20 460
tDc.D. (kill) 178 35 46 34 99 67 55 374 138 93 692

R
MNS 31.1 59.3 20.3 9.5 18.5 14.71 13 •3 26.5 17.1 6.81 29.8
COY 0 1112 0.074 O.OSA 0.165 0.161 0.066 0.085 0.087 0.192 0.128 0.059

-1_ T leNS t7 .2 46.7 18.2 5.3 16.3 13.7 U.S 24.7 11.' 10.1 23.0
COY 0092 0.061 0.136 0.261 0.139 0.083 0.04A 0.081 0.046 0.067 0.036

UD
MHS 2.6 14.6 16.5 23.0 6.2 5.9 5.1 10.7 6.3 2.7 7.7
COY 0122 0.102 0.076 0.052 0.142 0.109 0.061 0.144 0.094 0.194 0.100

R
leNS 6.7 41.4 10.1 3.3 7.6 7.3 6.71 12 •6 6.9i 3.5 2'.7
COY 0032 0.024 0.059 0.136 0.045 0.041 0.065 0.039 0.058 D.040 0.021

-5Ia T
leNS 8.8 36.8 7.9 1.8 8.5 6.8 7.3 14.9 6.5 6.5 20.8
COy 10079 0.026 0.068 0.081 0.028 0.067 0.052 0.076 0.073 0.047 0.028

UD
leNS 19 •6 11.8 8.6 8. !I •• 0 3.4 4.4 7.1 4.3 2.1 8.3
COY 1~155 0.040 0.037 0.045 0.103 0.067 0.036 0.060 0.017 0.150 0.079

R
MHS 13.7 34.~t 8.2 1.6 6.4 5.3 '.9 10.1 5.6 2.9 22.2
COY 0.052 0.056 10.077 0.066 0.113 0.048 0.046 0.045 0.063 1.084 0.026

~lOa T
MNS 117.2 26.6 !I.7 1.4 6.9 5.1 6.2 11.0 5.6 4.5 20.4
COY 1••064 0.O!l9 0.110 0.193 0.074 0.061 0.034 0.070 0.060 ~059 0.026

Ull
leNS ' 6.6 51.6 7.6 7.:> ;S.Q 2.7 ;S.~ :»~!I 3.2 1.7 6.6
COY 0.056 0.071 0.080 0.048 0.056 0.164 0.121 0.087 0.074 0.169 0.073

R IKl'CS , 51.' it;J.b 6.;J 1.4 '.it 3.7 ".J.7 a.l :».1 it.Q 18.Q
Coy 0.064 0.036 0.067 0.085 0.046 0.037 0.041 0.0!l4 0.061 0.024 0.019

~2OIlo T
MNS ' 13.1 20.1 !I.1 1.4 4.6 3.9 4.6 7.7 3.8 3.7 18.8
COY 0.O!l7 0.029 0.060 0.093 0.050 0.059 0.O!l9 0.062 0.037 0,063 0.034

UD
MNS S.S 7.5 6.2 7.1 2.6 1.9 2.5 4.3 2.4 1.2 5.9
COY 0.049 0.094 0.035 0.061 0.117 0.144 0.073 0.170 0.053 0150 0.056
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Fig. 6 Epicenter and JHA Intensity Distribution
(Event 7)
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Fig. 10 NS-Component Acce1erograms at 10~ from Ground Surface
(Event 7)



F '~ 11 EU-Coaponent Acce1erograms at 10m from Ground Surface
1" . "

(Event 7)
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The Naganoken-Seibu Earthquake (Event No.3)
Ground Acceleration (em/5 2)
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Fig. 19 Tvpical Records of Ground Acceleration and Pipe Strain
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STRONG-MOTION ARRAY QUESTIONNAIRE

1. Where is your array located and how long has it been
operating?

J:""'f"!,.iBI lJ.;lley J CA - e~ublished 1982-

(Array is k.nowt\ dS the W;ldl;fe. li'rve:Cdiol'\ .""""7' Arr_y "
t"cWt!. "of c.t;r-triOl.)

( eRA-I)

Please describe your array, in terms of the type and number
of instruments, their spacing, their triggering, their
recording means (film, tape, or diSCi analog or digital),
and their foundation and housing.

CD <0 l'ore. tre,~on: -troOln~dlJCer.s d~!?ed coj thin 0 30 -t't J;aMe-ter
c'lrcolar ~r~ .:11;- def~~ .fire"" 'Z.. 9 +" I"z..0 ....

downhole. iri,;,tiO) [ ~c.c.c:..(et"DMd::el .,,+ 7.~ *-\

s.ortae.e. iri~jCicd Ol.cce(crCMere. d~i'(oyecl 0"'- 01 CllnCtete r-J
@

@
® ~rdit1j is by -PilM.
(!) Tr~.1jerc:oI ~-t O.Olj'

2.

3. Describe the nature of the data you have obtained, in terms
of the number of events recorded, their range of magnitudes,
and their distances from the array.

Si~ni~ic..a... t ~~s:
2.lT l)ov IllS? SVfustit"ioW\ tiills Sarit..1"oOlke (Mw" ,., > ,. = 31 k",,) - t>ii-la itlc.II/Je.

$vrt;>c.c. anJ _c""t\"O<e. ~cce!e.r_Tiot\. r-eCbNf, .. a.nJ. po,..~ t>r'CSSl1rc rec.&rds

~er ~ s~rJ V'ltkr-~Qir'lj eat:h?~ke - induced Ii ~ tJrt'",d;'i61'), .

2.} \JOII l'tn EI ..... ore.. ~f\ch E~~c.liilt~ (t1l\f "'.1
1

r =Z.3k....)- ~..-t... it\c1vcled
£VrfllC-e oOl'\et tLt>"'l'\~DIe. 6CCder.:rl:iel/\ rewrtl.~ a Ill," ror~ ~r-~l1re recorJ:.

..ce. ... .a ~ e", -tl,c -HI~hr:a wP- I;,"ery .....j.

4. What means were used to characterize the site conditions?

StelhdOlrc( f" f\ e·h·~i i 0 r\ 4:e.sts
tOile. f e.nt..{r-,;)*;olil -t~t>

\.a\.cre-lory i;c.~ts
S~e02r 1IJ;ll.lll:: k.e;:Z>t>r-e~e"'"t.s ,,,, still



STRONG-MOTION ARRAY QUESTIONNAIRE

1. Where is your array located and how long has it been
operating?

Chol~M~ Vtl{{eYI ell - est~6/,'s~eel 199'

CAr-r.,y is IrRlltUI1.1S the P.rkl/elel II"'pel.,cf;~n ~rr../. A,.,..:ry 0

~/:'Otl t /s~t<1'o1 s()"f~~~r-f of' "",.kl'(eIL)

2. Please describe your array, in terms of the type and number
of instruments, their spacing, their triggering, their
recording means (film, tape, or disc; analog or digital),
and their foundation and housing.

(t) 'Z.'of fore f~sS"r-e -tfGlnsclvc.er.s .fet\oy-ec:l withi.... ei~"'er- Cl

/)-"" c:lial'\e-ter circvlar gr-~ or- ~ 'i-M by Ci-..... S~().:Ir~.
~ _I ttid¥'i;,/ L1
~ 4 ClIoll.Jnho(e

ll.
.C::t.e er-o ..... ee.et;S 1:0 ,; Jer~h of 3D-"", <ler/ored

i" tt. e center (Jp th~ /t:--", Jid'"tef~,- e;tcc)/;,r .9ree.

® l $ ur-Fo>c.~ t:r/'-;1f(;{ .a'c.e (ero,.,efer CJI1 Ctlncret-~ F,gcl.

€b Ree.oroll'nJ /,Y I(/~ (CRII~/) :Inc! fllrti;,/Iy Ilj,'i;;ftr (G-F:OS)

@ F,'{"" reC'()rc! f,"8,ers .. 1:- O.l}lJ.

3. Describe the nature of the data you have obtained, in terms
of the number of events recorded, their range of magnitudes,
and their distances from the array.

Z. fnJ'f>r.s 0 f 11 ~ 1/. () Dn 5~" Alldr,.,s «10k,.,)

4. What means were used to characterize the site conditions?

Sf~nd~r" (?enetn~I/D'" 1
COI'1 f! rUletr:Jt/OPl fests Li, cJC.fOlC.fio" res i st.;",c~

L:I/;~r~~orr c:yr;l,-c ID:Jc!,'17J

S~(::J" /()~flt: /tfetil~CJ/'e~tvr&s /~ st'f~ (s~e.;r "f~v/"s)

F/;f pl"t:-e dt't;r/-D~e i-~r (/tI1 S/';v S t~SJ)

SIV(j -iesr5 (FerMe(1IJ;I,-~)



5. If you were to establish a new array, what means would you
now use to characterize site conditions?

6. What lessons have been learned

• regarding the operation of the array?

fle/i*6;/ify ., rDr~ "r-eHfJre tr,;;nsd(lc~r.f '-s kw. Re.crievt:able

+rillf SJClC',. $($ fel1l -IPr o/,,;l11ic II1M,'!"!)r,':! ,os lIeeJeel.

• regarding ground response to earthquakes?

7. Can you comment on the relevance of ambient vibration
measurements and forced vibration testing?

1I""l>ie".f lr~lerretl.

8. ADDITIONAL COMMENTS AND ADVICE (please use additional pages
if desired)

Archiv/l7j .JIbe! ~r.J~"r"2;hj VC((}#lff;'CcJS '/O'tOJ t4ozr- d~s p)~t

w:;rr.;1l1t f Il6 !r"ca t;()11 /'.1 .; c.t~~':J~ 1-0 re.se,greh $'cientisr:

Aleed IDI'/J ~ tu,., ;"$f;'cvf,(;,,~1 C.~""""I't.... ~.".,t.
Thank you!

Name



STRONG-MOTION ARRAY QUESTIONNAIRE

1. Where is your array located and how long has it ~een

operating? P/JteKPIELD / eft ,- TUI?/(b'Y '=L4r
SIlJ(J~ SPa IA}G /18'7

2. Please describe your array, in terms of the type and num~er

of instruments, their spacing, their triggering, their
recording means (film, tape, or disc; analog or digital),
and their foundation and housing.

• L/ s,fe $ ';7crz,$S -1£11111 sn-ff a.'I(.)v(~1 val/~7 ( -S I )

§ee sttadzed map -10,,, spaCfl-1Cj i;r1c/ nLi/1/.Qer5

• (!.<? vrf-a.c.f %ny -fbr I'1stn.l~Yle'rtaJ-/a"" e:kfa.;/s

3. Describe the nature of the data you have obtained, in terms
of the number of events recorded, their ranse of magnitudes,
and their distances from the array.

~ What means were used to characteri~e the site conditions?

See of!ac.L1e j -fe.blt:".£



5. If you were to establish a new array, what means woula you
now use to characterize site conditions?

6. What lessons have been learned

;.:. regarding the operation ot the array? (TtJJJY)

• regarding 9round response to earthquakes?

Q .J...-[) III1Cr3r' Model C5t1/J/<:e) S:Yl5,Jlll e 'f~

r:
edec..t1l1lca ( 1~7fJ(/.f fJa."drnl:it:(~ J z..) D#l cvtJ +0 $er- b.f.;;J/ole.
lelc.-l (/}1~-aS(".7r'c""V1t'l.-1/Y..5I..f}oI't\ c:J,~t'Ct-l-t survey fecrn5) In S(JjIVI e~
cJre v.o/-e.

7. Can you comment on the relevance of ambient vibration
rneasuremants ond forced vibration testing?

8. ADDITIONAL COMMENTS AND ADVICE (please use additional pages
if desired)

Thank you!

Name
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Fiqure 1. A map of the Turkey Flat site Effects Test Area showing
locations ~ the four ground motion recording sites, and three
lines of ~ro[ile that correspond to the cross sections shown in
figure 2. At these locations, numerous geophysical surveys and
laboratory testing of rock and 5011 samples have been conducted
for the purpose of characterizing the test area for analysis of
ground response. The remainder or this report describes the site
characterization program and its tindings in more detail.
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C Q

FIELD TESTS 0 H L E U P 0
M L C S C D '( K
G A A T C C 0 C

DRIL.LING AND St'lMPLItIG • • • • •
STRNDARD PENETRATION TEST • • • •
\.lATER TABLE DEPTH •
CALIPER • •_.•.
BOREHOLE DEVIATTON •
ELECTRICAL •
DENSITY (Ot'lMMI'\-OAMMA) •
NATURAL. OAMMA •BOREHOLE LATERAL LOAD TEST •
OO~NHOLE UP/US • • • • •
CROSSHOLE UP/US •
SUSPENSION UP/US •.
OOl.JHHOlF: Q (P&S) • • • •
VERTICAL SEISMIC PROFILING •
SF.ISMIC REFLECTION (P&S) •
SEISMIC REFRJ'\CT'ION (P8.S, • •- .

COMO - Calif. Oap~. of Con$arva~ion

Division of n1ne~ and GeoloQ~

HLA - Harding Lawson AS$oci.~as

KC - KaJlma Corpora~ion

LCt'I - LeRo~ Cranda~l .nd A~socla~es

OYO - OYO Corpor.~1on

POC - Pi~char Drl~~lno Co.
QEST - QEST ConsU~~&n~5

~CC - ~oodHard-C~~dc Con~ul~an~s



C L 0
L~eORATORY TESTS & c Y

M ~ 0

SOIL CH~RACTERISTICSN • • •
CONSOLIDATION TEST •
DIRECT SHEAR TEST •DYNAMIC TRIAXIAL TEST •
RESONANCE COLUMN TEST •
DYNAMIC TORSION TEST •
TRIAXI~L ULTRASONIC w~VE VELOCITY •

N Grain ai%e, apecific ir.vi~~, moi$~ure con~en~,

uni~ HciQht, liquid limi~, and pl.a~ic liMi~.

O&H - D~mes & Moore
LeA - lc~o~ Crandall and A.aoeia~••
OYO - OYO Corporation
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1. ere is yo~ a~1 located and !low long bas it beed
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d<>v-/'1 "ole- f=.g/t ') ~ J'"",~ Nc..,-. Ir$'::". I
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~ ~trwR-nts, their apacins, 'their trilJ'iArinq, their

c::orlHnq ~a.ns (£11111., tap., Dr disCi anal09 or 4!gital),
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A.I'A''jS'5, 3. ac:r.1be t:.ha nat.u.ro o~ t.h. eua"ta rou have obtained, in~ ~""'-k.",- e..

t the number of events reooJ:dec!, their rAncJe ot .aqn.i.tudes I ")
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:tt you 1Iero to ••t:ab1.1d a ~ arra.y, wba~ 1lII8Q11.8 wou1c! you
nov u.. 'to c:hJt.1:'cQ1:.erize .iu aon41~ioM?
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STRONG-MOTION ARRAY QUESTIONNAIRE

1. Where is your array loca~ed and how long has it been
opera~ing?

The Diablo Canyon Free-field Array ~s located at PG&E"s Diablo
Canyon Power Plant in central California.
The array has been in operation since 1987.

2. Please describe your array~ in ~erms of ~he type and number of
instruments, their spacing, their triggering, their recording
means (film, tape, or disc; analog or digital), and their
foundation and housing.

Type of instruments: A700 accelerographs by Teledyne/Geotech.
Number of instruments: 10
Instrument spacings: 75 feet to over 1000 feet.
Triggering: Preset threshold triggering.
Recording means: Solid-state digital recorders.
Instrument foundation: 20-cm thick concrete pedestal in

underground vault.
Instrument housing: Undergrcund concrete vaults of several

feet deep.

3. Describe the nature of the data you have obtained, in terms
of the number of events recorded, their range of magnitudes,
and their distances from the array.

No event has been recorded since the array was installed.

4. What means were used to characterize the site conditions?

a. Sur1ace geology~

b. Trenching.
c. Bering.
d. Borehole seismic velocity measurements.
e. Seismic refrac~ion prifiles.
f. Laboratory tests of rock samples.

5. If you were to establish a new array, what means would you now
use to characterize site cpnditions?

The original investigations of the site conditions were
already extensive and thorough.

6. What lessons have been learned

• regarding the cperation of the array?

Current construction of the solid-state memory recorders is
not rugged enough for long-term deployment in sultry, humid
environments, such as underground vaults •

• regarding ground response to earthquakes?



No recorded data are available yet.

7. Can you comment on the relevance of ambient vibration
measurements and forced vibration testing?

No comment.

8. Additional comments and advice.

No additional comments.



STRONG-MOTION ARRAY QUESTIONNAIRE

1. Where is your array located and how long has it been
operating?

The Diablo Canyon Supplemental Seismic System is located at
PG~E's Diablo Canyon Power Plant ~n central California.
The array has be~n in operation since 1979.

2_ Pl~?se describe your array~ in terms of the type and number of
instruments, their spacing, their t~iggering, the~r record ina
means (film, tape, or disc; analog or digital), and their 
foundation and housing.

Type of instruments: DCS 302 accelerographs by Terra
Technology.

Number of instruments: 61 channels.
Array layout: 52 channels record the biaxial or triaxial

motions at varios locations of the power plant
struct~res. 9 channels record the triaxial
ground motions at three locations around t~e

power plant. All th~ recorders are at one
location.

Timing and triggering: Common timing and common threshold
triggering for all the channels.

Recording means: digital cassette tapes Tor all 6~ Channels.
Parallel solid-state recorders for about half
of the channels.

Instrument foundation: 40-cm thick concrete pads poured in
place for the three free~field

locations.
Instrumen~ housing: Plywood shel~er for the ~ree-Tield

instruments.

3. Describe ~he nature of the data you have obtained, in terms
of the number of events recorded, their range of magnitudes,
and their distances from the array.

Number of events: about 10.
MagnitUde range: 2.4-6.7 M~.

Distance range: about 6 to 150 km.
Focal depth range: all shallow crustal earthquakes.

4. What means were used to characterize the site conditions?

a. Surface geology-
b. Trenching.
c. Boring.
d. Borehole seismic velocity measurements.
e. SeismiC refraction prifiles.
f. Laboratory tests of rock samples.

5. If you were to establish a new array, what means would you now
use to characterize site conditions?



The original investigations of the site conditions were
already extensive and thorough.

6. What lessons have been learned

• regArding the operation of the array?

Regular checks of the instruments by remote telepone dial-up
through personal computers are very effective for ensuring
the system to be always in full operational conditions. In
case the system is triggerred, the remote telephone dial-up
circuit provides quick acces5ibility to the recorded data •

• regarding ground response to earthquakes?

This system provides site-speci1ic ground motion data for
analyzing structural responses.

7. Can you comment on the relevance of ambient vibration
measurements and forced vibration testing?

Nc comment.

8. Additional comments ~nd advice.

No additional comments.
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ON THE BEHAVIOR OF SOILS DURING EARTHQUAKES - LIQUEFACTION

G. Castro

Geotechnical Engineers Inc., Winchester, MA 01890, USA

INTRODUCTION

The literature on the behavior of soils during earthquakes has
dramatically increased in the last 20 years presenting many new
ideas, field and laboratory tests, and analytical approaches.
It is the purpose of this paper to establish a framework within
which one can understand the relationships between the various
ideas, the extensive test data, the analytical models, and most
importantly the field observations on soil behavior during
actual earthquakes. The starting point to create such a frame
work is to review and classify the phenomena actually observed
in the field based upon their physical mechanisms.

A classification of types of soil behavior during earth
quakes is proposed based on the presence of "driving" shear
stresses in the soils from static loading existing prior to the
earthquake. The term "driving" refers to those shear stresses
that are required for static equilibrium and, therefore, are
available to drive the mass should the soil lose sufficient
strength.

The "driving" shear stresses are not the shear stresses
resulting from placement or consolidation of the soil, but
rather are the minimum shear stresses which are necessary to
maintain equilibrium of the soil mass under external or gravity
loads (e.g., static foundation loads or weight of sloping
ground or embankment). The driVing shear stresses correspond
to those that one would calculate in a stability analysis.

In a soil deposit with level ground and not supporting any
structure, the driving shear stresses are zero. There are
shear stresses in the soil due to the fact that Ko=*l; however,
they are not required for equilibrium and may be referred to as
"locked-in" shear stresses. As an earthquake shakes the
ground, small shear deformations may occur due to the "locked
in" shear stress. However, with very small shear deformations,
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the stresses are redistributed and the "locked-in" shear
stresses disappear.

A classification of field observations based on the asso
ciated mechanism of soil behavior is proposed as follows:

No Driving J
Shear Stresse

l
Presence of
Driving Shear
Stresses

Soil Behavior

Volume decrease
Pore pressure
increases

Loss of stability
Liquefaction

Limited shear dis
tortion (soil mas
remains stable)

Typical Field Observation

Ground settlement
Sand boils and ground
settlement

Flow slides
Sinking of heavy buildings
Floating of light structures

Slumping of slopes
Settlement of buildings
Lateral spreading

The paper will describe separately the state of knowledge
concerning the above phenomena, their relationships and dif
ferences, and recommendations will be presented for their
analysis.

It is important to note at this point that the term
liquefaction is often used to refer to all of the above phenom
ena, even though, as will be shown in this paper, their phy
sical mechanisms are quite aifferent. In the subsequent
discussion, the term liquefaction will only be used to describe
the cases in which the soil mass loses stability (e.g., in flow
slides) and will be defined in that context.

PART I - SOIL UNDER ZERO DRIVING SHEAR STRESSES

Soil under zero driVing shear stresses is found below level
ground when there are no structures or slopes that apply signi
ficant shear stresses to the soil. Soil that is located suf
ficiently deep or far enough away from a structure or slope so
that it does not contribute to its stability will also be
essentially under zero driving shear stress. For example, a
soil layer in the foundation of an embankment is under zero
driving shear stresses if the embankment would be stable, even
if the strength in the soil layer were zero. The relevant soil
behavior under earthquake shaking is volume change, since shear
distortion cannot occur in the absence of shear stresses.
Volume change can occur during shaking in dry soils or it would
be preceded by pore pressure increase and dissipation in satu
rated soils. Experience has indicated that volume decreases
can be significant for sands and nonplastic silts.

Volume Changes in Sands, Drained Conditions
Volume changes in sand due to controlled cyclic shear strains
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and zero driving shear stress have been investigated by Silver
and Seed (1971) and Youd (1972). Tests on sand were performed
in a simple shear device, and decreases in thickness of the
sample were measured as cyclic shear strains were applied.
These tests show that within each cycle, expansion of the soil
takes place when strained; however, it decreases in volume as
it is unloaded back to the unstrained position. The net result
of a strain cycle is a decrease in volume. It was found that
the decrease in volume for a given number of load cycles
increases with cyclic strain, but it is not a function of con
fining pressure. It should be noted, however, that the cyclic
stresses required to induce a given cyclic strain, do increase
with confining pressure. Thus, for a given level of cyclic
shear stress, the volume change is a function of confining
pressure. These test results indicate that, to estimate volume
changes in dry sands, cyclic shear strain is a better parameter
to represent the action of the cyclic disturbance than the
corresponding stress. Volume changes were also obtained by
Ishibashi et al using cyclic torsional shear tests on cylindri
cal hollow specimens of sand. The sand was saturated and
cycling was performed slowly enough to maintain drained con
ditions.
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Fig. 1 - Summary Plot of Volume Decrease of Sands
Under Cyclic Straining

-3-



The test results described above are summarized in Fig. 1
in a plot of volume change after ten shear strain cycles versus
the amplitude of cyclic strain. It can be seen that different
sands show widely different volume changes under the same
cyclic strain.

Pore Pressure Increase in Saturated Sands
This section deals with the pore pressure increase in saturated
sands that are cyclically loaded under zero driving shear
stresses. The subject has been the focus of a large number of
laboratory investigations, data collection efforts leading to
empirical charts, and development of several mathematical
models.

Direct measurements of pore water pressures that developed
in a sand deposit were made by Ishihara et al (1981) at a level
ground site in Owi Island, Japan during a 1980 earthquake with
a peak ground surface acceleration of 0.1 g. In two loose
layers of silty fine sand, pore pressure increases were
recorded that reached maximum values that were only a small
percentage of the effective overburden pressure. No signifi
cant surface manifestations of these small pore pressure
increases (settlements or sand blows) would be expected and
none were observed.

Extensive research has been performed in which laboratory
specimens of saturated sand under zero driving shear stress are
subjected to either controlled cyclic stresses or strains
(e.g., Lee and Seed, 1966; Seed and Lee, 1966; Peacock and
Seed, 1968; Finn et aI, 1970; Ishihara and Yasuda, 1975; Dealba
et aI, 1976; Hedberg, 1977; Ladd, 1977; Ishihara and Yamazaki,
1980; Whitman et aI, 1982; Dobry et aI, 1982; Chang et aI,
1983; Yoshimi et aI, 1984). This listing is by no means
comprehensive. The types of equipment that have been used are
triaxial, simple shear, hollow torsional, shaking table, and
centrifuge. Many variables have been investigated, including
density of the sand, confining pressure, frequency of loading,
shape of load cycle, method of sample preparation, and prior
cyclic loading. It is not the purpose of this paper to review
in detail the results of these investigations but rather to
present the main findings.

The model for pore pressure increase can be represented
approximately as shown in Fig. 2. The volume changes that
would have occurred under drained conditions are reflected in a
pore pressure increase in accordance with the swelling charac
teristics of the sand skeleton.

As noted in the previous section, the volume change is
primarily a function of the magnitude of the cyclic strains.
Thus it is reasonable to expect that the pore pressure increase
would also be primarily a function of cyclic strains, as has
been demonstrated by Dobry (1982). Data from Dobry (National
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Fig. 2 - Schematic Illustration of Mechanism of Pore
Pressure Generation During Cyclic Loading

Research Council, 1985) is presented in Fig. 3 where it can be
seen that the pore pressure increase that develops after 10
cycles of cyclic straining expressed as a fraction of the
consolidation pressure depends mainly on the magnitude of the
cyclic strain and to a much lesser degree on density, type of
sand, initial structure or confining pressure. Furthermore, it
shows that for shear strains below about 2 x 10-27., there is
practically no pore pressure increase, which lead Dobry to
refer to this strain as "threshold strain."

The cyclic stresses required to produce a given increase
in pore pressure can be viewed as those required to produce the
corresponding magnitude of cyclic strain, as per Fig. 3. It is
found that these cyclic stresses are strongly a function of
density, confining pressure, type of sand, and initial struc
ture, i.e., the factors that determine the cyclic stresses that
one needs to apply to produce a given cyclic strain.

In controlled cyclic strain tests, the cyclic stresses
decrease when the pore pressure increases, and thus the sand
softens, particularly when the pore pressure approaches 100% of
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the initial effective ~onfining pressure. In controlled stress
tests, the softening results in increasing strains. When these
strains become large, it has been observed that large nonuni
formities develop in triaxial as well as in simple shear speci
mens. Water migrates from one zone of the specimen to another
as a result of boundary conditions, which leads to a more
deformable specimen (Castro, 1969; Casagrande, 1975; Casagrande
and Rendon, 1978; Gilbert, 1984). The laboratory boundary con
ditions are not representative of those in the field, and thus
the large cyclic strains observed in controlled stress cyclic
tests may not be representative of field conditions.

The total and effective stress paths for a typical
controlled cyclic stress test are shown in Fig. 4. As the pore
pressure increases, the stress paths move closer to the origin,
and in Cycle 21 and in subsequent cycles, the stress path moves
along the envelope starting at or close to the origin. The
path moves up along the envelope until the soil develops the
resistance that it needs to sustain the applied cyclic load.
If the cyclic load were higher, the stress path would move
higher along the envelope. (In a subsequent section, it will
be shown that the maximum load that can be applied is
controlled by the undrained steady state strength of the soil.)
The soil is thus able to sustain the load that is applied to
it, and therefore, it has not failed, even though the effective
stresses momentarily become zero when there is no load applied
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Fig. 4 - Effective and Total Stress Paths for Cyclic Test on
Isotropically Consolidated Sand

to the soil, i.e., at the origin in the plot in Fig. 4. The
cyclic strains increase from cycle to cycle in the laboratory
tests. In the context of shaking of level ground, the cyclic
strain in the field cannot grow unimpeded as it can in a
controlled cyclic stress test. In the field, as the soil
softens, the cyclic stresses decrease and the strains become
limited. In an extreme case of softening of a soil layer, the
shaking of the soil below the layer would not be transmitted
through the softened layer, and the soil above would remain
approximately stationary. Thus the maximum shear strain in the
softened layer would be roughly equal to the maximum displace
ment of the earthquake motion divided by the thickness of the
layer.

The practical effect of cyclic straining in the soil is
reflected in the type of motion felt at the ground surface
which would influence the response of structures, and in the
reconsolidation of the soil and resulting settlements. When
high pore pressures develop in a sand layer, the resulting
settlements have been observed to be as high as 2 to 3% of the
layer thickness, but usually it is less, see for example
centrifuge test results in Whitman et al (1982).

Available laboratory data on the compression of sand and
silt after dissipation of pore pressures induced by cyclic
loading are presented in Fig. 5. The correlation of volumetric
strain vs. magnitude of the cyclic strain is a rather wide
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Fig. 5 - Volume Changes of Sands and Silts due to
Reconsolidation After Cyclic Loading

band, where for a given soil, the correlation is mainly a func
tion of density. Each set of data corresponds to a different
s011, and thus they are not strictly comparable because one
would not expect a unique correlation for all sands. A com
parison with the data in Fig. 1 indicates higher compression in
drained conditions for the same cyclic strain, which seems
reasonable based on the fact that drained cyclic straining
would be more effective in densifying the sand because
straining would be performed under higher effective overburden
than under undrained conditions. Note also that the cyclic
stresses required to cause the same cycling strains would be
higher for drained than for undrained cyclic shear.

The approximate values of Dobry's threshold cyclic strain
and the range of cyclic strains for which one can expect to
reach 1007. pore pressure in ten cycles are also shown in
Fig. 5. For undrained tests exceeding these cyclic strains,
one can expect that development of specimen nonuniform1ties
would tend to exaggerate the volume changes during recon
solidation of the soils.

In spite of the limitations discussed above, the chart in
Fig. 5 can be used as a rough guide to estimate potential
settlements of sandy soils. Better estimates for a particular
site can only be made on the basis of site specific investiga
tion and tests. The tests should be performed on high quality
samples and can be cyclic triaxial or simple shear tests.
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Perhaps the most widely reported effect of pore pressure
increases at depth is the development of sand blows (also
referred to as sand boils). Water flow exiting locally at the
ground surface brings sand particles with the water creating a
pile of sand referred to as a sand volcano. In extreme cases,
water has been observed to spout up to heights of 4 ft above
ground (Housner, 1958), and the sand volcanoes can be as large
as a few feet in diameter. The sand blows are the result of
the reconsolidation of sand layers in which pore pressures have
been generated.

The reconsolidation process has been the focus of several
investigations. Housner (1958) applied Terzaghi's consolida
tion theory and demonstrated that the large gradients needed to
cause sand blows, can develop near the ground surface when a
deep layer of soil develops high pore pressures in a uniform
soil deposit. Florin and Ivanov (1981) noted that reconsolida
tion starts from the bottom of the sand layer, and presented a
model that predicts the upward movement of the lower boundary
of the soil with zero effective stress, which they referred to
as the "compaction front." Heidari and James (1982) observed
the reconsolidation process in a soil column during a centri
fuge test, and concluded that the results agreed with Florin
and Ivanov "compaction front" predictions. Whitman et al
(1982) showed that a nonlinear consolidation theory is required
to model the reconsolidation process because of the large
change in effective stress from about zero to its value at the
end of reconsolidation.

Sand blows are the result of reconsolidation of a soil
layer followed by upward water flow. Therefore, sand blow
development is strongly influenced by the stratification and
heterogeneity present in natural deposits. They are more
likely to occur when the permeability of the soil that under
goes reconsolidation is high relative to the overburden, so
that the rate of flow out of the layer is sufficient to create
large enough seepage gradients in the overburden, Scott and
Zuckerman (1973). Conversely, a silty sand layer that develops
pore pressure in an earthquake is not likely to generate sand
blows if the overburden is more pervious, such as a clean sand.
It should be noted that sand blows and associated sand volca
noes are also observed at the bottom of excavations in sandy
soils below the groundwater level and downstream of dams and
other water retaining structures. Piping of the sand under
large upward exit gradients creates the sand blows. The physi
cal mechanism of the formation of sand volcanoes in these cases
is similar to the one that occurs during and after earthquakes,
except that the source of the hydraulic gradients is different.

Extensive collections of data on sandy level ground sites
subjected to earthquakes have been made by several authors,
Whitman (1971), Castro (1975), Seed (1976) and most recently
Tokimatsu and Yoshimi (1983) and Seed et al (1984). The data
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Fig. 6 - Empirical Chart Relating the Observation of Sand
Blows During Earthquake to Blowcounts and
Earthquake Stress Ratio

consists of a description of the soil conditions with SPT
information, a measured or estimated peak ground surface acce
leration, and a classification of sites into those in which
sand blows were observed and those in which they were not.
Note that these charts are often referred to as liquefaction
charts even though they relate chiefly to the observation of
sand blows and not to other phenomena also referred to as
liquefaction, such as flow slides or lateral spreading. A
typical chart is shown in Fig. 6 for sands with percent fines
of 5% or more, where each site is represented by one data
point, i.e., by one value of blowcount normalized to a con
fining pressure of 1 tsf and a stress ratio that is a function
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of peak ground surface acceleration and depth of groundwater
level. Also each point shows a value of percent fines. Both
the blowcount and the percent fines are the values that the
authors felt were representative of the layer in which the
larger pore pressures were estimated to have developed.
Because of the heterogeneity of natural deposits, the selection
of a single representative value of blowcount and of percent
fines is based on a considerable amount of judgment. In spite
of the simplified representation of soil conditions at each
site, several conclusions can be drawn from such a chart, and
these are consistent with the physical mechanism of sand blows
described earlier:

1) Sand blows are more likely to be observed in soils
with low blowcounts, i.e., looser soils in which higher
pore pressures would develop for a given earthquake and
that also would compress more and thus release more water
during reconsolidation.
2) Sand blows are more likely to develop for stronger
shaking, which produces larger cyclic strains and thus
larger pore pressure increases (see Fig. 3).
3) Other factors being equal, i.e, blowcount and earth
quake stress ratio, silty sands are less likely to
generate sand blows than clean sands because the rate of
reconsolidation is slower, and thus it is less likely to
generate sufficiently high gradients in the overlying
soils. Note that a different explanation has been offered
for the lower likelihood of sand blow development in silty
sands (e.g., Seed et al, 1984). It has been suggested
that silty sands are less likely to "liquefy" with the
term referring to a pore pressure increase of 100%.
However, data on shear moduli of sands indicate that a
silty sand and a clean sand with the same blowcount do not
have consistently different shear moduli (See for example
Ohta and Goto, 1986; Seed et al, 1986). Thus, under a
given earthquake, the cyclic shear strains in the two
soils are likely to be similar, and therefore the pore
pressure increases will also be similar as per Fig. 3.
Thus it is not war~anted to conclude from Fig. 6 that the
pore pressure increase in the silty sand would be con
sistently lower than in a clean sand when compared at the
same blowcount. The only conclusion that can be drawn is
that the appearance of sand blows is less likely when the
sand is silty. In the opinion of the author, the explana
tion for this observation lies in the lower permeability
and thus slower reconsolidation of the silty sands rather
than on a lower pore pressure generation.
4) The computation of the earthquake stress ratio is such
that a higher number is obtained for higher groundwater
levels, which results in a higher likelihood of sand
blows. This conclusion is consistent with the fact that
for relatively deep groundwater (GW) levels, the dissipa
tion of pore pressures from a layer below the GW level is:
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1) less likely to produce sufficient gradients to overcome
the larger effective stresses produced by the full weight
of the soil above the GW level and 2) as the GW level
rises during reconsolidation, the water will first fill
the voids of unsaturated soils above the GW level before a
local quick condition can be induced. Note that placement
of an earth fill over the soil will have an effect similar
to lowering the GW level in that it will inhibit the
development of sand blows through the fill, but it may
actually enhance the possibility of sand blows in the
ground adjacent to the fill as the water seeks the path of
least resistance.

Conclusions
The effect of earthquake shaking for soils not subject to
driving shear stresses, i.e., under level ground, is primarily
the development of volume changes that lead to settlements.
These occur either as a result of immediate compression of dry
soils or as a result of the pore pressure build up and sub
sequent reconsolidation in saturated soils. The settlements
are not likely to be uniform, and thus they can lead to damage
(e.g., cracked pavements and broken buried pipes). Experience
indicates that significant settlements have been observed only
in sandy soils. Whether sand blows develop or not is a highly
visible issue, but it is not a concern of substantial engi
neering significance except as a symptom that settlements are
occurring. Thus the main engineering concern is to predict
settlements and not to predict sand blows. It should be noted
that the empirical charts of the type shown in Fig. 6 are
referred to as liquefaction charts with the implication that it
relates to the phenomena of flow slides or lateral spreading
discussed in the next section. Since the chart is based
chiefly on the occurrence of sand blows, whose physical mecha
nism is very different from that of flow slides or lateral
spreading, the implication that the chart is applicable to
these phenomena is unwarranted, as will be discussed in detail
in Part II of the paper.

The prediction of earthquake-induced settlements in sandy
soils under level ground involves the folloWing steps:

1) Estimation of the cyclic shear strains ~y induced by the
earthquake. These can be computed as follows (Dobry et aI,
1982) :

ap x Co x rd
~y = 0.65 g x Gmax x (G/Gmax)

ap = peak horizontal acceleration at the ground surface

g = acceleration of gravity

Co = total overburden pressure at depth z
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rd = rd(z) = stress reduction factor as a function of
depth. This factor can be approximated by a linear
decrease from 1 at the ground surface to 0.7, at a
depth of 90 ft (e.g., Seed, 1976).

Gmax = shear modulus of the soil at very small cyclic
strains, ~y = 10-4 percent. The best procedure to
determine Gmax is from shear wave velocity measurements
using cross hole techniques (see for example Stokoe and
Hoar, 1978). Alternatively, a rough estimate of Gmax can
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be obtained from published correlations of Gmax (or Vs )
with Cone Penetration Tests (e.g., Robertson and
Campanella, 1983) and with Standard Penetration Tests
(e.g., Ohsaki and Iwasaki, 1973; Seed et aI, 1986). The
Ohsaki and Iwasaki correlation is shown in Fig. 7 which
illustrates their proposed average correlation. Index
tests such as blowcounts can only give a very rough esti
mate of Gmax ' as it is apparent from the substantial
degree of scatter in the data in Fig. 7. This scatter is
typical of all such correlations.

(G/Gmax) = effective modulus reduction factor of the soil,
a function of the cyclic shear strain, i y • See, for
example, Seed et al (1986).

2) For dry sands, one can estimate compression of the
soil using tests of the type performed by Silver and Seed
(1971), Youd (1972) or Ishibashi et aI, 1985, using
undisturbed samples of the soils at the site. Alterna
tively, one can obtain a rough estimate using the data in
Fig. 1.

3) For saturated soils, one can estimate the pore
pressure increases in the various zones of the deposit
using the chart in Fig. 3. The recompression charac
teristics can be estimated from published data on
recompression properties of sand or it can be obtained
from one-dimensional or triaxial compression tests on
undisturbed samples from the site in question.
Alternatively, a rough estimate can be obtained using the
data in Fig. 5.

PART II - SOIL SUBJECT TO DRIVING SHEAR STRESSES

As noted in the introduction to this paper, the driVing shear
stresses are those required to maintain the soil mass in
equilibrium. Driving shear stresses exist, for example, in the
soil supporting a heavy building, within an earth embankment
and its foundation and ceneath natural slopes. Most cases of
engineering significance involve the presence of driVing shear
stresses in the soil. Understanding the behavior of the soil
under these stresses and the superimposed earthquake stresses
requires a brief review of fundamental aspects of the shear
strength of soils in general and of sands in particular.

The stress strain behavior in direct or simple shear of a
saturated sand is illustrated schematically in Fig. 8 for four
different cases. Drained and undrained behavior are considered
for two initial states (i.e., two initial conditions of void
ratio and effective normal stress on the failure plane). The
two initial states can be considered as loose (State 1) and
dense (State 2). In all four cases, after sufficient
straining, the state of the soil reaches a point on the steady
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state line. This line is unique for a given soil and the tests
in Fig. 8 represent only four out of many possible paths that
the soil can follow to reach the steady state line. Regardless
of the path or initial condition, the state of the soil will
reach a point on the steady state line if sufficient unidirec
tional shear strain is applied. The steady state of defor
mation for any mass of particles is defined by Poulos (1971,
1981) as "The state in which the mass is continuously deforming
at constant volume, constant normal effective stress, constant
shear stress, and constant velocity. The steady state of
deformation is achieved only after all particle orientation has
reached a statistically steady state condition and after all
particle breakage, if any, is complete so that the shear stress
needed to continue deformation and the velocity of deformation
remains constant."
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Casagrande in 1936 introduced the idea of a critical void
ratio at which "a cohesionless soil can undergo any amount of
deformation or actual flow without volume change." Casagrande
defined the critical void ratio in terms of drained shear and
the more general steady state is entirely equivalent to
Casagrande's concept. Schofield and Wroth in 1968 defined cri
tical state in a manner that is somewhat different from
Casagrande's critical void ratio or steady state. Poulos
(1971, 1981) has described the difference between these con
cepts. Specifically, Schofield in 1985 indicated to the author
that for the case R1 in Fig. 8a, he would use in the critical
state theory the peak value of T, while steady state is defined
as the minimum value which is reached at large strains.

When considering any path, e.g., R1, the shape of the
stress strain curve prior tb reaching steady state is a func
tion of the initial structure of the soil; however, its steady
state is not, since at steady state the soil is thoroughly
remolded and has lost all "memory" of its initial structure.
It also follows that the steady state of the sand at the void
ratio of state 1 (Fig. 8d) is given by point A in Figs. 8d and
8b regardless of the initial value of the effective normal
stress. Or in other words, the undrained steady state
strength, designated Sus, is only a function of the void ratio
of the sand and not of its initial state of stress, nor of the
type of undrained loading (monotonic or cyclic), nor of its
initial structure, Castro, (1969). At the initial state 1 in
Fig. 8d, the soil is said to be contractive because it would
tend to decrease in volume as it is sheared and approaches the
steady state. If drained, the volume decrease will take place
and if undrained the pore pressure will increase. .

The steady state line is approximately a straight line or
has a slight downward concave shape, when plotted with the void
ratio on an arithmetic scale and the effective normal stress on
a logarithmic scale. The slope of the line is defined as the
change in void ratio for a tenfold change in normal stress (one
log cycle). For bulky grained sands, the slope of the line
ranges from 0.05 for rounded grains to 0.30 for very angular
grains such as for crushed mine tailings (Castro, 1969; Castro
et aI, 1982; Poulos et aI, 1985a). Steeper SSL are obtained
for plastic soils with plate shape grains.

The slope of the steady state line for many sands has been
shown to be steeper than the slope of the compression curve for
the same sand. Thus increased confining pressure would gener
ally cause the state of the sand to be more contractive (or
less dilative) in spite of the decrease in void ratio caused by
the increased confining pressure. For sands with similar grain
shape, the steady state lines are approximately parallel;
however, their position in a e vs aplot is very sensitive to
the gradation of the sand. The scatter in the position of the
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lines for various sands is smaller if percent compaction is
plotted instead of void ratio (Castro et aI, 1982).

The state diagram in Fig. 8d is plotted in terms of void
ratio and effective normal stress in the failure plane. At
steady state, the soil is at the strength envelope, i.e., the
friction angle is fully mobilized, and therefore the shear
strength at steady state Ss is equal to as tan ~s where the
subscript s denotes steady state. The steady state line is
then a line in a three-dimensional space with coordinates of
void ratio (or oth~r density index), effective normal stress in
the failure plane 0 and shear stress in the failure plane, ~.

Other pairs of stress parameters can be chosen instead of a and
T, such as q • (0 - 0 3)/2 and p. (01 + 03)/2; however a and
T in the failure ~lane are more convenient for the discussion
that follows. The projections of the line in both the e, a and
e, T planes will be used, and even though they are projections
of the line, they will still be referred to as steady state
lines. Note that the projection of the steady state line in
the T, a plane is the steady state strength envelope.

The cases shown in Fig. 8 show undrained loading that con
sists of a monotonic increase in shear stress. The case of
interest in earthquake engineering is one in which the
undrained loading consists of cyclic loading and is superim
posed to an initial shear stress. The undrained steady state
strength of the sand, Sus, is only a function of its void
ratio, and thus the same value of Sus applies whether the soil
is loaded monotonically or cyclically. Test data supporting
this statement have been presented in Castro (1969), Castro
(1975), and Castro et al (1982). The stress strain behavior
under cyclic loading is compared with the behavior under mono
tonic loading in Fig. 9. Two cases are considered, in one the
undrained steady state strength Sus is lower [case 2] and in
the other Sus is higher than the driving shear stress T d•

The stress strain behavior under cyclic loading for
Case [1] is very similar as under monotonic loading, i.e., the
peak strength is overcome by sufficient straining which is
either caused by a single or by repeated loading. The strain
at which the resistance of the soil starts decreasing towards
Sus is about the same in both cases and as noted earlier, Sus
is the same, since the void ratio is the same.

In Case [2] cyclic loading causes an accumulation of
strain often accompanied by an increase in pore pressure
(Fig. 9d). The shape of the stress strain curve following
cyclic loading may be different from the monotonic loading case
(Fig. 9c); however, the value of Sus is the same.

There are substantial differences in the field behavior
that corresponds to Cases [1] and [2] in Fig. 9 and also in the
method of analysis to predict field behavior. In Case [1] the
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consequence of cyclic loading is a massive failure, a flow
slide. In Case [2] cyclic loading induces limited deformation
without changing the stable configuration of the soil mass.
These cases will be discussed separately, in the next two sec
tions of the paper.

Soils Subject to Driving Shear Stresses
Case [lJ: Instability and Liquefaction
Flow slides are probably the best example of massive failures
induced by earthquakes, even though they can also be induced by
monotonic loading. In a flow slide the mass spreads out until
the shear stresses acting within the mass become so small that
they are compatible with the reduced shear strength in the
soil. To the author's knowledge, the term liquefaction was
used for the first time by A. Hazen (1920) to explain the
mechanism of the flow failure of the hydraulic-filled Calaveras
Dam in California. The term liquefaction has been associated
with the loss in strength of the soil that causes flow slides.
On the other hand, the term liquefaction was not originally
used for other phenomena that do not involve loss in strength
such as sand blows, e.g., Housner (1958). Only in the last 20
years has the use of the term liquefaction been extended to
other phenomena, such as sand blows ora particular value of
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pore pressure or a particular level of strain, even though no
loss in strength is involved in these phenomena. In this
paper, the term liquefaction will be used in its original
meaning, i.e., to refer to the loss in strength that causes
flow slides or other similar phenomena. Liquefaction is thus
defined as the phenomena wherein the shear resistance of a mass
of soil decreases when subjected to monotonic or cyclic loading
at constant volume (undrained loading conditions) so that the
mass undergoes very large unidirectional shear strains--it
appears to flow--until the shear stresses are as low or lower
than the reduced shear resistance. Thus a liquefaction failure
requires the presence of driving (static) shear stresses that
exceed the reduced shear resistance of the soil. Therefore, a
soil is not in itself liquefiable, but it depends on ~hevalue

of the applied driving shear stresses, i.e., on the configu
ration of the slope or embankment, or on the shear stresses
applied by heavy structures. A soil mass that is liquefiable
has driving shear stresses which exceed the potentially reduced
shear strength and thus can be considered to be unstable.
Since liquefaction failures involve large unidirectional
undrained deformations, the relevant shear strength is the
undrained steady state strength.

The conditions for a seismically induced liquefaction
failure to occur are two, namely, 1) the mass must be unstable
in the sense that the driving shear stresses exceed the
undrained steady state strength of the soils, ~d > Sus, and 2)
the earthquake stresses must be sufficient to trigger the
failure, i.e., it must be able to strain the soil sufficiently
to overcome the peak strength of the soil as in Fig. 9b (Poulos
et al., 1985b).

Perhaps the best known case of a liquefaction slide is the
one that occurred in the Lower San Fernando Dam in California
in 1971 as the result of an earthquake. This slide has been
the subject of considerable interest because it was on the
verge of being a major catastrophe. It has been analyzed by
Seed et al (1973) and by Castro et al (1985). Additional field
and laboratory investigation have been performed recently and
the detailed results are presented by Castro et al (1987).

A cross section of the dam after the failure is presented
in Fig. 10 along with a reconstructed cross section. The slide
occurred in the upstream direction, and the deformations were
concentrated in the lower part of the hydraulic fill shell,
while the overlying material broke into pieces that "floated"
on the shell material that lost strength as a result of the
earthquake. The slide apparently occurred about one-half
minute after the end of earthquake shaking (Seed, 1979). Thus
the earthquake stresses triggered the failure, but only the
static (driving) shear stresses caused the massive movements of
the slide with a stress strain behavior of the type shown in
Fig. 9b.
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The zone designated in Fig. 10 as "liquefied zone" was
observed to have developed very large strains throughout the
zone, in contrast to the overlying material which broke into
pieces but rode over the liquefied zone during the slide. The
liquefied zone is roughly triangular with a maximum thickness
of about 30 ft and a length of about 150 ft. This large volume
of material corresponds to a very silty sand. Since the total
duration of the earthquake and subsequent sliding was of less
than two minutes, it can be concluded that there was no time
for this large mass of soil to change in volume, and therefore,
during the failure it strained at its pre-earthquake void
ratio. It has been hypothesized (National Research Council,
1985, Whitman, 1985) that earthquake-induced flow slides could
develop as a result of water migration to a zone of soil which
becomes looser than prior to the earthquake and then causes the
failure. There is no known field evidence of such a phenome
non, and as explained above, it could not have occurred in the
Lower San Fernando slide. Furthermore, the term flow slide
has been used to describe liquefaction failures because the
zone responsible for the slide is large, giving the appearance
of flow. It is highly unlikely that massive water migration
could develop so that large zones could loosen during or
immediately after an earthquake. It is conceivable that migra
tion of water could occur through short distances so that only
thin layers could loosen. However, if this were the case, flow
slides would occur along a thin failure zone, which is not in
agreement with field observations.
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In the opinion of the author, the loose zones which are
responsible for the failure will fail at their pre-earthquake
void ratios, and therefore, its relevant strength is the in
situ value of Sus before the earthquake. Water migration can,
however, playa role relative to other stronger zones. Seed
(1975) has suggested that such a case occurred in the Lower San
Fernando Dam slide. The material at the upstream toe of the
dam was relatively dense because it was part of the "starter"
dikes built as part of the hydraulic filling method of
construction. Thus it is likely that the soil at the toe was
dilative. Therefore, initially its undrained strength would
exceed its drained strength. As it deformed under the increase
in shear stress caused by the loss in strength in the loose
zone, it dilated and water was drawn into the soil until its
void ratio increased and reached steady state at a higher void
ratio than its pre-earthquake value, path S2 in Fig. 8. The
potential for water migration into dilative zones must be con
sidered. If the soil is pervious enough so that water migra
tion is possible, one should not rely for stability on shear
strengths higher than drained strengths. On the other hand,
soils that are contractive will have as a minimum strength the
value of Sus corresponding to its pre-earthquake void ratio,
path Rl in Fig. 13. If there is enough time for a contractive
soil to change in volume, it will be a decrease because of its
high pore pressure and the result will be that the strength of
the loose zone will increase.

A method of analysis for liquefaction slide potential has
been presented by Poulos et al (1985). The basic steps in the
procedure for an embankment dam are described briefly below:

1) Identify saturated zones in the foundation or embank
ment soils that are likely to be contractive based on
blowcounts or other index tests. Sands and silts are
likely to be contractive if the SPT blowcount, normalized
to an overburden pressure of one tsf, is lower than 15.
Note that the value of 15 is tentative, and it is not
likely to be applicable to all sands and silts; however,
it is reasonably conservative for preliminary evaluations.
2) Determine the driving shear stresses in potentially
contractive sands and silts in the dam or foundation, by
means of a stability analysis. Fully mobilized strengths
should be assumed in other zones. Strength parameters for
dilative zones should be drained unless the soils are con
sidered sufficiently impervious, in which case undrained
parameters are appropriate. However, in no case Should
the undrained strength depend on pore pressures below
atmospheric. Generally steady state strengths should be
used except for clays of low to moderate sensitivity
(large strains at peak) for which peak strains may be
used.
3) Determine the undrained steady state strength Sus in
the potentially critical sands or silts. Values of Sus
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can be determined on undisturbed samples using laboratory
consolidated undrained triaxial tests. The void ratio
during shear and Sus of the laboratory sample is plotted
in Fig. 11. However, the in situ Sus is different from
the laboratory measured value because void ratio changes
take place during sampling and laboratory consolidation
and Sus is a sensitive function of void ratio. An example
of the correction method is shown in Fig. 11 for a sample
obtained from the foundation soils for a new dam. A
steady state line is obtained on remolded specimens pre
pared at various void ratios for a representative batch of
soil. The steady state line for the undisturbed sample is
parallel to the line for the batch sample. Figure 11
shows corrected values of Sus for two values of void
ratio, for the in situ value at the time of sampling, and
for the void ratio after consolidation of the soil under
the weight of the dam. It can be seen that the correction
applied to the measured Sus is substantial, and thus can
not be ignored. Great care must be exercised in moni
toring void ratio changes of the samples. For detailed
procedures, see Poulos et aI, 1985a. As more Sus data is
obtained, it will be possible to develop empirical corre
lations for preliminary estimates of Sus based on field
and laboratory index tests.
4) Compare in situ Sus to driving shear stress ~d. If
~d>Sus' a liquefaction failure is possible, and it must be
determined whether a given earthquake can trigger the
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failure. If 'd<Sus a liquefaction failure is not,
possible. However, deformations may still occur as
discussed in the next section.
S) A triggering analysis consists of determining whether
the earthquake can cause an accumulation of strain that is
sufficient to overcome the peak strength as in Fig. 9b.
For details of a procedure for triggering analysis the
reader is referred to Poulos et al 1985b.

Soils Subject to Driving Shear Stresses
Case (2): Limited Deformation of Stable Mass

Cases of limited deformations induced by earthquakes are
numerous. Perhaps the most prevalent are those referred to as
lateral spreading in which a relatively gentle slope, often
with incisions (e.g., rivers or canals) develops downhill
movements. The zone of failure can range in size from tens to
thousands of feet in the direction of the movement, and the
movements themselves can range from a fraction of a foot to
several feet. The movements are controlled by the behavior of
weak soil layers, typically loose sands or silts. Often the
movements occurred as a succession of slide movements starting
in the proximity of the relatively steep slopes at the
"incisions." Lateral spreading has been observed often as a
result of major earthquakes, e.g., during the 1971 San Fernando
earthquake (Youd 1971, 1973; Smith and Fallgren, 1973, the 1979
Imperial Valley earthquake (Youd and Bennett, 1983), the 1984
Alaska earthquake (McCulloch and Bonilla, 1970). Structures
founded on the soils have been severely damaged, e.g., the
Juvenile Hall in the 1971 San Fernando earthquake (Youd, 1973).
The strength of the weak layer is reduced by the earthquake to
its undrained steady state strength, Sus as in the case of a,
flow slide. However, the reduced strength of the soil is suf-
ficient to maintain stability, or in other words, the driving
shear stresses are smaller than Sus' Thus the final stable
configuration is similar to the one existing prior to the
earthquake.

Other cases of limited deformation have been observed in
earth dams, e.g., Hebgen Dam (Sherard et aI, 1963); Infiernillo
Dam (Resendiz et aI, 1982); Coyote Dam (Bureau et al, 1984),
and many others. In none of these cases did the deformations
endanger the safety of the dams; however, one cannot assume
that this will always be the case, since deformation can lead
to cracking and in extreme cases to loss of freeboard.

The methods of deformation analysis that are presently
available fall into three categories: a) stress analyses
methods based on the results of cyclic laboratory tests, ori
ginally developed by Seed (1966), b) analyses based on the
assumption that deformations are initiated only when the earth
quake shear stresses tend to exceed the applicable shear
strength of the soil, proposed by Newmark (1965), and c) analy-
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tical procedures based on constitutive relationships derived
from the results of laboratory cyclic and monotonic tests t

e.g. t Boukavalas et al t 1984.

The basic elements of the Newmark method, as applied to
an embankment dam, are summarized in Fig. 12. For a potential
failure wedge of soil t one defines the following:

1) The horizontal force that is required for a factor of
safety of one against sliding determined from a
pseudostatic stability analysis of a given wedge. The
horizontal force is expressed as a fraction of the weight
of the wedge and referred to as yield acceleration, N, in
units of g (acceleration of gravity).
2) A time history of the acceleration of the "base" over
which the wedge would slide during the design earthquake.
The peak acceleration is designated as A, in units of g.

If the earthquake accelerations do not exceed the yield
accelerations, the Newmark analysis indicates zero defor
mation. If the earthquake accelerations exceed the yield
accelerations at various time intervals, deformations are ini
tiated during those time intervals. The deformations are com
puted by integrating twice the earthquake minus the yield
accelerations for those time intervals when that difference is
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Fig. 12 - Principal Elements of Newmark's Method of
Deformation Analysis

-24-



positive and for sufficient time when the difference is nega
tive so that the final velocity is zero for each occurrence.
It should be noted that significant displacements (>10 em)
are obtained only when the peak earthquake acceleration
exceeds the yield acceleration by factors of five or more.
This result is due to the fact that the time intervals when
the yield acceleration is exceeded are generally too short for
the mass of the wedge to move substantially unless the yield
acceleration is greatly exceeded.

Example of a Deformation Analysis
An example of of such an analysis is described below for the
lateral spreading that occurred at a site on Heber Road in the
Imperial Valley in southern California during a 1979 earth
quake. The 1979 earthquake had a magnitude 6.6 and produced a
22-mile-long (35 km) surface rupture of the Imperial Fault
located about one mile (1.6 km) from the Heber Road site
(Bennett et al, 1981). Extensive investigations have been per
formed at the Heber Road site by several organizations and have
included SPT borings, cone penetration tests, and shear wave
velocity measurements (Bennett, 1985; Bennett et al, 1981;
Sykora and Stokoe, 1982; Youd, 1985). The analysis described
herein was presented in GEl (1986). A cross section of the
lateral spreading area is presented in Fig. 13. The soil layer
responsible for the movements is Unit A2 consisting of a very
loose silty fine sand with about 20% fines. Cracking was
observed as shown in Fig. 13, and the horizontal displacements
at the road and canal were estimated to be 1.2 m (4 ft) and
2.1 m (7 ft), respectively.

The results of SPT and cone penetration tests in the
critical layer are shown in Fig. 14. From a depth of about 6
to 11 ft, the blowcounts range from 0 to 1 blows/ft and the
cone penetration resistance ranges mostly from about 5 to 15
kg/cm2 (Bennett, 1985). Note that the blowcounts and cone
penetration resistance were measured after the 1979 earthquake
and thus correspond to a somewhat denser soil than at the time
of the earthquake, since densification of the soil occurred
when it reconsolidated as pore pressures dissipated immediately
after the earthquake.
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Since the overall ground surface inclination at Heber
Road is very gentle, the driving shear stresses in the soils
involved are small, with a stability analysis indicating a
value of about 40 psf. Because the driving shear stresses
were small, the deformed mass was in equilibrium at the end of
the earthquake. The mechanism of lateral spreading is one in
which deformations of a stable mass accumulate during the
earthquake as the soil accumulates strains under the repeated
application of earthquake pulses superimposed on the static
shear stresses. Thus a Newmark-type of analysis appears to be
appropriate, since this type of analysis computes slope move
ments which are assumed to be initiated when the earthquake
accelerations exceed the "yield acceleration" of the soil mass.

The average acceleration of the mass was computed using
the program SHAKE with soil moduli obtained from cross hole
seismic data by Skyora and Stokoe (1982). The earthquake
record used for the analysis was obtained about 3.2 miles (5.2
km) from the southern terminus of the fault rupture at Bonds
Corner and has a peak acceleration of 0.8 g. The Heber Road
site is 1.0 mile (1.6 km) from the fault, and thus the record
used for the analysis may represent somewhat less intense
shaking than was actually experienced at Heber Road. The site
of the Bonds Corner record is underlain by dense alluvium. In
the analysis of the Heber Road site, the earthquake record was
applied to the base of the loose sand, i.e., at the top of the
denser underlying soil. The resulting acceleration of the
mass that moved has a peak value, A, equal to 0.47 g.

The yield acceleration, N, was obtained from pseudostatic
stability analyses for a sliding surface along the base of the
mass that moved. The yield acceleration is defined as the
horizontal acceleration (in units of g) which results in a
factor of safety of one in the stability analysis. A sliding
surface was selected to be consistent with the location of
observed cracks, Fig. 13. The yield accelerations, N, were
computed as a function of the yield strength, Sy' in the loose
sand layer and are presented in Fig. 15.
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The computed displacements for various assumed yield
accelerations are shown in Fig. 15. The displacement computed
using the Newmark procedure applies to the center of gravity
of the moving mass. In the case of Heber Road site t the
center of gravity moved about 5.5 ft (the average of the mea
sured displacements at the road and at the canal of 4 and 7 ft t

respectively). A displacement of 5.5 ft corresponds to a yield
acceleration of 0.05 g and a yield strength of 100 psf,
Fig. 15. This very low value of yield strength is consistent
with the very loose condition of the soil as indicated by the
measured blowcounts (SPT) of 0 to 1 and measured cone penetra
tion resistances (CPT) of about 5 to 15 kgjcm2 • As noted
before, the actual SPT and and CPT values at the time of the
earthquake were probably even lower.

The Newmark analysis assumes that the soil has a rigid
plastic type of behavior as shown by the dashed line in
Fig. 16. The actual stress strain behavior is approximately
as given by the solid line in Fig. 16. In sands the peak
strength typically develops at strains of about 1 percent or
less (Poulos, 1971; Castro et aI, 1982) and the undrained
steady state strength is reached at strains of a few percent.
Thus it is reasonable to expect that the yield strength will
be approximately equal to the undrained steady state strength
(Sus) soon after the start of the earthquake t and thus it can
be concluded that Sus in the silty sand at Heber Road is about
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equal to 100 psf. Note that the acceleration at the base of
the loose material was about 0.8 g which, if no yielding had
occurred, would have caused a peak shear stress of about 1,400
psf, i.e., much greater than Sus. Therefore, substantial
yielding did occur leading to the large displacements that
were observed. It should also be noted that the driving shear
stress of 40 psf is smaller than the backfigured strength of
100 psf, which is consistent with the assumed mechanism of
lateral spreading, i.e. I that it is a case of limited (even
though potentially damaging) deformations and not one of
instability and flow (liquefaction) slide. The strength Sus
of 100 psf is much smaller than the drained strength which is
about 700 psf, corresponding to the effective normal stress of
about 1,200 psf and a friction angle of 30 0

• Thus the loose
silty sand is strongly contractive. The effective normal
stress in the sand during yielding at Sus is about 147
(100/700) of the initial effective normal stress in the
failure plane of 700 psf. Thus yielding at Sus occurs under
high pore pressures, which is consistent with the observation
of sand blows in the area of the lateral spreading.

Note that if the sand had been dilative rather than
contractive, the yield strength would have been equal to at
least the drained strength. For the Heber Road case, the
drained strength is about 700 psi which corresponds to a yield
acceleration, N, of about 0.5 g from an extrapolation of the
data in Fig. 15. Since the peak acceleration for the overbur
den is also about 0.5 g, the deformations would have been
negligible. Thus lateral spreading is only observed when
loose contractive sands or silts are present, which yield
under low Sus values and corresponding high pore pressures.
These high pore pressures lead to the development of sand
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blows under favorable stratification, see discussion in Part I
of this paper.

CONCLUDING REMARKS

Three different aspects of soil behavior under earthquake
loading were discussed in this paper, namely, sand blows, flow
(liquefaction) slides and lateral spreading. Their physical
mechanisms were discussed and methods of investigation were
presented that are consistent with the physical mechanisms.
The main characteristics of the three phenomena are presented
in Fig. 17, which shows the difference between their physical
mechanisms.

The soil properties that control the occurrence of sand
blows are a) shear modulus, which determines cyclic strain and
thus pore pressure increase and b) permeability and compressi
bility, which control the flow conditions that determine
whether sand blows occur.

I I
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Fig. 17 - Main Characteristics of Three Induced Earthquake
Phenomena

Flow slides and lateral spreading, on the other hand, are
controlled by the value of the undrained steady state
strength, Sus. Flow slides occur only when Sus is lower than
the driving shear stress, 'd' while otherwise only limited
deformations are possible. Flow slides are triggered by an
earthquake when the accumulated deformations are sufficient to
overcome the peak strength of the soil. For sands and
nonplastic silts, the shear strains needed to trigger the
failure are small, typically of about 1%. For plastic clays
these strains are very large, and therefore, seismically
induced liquefaction failures in plastic clays are unlikely to
occur (Poulos et aI, 1985b).
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The occurrence of sand blows, flow slides, and lateral
spreading are associated with high pore pressures in loose
contractive sands and silts. The physical significance of the
pore pressure increase is, however, quite different for each of
these cases. Sand blows develop as the result of water flow
caused by the pore pressure increase. In flow slides and
lateral spreading cases, Sus controls behavior. Pore pressure
prior to flow is not relevant to Sus nor to deformations. This
point is illustrated in Fi£. 18 by means of a cyclic load test
on a silty sand. The q - p plot shows that the stress path
reaches the strength envelope in about cyclic 14, and then from
cyclic 14 to 29 it moves up and down along the envelope. The
pore pressure that causes the stress path to reach the envelope
ha~ been often defined as failure. However, no failure occurs
because the strength Sus is given by the steady state and it
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exceeds the consolidation (static) shear stress. The rate of-accumulation of strain per cyclic shows no change after cycle
14, e.g., after the stress path reaches the envelope. Thus a
pore pressure increase that causes the soil to reach the
strength envelope has no bearing on either the strength of the
soil nor the rate of strain accumulation, i.e., the two aspects
of behavior that are of engineering significance. The same
statement applies to the case in which the pore pressure may
reach a value of 100% when the soil is momentarily under zero
shear stress.

There has been rapid progress in the last two decades
towards a better understanding of the behavior of soils under
seismic loading. The author believes that further progress can
only be achieved through careful investigations of actual sites
and earth structures that have been shaken by earthquakes.
Particular attention should be given to the deformations that
can occur in earth structures that remain stable during and
after the earthquake.

The field observations will provide useful information
only to the degree to which one can understand the physical
mechanisms behind the observed phenomena. H. Poincare's elo
quent advice is relevant to this question.

"Le savant doit ordonner; on fait la science avec des
faits comme une maison avec des pierres; mais une accumu
lation de faits n'est pas plus une science qu'un tas de
pierres n'est une maison."

(The scientist must organize; science is built with facts
just as a house is built with bricks; but an accumulation
of facts isn't science, just as a pile of bricks isn't a
house.)
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