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We present an evaluation of the potential improvements in seismic disturbance rejection obtained by using active variable damping control in a structure. Using the response to seismic excitation of an optimally controlled variable structure and of a minimax optimally designed fixed structure, we obtain an upper bound on the achievable performance and a lower bound on the acceptability of a control system for a variable damping structure.

Our numerical experiments suggest three conclusions. (1) A minimax optimal designed structure gives very good seismic disturbance suppression, not only for the earthquakes used in its design, but also for other earthquakes of similar intensity. (2) The use of variable structure control is not likely to result in smaller maximum interstory drifts than exhibited by a fixed minimax designed structure. (3) The gap between the upper and lower bounds is rather small, which makes designing a feedback law that results in performance superior to that of a minimax designed structure very difficult. The best choice appears to be in the form of a continuous moving horizon control law, using a horizon of under 0.2 seconds. This requires determination of whether local ground motion can be predicted up to 0.2 sec. ahead, using ground motion monitoring sensors located a small distance away from the site.
Abstract

We present an evaluation of the potential improvements in seismic disturbance rejection to be obtained by using active variable damping control in a structure. Using the responses to seismic excitation of an optimally controlled variable structure and of a minimax optimally designed fixed structure, we obtain an upper bound on the achievable performance and a lower bound on the acceptability of a control system for a variable damping structure.

Our numerical experiments suggest the following three conclusions:

(i) A minimax optimal designed structure gives very good seismic disturbance suppression, not only for the earthquakes used in its design, but also, for other earthquakes of similar intensity.

(ii) The use of variable structure control is not likely to result in smaller maximum interstory drifts than exhibited by a fixed minimax designed structure. However, the use of variable structure control may be somewhat more effective in in the reduction of peak and average accelerations. Overall, controlled variable structures are likely to perform best when the earthquakes are moderate to severe, and at sites, such as landfills and dry lake beds, where resonances can be expected, but the resonance frequency cannot be estimated in advance.

(iii) The gap between the upper and lower bounds is rather small, which makes designing a feedback law that results in performance superior to that of a minimax designed structure, very difficult. The best choice appears to be in the form of a continuous moving horizon control law, using a horizon of under 0.2 seconds. An implementation of such a control law will require determination whether local ground motion can be predicted up to 0.2 sec. ahead, using ground motion monitoring sensors located a small distance away from the site.
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1. Introduction

The problem of controlling seismically excited vibrations in a terrestrial structure has features that make it significantly different from the problem of controlling vibrations in a structure caused by wind loading, or traffic, or from controlling vibrations in a flexible space structure caused by docking maneuvers or space debris impacts. Seismic disturbances are of short duration, they are potentially of destructive intensity, and their occurrences are separated by long periods of quiescence. In addition, since seismic loading is applied only to the base of a structure, many of the methods of generating control forces for the elimination of wind loading and other types of excitation are not very effective in dealing with seismic disturbances.

The use of passive/active control to reduce the damage caused by earthquakes to buildings and other structures has become an area of considerable theoretical interest. There are several recent collections of papers on structural control [Lei.1, Lei.2, Cho.1, Wen.1] and many articles containing descriptions of control techniques applicable to the seismic damage control problem. For a representative sample of papers dealing with the control of structures subject to wind, traffic, and earthquake disturbances, see, e.g., [Abd.1, Cha.1, Kel.1, Mar.1, Kob.1,2, Mas.1, Roo.1, Yan.2 Yao.1], as well as the overview paper by T. T. Soong et al [Soo.2]. The recent text by T. T. Soong [Soo.1] demonstrates that the field of structural control is reaching a certain level of maturity. An interesting aspect of the research on the control of terrestrial structures is the range of actuation options that are being considered, such as active base isolation systems (see, e.g., [Kel.1]), the use of active tendons (see, e.g. [Roo.1]), active mass damping systems (see e.g., [Cha.1, Kob.2]), semi-active impact damping systems (see e.g., [Deh.1]) and active variable structure control [Kob.1].

The control laws used in structural control often make use of state feedback in the form of instantaneous optimal control laws, based on the minimization of linear quadratic cost functions (see, e.g. [Yan.3, Soo.1, Che.1, Sat.1]), independent modal control, (see, e.g. [Mei.1, Yan.4, Mar.1]), pole assignment (see, e.g. [Abd.2]), sliding regimes (see, e.g. [Wan.1]), bang-bang control (see, e.g. [Kaw.1]), Lyapunov function based methods (see, e.g. [Lee.1, Kel.1]), and pulse control (see, e.g. [Deh.1, Pru.1, Mas.1]).

For reasons of reliability, the energy for operating the control system of a seismic resistant structure, ought to be stored locally. The actuator choices have a considerable impact both on the energy consumption and on the potential effectiveness of the resulting control system. For many active control schemes, such as active base isolation and active tendons, because of the enormous weight of a multistoried structure, the energy requirements can be very large indeed, and hence the development of safe energy storage methods for these types of actuators remains an open problem. The actuators proposed in [Deh.1, Kob.1] are distinguished by the fact that they use very little energy, which is highly desirable, but they raise the question as to how effectively one can control a structure without applying considerable external forces.
1. Introduction

Since in a variable structure one cannot apply external control forces, the function of a variable structure control system is to produce an impedance mismatch between the ground motion and the structure, so as to minimize the amount of ground motion energy that gets pumped into the structure. The success of such a control law, therefore, is bound to depend considerably on the spectral properties of the ground motion. The purpose of this study is to establish the capabilities of control laws for variable damping structures as well as for the simple variable stiffness structure proposed in [Kob.1].

In section 2.1, we present a model of the planar variable damping structure that we wish to study. Since the differential equations describing this model are stiff, simulations using this model are rather time consuming. We therefore proceed to develop a simplified model that may be useful for use in various preliminary studies, involving the use of sampled-data control laws. In Section 2.2, we examine the behavior of the most drastic simplification of our model, in which the mass of the auxiliary structure is neglected, and the variable dampers are assumed to function as on-off clamps only. In the process we examine the behavior of the original variable stiffness configuration proposed in [Kob.1], in which an auxiliary structure is connected to a main structure by means of controllable clamps, i.e., the stiffness variation is of the on-off variety. We show by analysis that, when operated in sampled-data relay mode, when the sampling period goes to zero, such a structure can be made to approximate a structure with stiffness values that lie anywhere in the convex hull of those of the main structure and the all-clamped structure. However, our experimental studies show that a variable structure, that is operated in sampled-data relay mode, exhibits very sharp, short duration acceleration peaks. Since these may cause buckling, the use of such a control method in practice may be problematic. We therefore abandoned this model, and, in Section 2.3, we construct a somewhat more sophisticated simplified model, in which the mass of the auxiliary structure is still neglected, so as to avoid creating stiff differential equations, but the on-off clamp action of the variable dampers is replaced by a smoothed out action. This model turned out to be adequate for use in preliminary studies, but not good enough to replace the original model entirely.

In Section 3, we establish performance bounds for a controlled variable damping structure. We begin in Section 3.1 by choosing an energy-based performance criterion that is close in spirit to the quadratic criteria used in many feedback laws. In Section 3.2, we then establish upper bounds on achievable performance for five well known earthquakes by determining the response of a variable damping structure with optimal damping modulation (using an algorithm from [Bak.1]), that is computed under the unrealistic assumption that the ground motion is known in advance. Then, in Section 3.3, we use an optimization algorithm (see [Pol.1,2]) to compute fixed damping coefficients that are minimax optimal, for our energy criterion, with respect to four of the earthquakes considered. The fifth, the El Centro 1940, earthquake was left out to be used as a control case, to determine whether a structure that has been minimax tuned for a given set of earthquakes performs well on other earthquakes. The performance of this minimax designed fixed structure determines a lower acceptable performance bound.
1. Introduction

Since the performance gap between the unrealistic optimally controlled structure and the minimax designed structure was found to be small, we decided to explore only the behavior of moving horizon control laws (see, e.g. [Pol.3]), since they have the best chance of giving behavior that falls in the gap between our upper and lower performance bounds. In Section 4, we present our moving horizon control laws: the first is of the sampled-data type, while the second one is a continuous control law.

In Section 5 we evaluate our numerical results. First, we found that the correlation between our energy criterion and such basic requirements as keeping interstory drifts within prescribed bounds and floor accelerations small, was adequate, though by no means exact. Second, we found that the minimax designed structure performed very well, even on the El Centro 1940 earthquake that was not used in its computations. Finally, we found that the use of a continuous moving horizon control law, with an accurate, 0.2 sec. prediction of the ground motion is capable of yielding performance that is better than our minimax design.

Our concluding thoughts are presented in Section 6. In particular, we arrive at two conclusions. The first is that sophisticated minimax design (see, e.g., [Pol.1,2]), taking a fairly small number of ground motions into account, is likely to yield structures that withstand seismic disturbances much better than structures designed by standard techniques. The second conclusion is that controlled variable structures are likely to perform best at sites, such as landfills and dry lake beds, where resonances can be expected, but the resonance frequency cannot be estimated in advance.

2. System Models for Numerical Experimentation

As we will see, the natural model for a variable structure is numerically stiff, and hence numerical experiments using this model are rather time consuming. We will therefore develop a simplified model which results in much reduced simulation times and which is adequate for the tedious preliminary numerical experiments that we need to perform in order to establish effective weights in our cost function. As we will see, the simplest model that one can propose has nice theoretical properties, but does not sufficiently accurately model the acceleration response. Hence, a somewhat more complex, but still numerically well conditioned, simplified model had to be adopted.

2.1. Variable Structure System Model

We will consider the control of a planar variable three story structure consisting of a main structure and an auxiliary structure that are linked through variable damping elements, as shown in Fig. 2.1.1. We will assume that the mass of the main structure is concentrated in its floors, and that the mass of the auxiliary structure is concentrated at the points of connection of the auxiliary structure to the variable dampers. Hence our mathematical model corresponds to the situation in Fig. 2.1.2.
We will model the variable structure, as a planar structure with horizontal displace­ments only, in terms of absolute coordinates, as follows:

\[
M \ddot{x}(t) + C \dot{x}(t) + Kx(t) + \sum_{i=1}^{3} \mu_i(t) U_i \dot{x}(t) = C_{\text{ex}} \dot{x}_g(t) + K_{\text{ex}} x_g(t), \quad (2.1.1a)
\]

where the vector \( x \in \mathbb{R}^6 \) is given by

\[
x(t) = (x^1(t), x^2(t), x^3(t), x^4(t), x^5(t), x^6(t)), \quad (2.1.1b)
\]

where the \( x^i(t), i = 1, 2, 3 \), are the absolute displacement of the floors of the main
structure, the $x^i_a(t)$, $i = 1, 2, 3$, are the absolute displacement of the masses of the auxiliary structure, $M$ is the mass matrix, $C$ is the fixed damping matrix, $K$ is the stiffness matrix, $\mu^i(t)$, $i = 1, 2, 3$, are the variable damper coefficients, $U_i$, $i = 1, 2, 3$, are location matrices for the variable dampers, $J_e$ is a $6 \times 1$ vector with each element equal to 1, and $x_g(t)$ and $\dot{x}_g(t)$ are ground motion and ground velocity obtained from an earthquake record. We assume that at rest the positions of the floors and of the auxiliary masses are zero, in absolute coordinates.

The parameter values for our model are given in Table 2.1.1, where $i = 1, 2, 3$.

Next, defining the state vector $z \in \mathbb{R}^{12}$ by $z(t) = (x(t), x(t))$, and $e(t) \in \mathbb{R}^2$ by $e(t) = (x_g(t), x_g(t))$, equation (2.1.1) can be rewritten in the canonical state space form

$$
\ddot{z}(t) = Az(t) + \sum_{i=1}^{3} u^i(t)B_i z(t) + De(t).
$$

(2.1.2)

This system of differential equations turns out to be rather stiff, particularly when the variable damping coefficients are high, because the mass of the auxiliary structure is much smaller than the mass of the main structure. Hence numerical simulation times tend to be rather high. Therefore, in the next two subsections, we will attempt to develop a simplified, numerically well conditioned model that can be used in early stages of control system design.

| $M^i_s$ | $2.0 \times 10^5$ kg |
| $M^2_s$ | $1.2 \times 10^5$ kg |
| $M^3_s$ | $1.2 \times 10^5$ kg |
| $K^1_s$ | $1.96 \times 10^7$ N/m |
| $K^2_s$ | $1.96 \times 10^7$ N/m |
| $K^3_s$ | $2.45 \times 10^7$ N/m |
| $\mu^i_s$ | $0.004K^i_s$ N s/m |
| $M^i_a$ | $1.0 \times 10^4$ Kg |
| $K^i_a$ | $9.8 \times 10^7$ N/m |
| $\mu^i_a$ | $0.004K^i_a$ N s/m |

Table 2.1.1. Parameter Values for Variable Structure.
2.2. Simplified Variable Structure System Model I

Since one of the control laws that we propose to explore is a moving horizon sampled-data control law, we begin by exploring a simplification of the model (2.1.1), in which the mass of the auxiliary structure is neglected, and the variable dampers are modeled as on-off clamps. We will present a theoretical analysis that displays the capabilities of the resulting variable structure with a sampled-data clamp switching law, as well as a set of numerical experiments, designed to evaluate the validity of this simplified model of the dynamics and control action.

Consider the simple structure in Fig. 2.1.1, and suppose that the variable dampers act as on-off clamps. Since each clamp can be either open or closed, at each point of time, the behavior of the structure is determined by one of the eight possible combinations of the clamp states. To keep track of this situation, we introduce the clamping vector \( c(t) \in \mathbb{R}^3 \), \( t \geq 0 \), with the components \( c_i(t) \), \( i = 1, 2, 3 \), assuming only the values of 0 or 1, i.e., \( c(t) \in \mathbb{C} \), where

\[
C \triangleq \begin{bmatrix}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{bmatrix}.
\]  

(2.2.1)

When \( c^i(t) = 1 \), the \( i \)-th clamp is closed, otherwise it is open. We will assume that \( c(t) \) can only change at the sampling times \( kT \), \( k = 0, 1, 2, 3, \ldots \), where \( T \) is the sampling period.

Hence, using coordinates relative to the inertial frame (i.e., absolute coordinates), for \( t \geq 0 \), to indicate the dependence of the motion of the system on the clamping vector \( c(t) \), we will denote the resulting position of the \( i \)-th mass of the main structure by \( x^i_s(t, c) \), \( i = 1, 2, 3 \), and the position of the \( i \)-th clamp by \( x^i_a(t, c) \), \( i = 1, 2, 3 \). Finally, let \( x^4_s(t, c) \triangleq x^g_s(t) \), the absolute position of the ground. We assume that the absolute ground motion is caused by a seismic disturbance, and that it is at least twice continuously differentiable.

Next, for \( i = 1, 2, 3 \), let

\[
\Delta x^i_s(t, c) \triangleq x^i_s(t, c) - x^{i+1}_s(t, c),
\]  

(2.2.2a)

\[
\Delta x^i_a(t, c) \triangleq x^i_a(t, c) - x^{i+1}_a(t, c),
\]  

(2.2.2b)

\[
\Delta x^i_a(t, c) \triangleq x^i_a(t, c) - x^{i+1}_a(t, c),
\]  

(2.2.2c)

\[
c^0(t) = \Delta x^0_s(t, c) = \Delta x^0_a(t, c) = \Delta x^0_a(t, c) = 0,
\]  

(2.2.2d)

\[
K^0_s = \mu^0_s = K^0_a = \mu^0_a = 0,
\]  

(2.2.2e)

where the last two relations are introduced so as to make it possible for us to write down
the equations of motion of the controlled structure in compact form, as follows.

**main structure.** For $i = 1, 2, 3$,

$$M_i \ddot{x}_i(t, c) + (\mu_i + c^i(t))\mu_i \dot{x}_i(t, c) + K_i \Delta x_i(t, c) + c^i(t)K_i \Delta x_i(t, c)$$

$$= (\mu_i^{i-1} + c^{i-1}(t)\mu_i^{i-1})\Delta x_i^{i-1}(t, c)$$

$$+ K_i^{i-1}\Delta x_i^{i-1}(t, c) + c^{i-1}(t)K_i^{i-1}\Delta x_i^{i-1}(t, c),$$

(2.2.3a)

**auxiliary structure.** For $i = 1, 2, 3$,

$$\dot{x}_a^i(t, c) = c^i(t)\dot{x}_a^i(t, c) + (1 - c^i(t))[\dot{x}_a^{i+1}(t, c) - \frac{K_a^i}{\mu_a^i}\Delta x_a^i(t, c)].$$

(2.2.3b)

We assume that

$$x_i^i(0) = \dot{x}_i^i(0) = 0, \quad i = 1, 2, 3, 4,$$

(2.2.3c)

$$x_a^i(0) = \dot{x}_a^i(0) = 0, \quad i = 1, 2, 3,$$

(2.2.3d)

and that the ground motion $(x_g(t), \dot{x}_g(t))$ is given.

If we define the state vector $z \in \mathbb{R}^9$ by

$$z(t) \triangleq (x_s^1(t), x_s^2(t), x_s^3(t), \dot{x}_s^1(t), \dot{x}_s^2(t), \dot{x}_s^3(t), x_a^1(t), x_a^2(t), x_a^3(t)),$$

(2.2.3e)

and define the ground excitation function $e(t) \triangleq (x_g(t), \dot{x}_g(t))$, then we conclude from (2.2.2a), (2.2.2b) that $z(t)$ satisfies a differential equation of the form

$$\dot{z}(t) = A(c(t))z(t) + B(c(t))e(t),$$

(2.2.4a)

where the matrices $A(c(t))$ and $B(c(t))$ have the form

$$A(c(t)) = A_0 + \sum_{i=1}^3 c^i(t)A_i,$$

(2.2.4b)

$$B(c(t)) = B_0 + c^3(t)B_3,$$

(2.2.4c)

where the matrices $A_i, i = 0, 1, 2, 3,$ and $B_0, B_3$ are constant. Note that although the clamp status $c(t)$ is not necessarily continuous, by the fundamental theorem of differential equations, the state trajectory $z(t)$ is continuous.

To establish the potential capability of a variable damping-stiffness structure, we will show that the use of a relay clamp switching law enables us to endow the structure with any dynamics in a certain set. For this purpose, we assume that we need to analyze the behavior of the structure over the time interval $[0, T_f]$, and that our relay clamp switching law is based on a sampling time $T \triangleq T_f/NM$, where $N$ and $M$ are positive integers such that $[0, T_f]$ can be divided into $N$ intervals $I_k = [kMT, (k+1)MT)$, for $k = 0, 1, \ldots, N-1$. The clamping function $c(t)$ then has the property that each of the
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components $c^i(t)$ is constant over each sample period $kT, (k+1)T)$ where $k \in \{0, 1, \ldots, NM-1\}$. We then define the modulation function $m : \mathbb{R} \rightarrow [0, 1]^3$, by

$$m^i(t) = p^i_k/M, t \in I_k, \ i = 1,2,3, \ k = 0, 1, \ldots, N-1,$$  

where $0 \leq p^i_k \leq M$ is the number of subintervals in $I_k$ for which the clamp connected to floor $i$ is closed, (ie., $c^i(t) = 1$).

Now consider the "averaged" dynamics:

$$\dot{z}_{av}(t) = A_{av}(t)z_{av}(t) + B_{av}(t)e(t),$$  

where

$$A_{av}(t) = A_0 + \sum_{i=1}^{3} m^i(t)A_i,$$  

$$B_{av}(t) = B_0 + m^3(t)B_3.$$  

Let $\delta A_i(t) \triangleq [c^i(t) - m^i(t)]A_i, \ i = 1, 2, 3,$ and $\delta B_3(t) \triangleq [c^3(t) - m^3(t)]B_3$. Then, assuming that $z(0) = z_{av}(0) = 0$, we find that for $t \in [0, T_f]$,

$$z(t) - z_{av}(t) = \int_0^t [A(c(s))z(s) - A_{av}(s)z_{av}(s)] + (B(c(s)) - B_{av}(s))e(s)]ds$$

$$= \int_0^t A_{av}(s)[z(s) - z_{av}(s)] ds$$

$$+ \int_0^t [A(c(s)) - A_{av}(s)]z(s) ds$$

$$+ \int_0^t [B(c(s)) - B_{av}(s)]e(s) ds.$$  

Now,

$$A(c(s)) - A_{av}(s) = \sum_{i=1}^{3} \delta A_i(s),$$  

and

$$B(c(s)) - B_{av}(s) = \delta B_3(s).$$  

Note that for any interval $I_k, k = 0, 1, \ldots, N-1,$ and $i = 1,2,3,$

$$\int_{kMT}^{(k+1)MT} [c^i(s) - m^i(s)]A_i z(kMT)ds = [p^i_kT - MT(p^i_k/M)]A_i z(kMT) = 0.$$  

Now, let $L_z$ be the Lipschitz constant for $z(\cdot)$ on $[0, T_f]$, and $K_a < \infty$ be a constant such that $|A_i| \leq K_a$ for $i = 1, 2, 3$. Then for $k = 0, 1, \ldots, N-1$, and $i = 1, 2, 3$,

$$\int_{kMT}^{(k+1)MT} \delta A_i(s)z(s)ds \leq \int_{kMT}^{(k+1)MT} K_a \delta A_i(s)z(s)ds$$

$$+ \int_{kMT}^{(k+1)MT} K_a L_z ds \leq K_a L_z M^2 T^2.$$  

For any $t \in [0, T_f]$, there exists $r \in \mathbb{N}$, $0 \leq r \leq N-1$ such that $rMT \leq t \leq (r+1)MT$ and
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hence,

\[ \| t^{(k+1)}MT_z(s)ds \| \leq \sum_{k=0}^{r-1} \sum_{i=1}^{3} \| \delta A_i(s)z(s)ds \| + \sum_{i=1}^{3} \| \delta A_i(s)z(s)ds \| \]

\[ \leq 3rK_aL_zM^2T^2 + 3(t - rMT)K_aK_z \]

\[ \leq 3NK_aL_zM^2T^2 + 3MTK_aK_z \]

\[ = 3MTK_a[L_zT_f + K_z], \tag{2.2.7f} \]

where \( K_z < \infty \) is such that \( \| t_z(t) \| \leq K_z \) for all \( t \in [0, T_f] \). Similarly, with \( L_e \) the Lipschitz constant for \( e(\cdot) \) on \( [0, T_f] \), \( K_b < \infty \) such that \( \| B_j \| \leq K_b \), and \( K_e < \infty \) such that \( \| e(t) \| \leq K_e \) for all \( t \in [0, T_f] \), we get that

\[ \| t^{(k)}B(c(s))e(s)ds \| \leq MTK_b[L_eT_f + K_e]. \tag{2.2.7g} \]

Next, since \( \| A_{av}(t) \| \) is bounded for all \( t \), we can assume that there exists a constant \( K_{av} < \infty \) such that \( \| A_{av}(s) \| \leq K_{av} \) for all \( s \in [0, T_f] \), and setting \( K = 3K_a[L_zT_f + K_z] + K_b[L_eT_f + K_e] \), we conclude from (2.2.7a), (2.2.7f), and (2.2.7g) that

\[ \| t_z(t) - z_{av}(t) \| \leq K_{av}\int_0^t \| t_z(s) - z_{av}(s) \| ds + KMT, \tag{2.2.7h} \]

It now follows from the Bellman-Gronwall Lemma that

\[ \| t_z(t) - z_{av}(t) \| \leq KMTe^{-K_{av}T_f} = K\frac{T_f}{N}e^{K_{av}T_f}, \tag{2.2.7i} \]

where we have used the fact that \( MNT = T_f \).

Thus we see that as the number of samples \( N \), in \([0, T_f]\), goes to infinity, the behavior of the relay clamp switched structure becomes the same as that of the averaged dynamics. Note that the error between the true and averaged dynamics does not necessarily go to zero as the sample size, \( T \), goes to zero. In the case where \( N \) remains bounded, we have only shown a fixed upper bound on the error. However, when both \( N \) and \( M \) go to infinity, in the limit, the error goes to zero and the modulation function \( m(t) \) can attain any value in a dense subset of \([0, 1]\). In the special case where \( m(t) = m^* \) is constant, the relay clamp switched structure behaves as a linear system with dynamics defined by \( m^* \).

**Numerical evaluation of the model.** We carried out a numerical experiment using the model in this section so as to determine its validity. We used a sampling time \( T = 0.2 \) seconds, a final time \( T_f = 5 \) seconds, the earthquake ground motion supplied by the El Centro 1940 record, and a command signal constructed using a simple moving
horizon control law. Plots of the resulting accelerations of the floors of the main structure, and the clamping vector \(c(t)\), are shown in Fig. 2.2.1 and Fig. 2.2.2. Note that all plots included in this report follow the convention that the solid line refers to floor 1 (top) of the structure, or to the first component of the vector being plotted; the dashed line refers to floor 2 (middle) of the structure, or to the second component of the vector being plotted; and the dotted line refers to floor 3 (ground) of the structure, or to the third component of the vector being plotted. Referring to Fig. 2.2.1 and Fig. 2.2.2, we see large, short duration acceleration peaks that occur at the clamp opening and closing times. The reason for the acceleration peaks is that the opening and closing of a clamp causes impulsive forces to act on the main and auxiliary structures. Since large acceleration peaks may cause buckling failure in the structure, we will adopt a law for switching the dampers that is gradual, for use in sampled-data relay control. This results in a modified structural model that we will present in the next subsection.

2.3 Simplified Variable Structure System Model II

The numerical results presented in the last section indicate that even for preliminary studies, a more sophisticated model than the one presented in Section 2.2, for the structural system, is required. We will therefore replace the clamps by variable dampers whose damping coefficients can be varied from \(0.0 \, N \, sec/m\) to \(\mu_{\text{max}} = 1.96 \times 10^8 \, N \, sec/m\). As in Section 2.2, we will assume that the command signal \(c(t) \in \mathbb{R}^3\) takes values in the set \(C\), defined in (2.2.1), and that it can only change at the sampling times \(kT, k = 0, 1, 2, 3, \ldots\), where \(T\) is the sampling period. Since the damping coefficients depend on the command signal, we will denote them by \(\mu_c^i(t), i = 1, 2, 3\), and we will assume that they respond to the command signal, \(c(t)\), as follows:

\[
\mu_c^i(t) = \begin{cases} 
\mu_{\text{max}}((t - kT)/T_c)^r & \text{for } t \in [kT, kT + T_c] \\
\mu_{\text{max}} & \text{for } t \in (kT + T_c, (k+1)T), 
\end{cases}
\]  

(2.3.1a)

if \(c^i(kT - \varepsilon) = 0\) and \(c^i(kT) = 1\) (with \(\varepsilon \in (0, T)\));

\[
\mu_c^i(t) = \begin{cases} 
\mu_{\text{max}}(1 - (t - kT)/T_c)^r & \text{for } t \in [kT, kT + T_c] \\
0 & \text{for } t \in (kT + T_c, (k+1)T), 
\end{cases}
\]  

(2.3.1b)

if \(c^i(kT - \varepsilon) = 1\) and \(c^i(kT) = 0\);

\[
\mu_c^i(t) = 0, \text{ for } t \in [kT, (k + 1)T),
\]  

(2.3.1c)

if \(c^i(kT - \varepsilon) = 0\) and \(c^i(kT) = 0\); and, finally,

\[
\mu_c^i(t) = \mu_{\text{max}}, \text{ for } t \in [kT, (k + 1)T),
\]  

(2.3.1d)

if \(c^i(kT - \varepsilon) = 1\) and \(c^i(kT) = 1\). The exponent \(r \in \mathbb{N}\) will be chosen on the basis on
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The introduction of a variable damper modifies the equations of motion (2.2.3a,b) as follows.

**main structure.** For \( i = 1, 2, 3, \)

\[
M_\nu^i \ddot{x}_\nu^i(t, c) + K^i \Delta x^i(t, c) + \mu_\nu^i \Delta \dot{x}_\nu^i(t, c) + \mu_c^i(t)(\dot{x}_c^i(t, c) - \dot{x}_\alpha^i(t, c)) = K^i \Delta x^{i-1}(t, c) + \mu_\nu^{i-1} \Delta \dot{x}_\nu^{i-1}(t, c) + \mu_a^{i-1} \Delta \dot{x}_\alpha^{i-1}(t, c),
\]

(2.3.2a)

**auxiliary structure.** For \( i = 1, 2, 3, \)

\[
\mu_c^i(t)(\dot{x}_c^i(t, c) - \dot{x}_\alpha^i(t, c)) = \mu_\nu^i \Delta \dot{x}_\nu^i(t, c) + K_c^i(t, c),
\]

(2.3.2b)

Let \( \mu_c(t) = (\mu_c^1(t), \mu_c^2(t), \mu_c^3(t)) \) be the vector of damping coefficients corresponding to the three clamps. As before, by defining the state vector \( z \in \mathbb{R}^9 \) by

\[
z(t) = (x_c^1(t), x_c^2(t), x_c^3(t), \dot{x}_c^1(t), \dot{x}_c^2(t), \dot{x}_c^3(t), x_\nu^1(t), x_\nu^2(t), x_\nu^3(t)),
\]

(2.3.2c)

and the ground motion function \( e(t) = (x_g(t), \dot{x}_g(t)) \), then from (2.3.2a,b), we can show that \( z(t) \) satisfies a differential equation of the form

\[
\dot{z}(t) = \tilde{A}(\mu(t, c))z(t) + \tilde{B}(\mu_c(t))e(t),
\]

(2.3.3a)

where the matrices \( \tilde{A}(\mu_c(t)) \) and \( \tilde{B}(\mu_c(t)) \) have the form

\[
\tilde{A}(\mu_c(t)) = A_0 + \sum_{i=1}^{3} \tilde{A}_i(\mu_c^i(t)),
\]

(2.3.3b)

\[
\tilde{B}(\mu_c(t)) = B_0 + \tilde{B}_3(\mu_c^3(t)),
\]

(2.3.3c)

where the matrices \( \tilde{A}_i(\cdot), i = 1, 2, 3, \) and \( \tilde{B}_3(\cdot) \) are nonlinear, continuously differentiable functions of the damping coefficients \( \mu_c^i(t) \), and \( A_0 \) and \( B_0 \) are defined as in Section 2.2.

The matrices \( \tilde{A}_i(\mu_c^i(t)), i = 1, 2, 3, \) have the property that \( \tilde{A}_i(0) = 0 \) and \( \tilde{A}_i(\mu_c^i(t)) \to A_i \) as \( \mu_c^i(t) \to \infty \). Also, \( \tilde{B}_3(0) = 0 \) and \( \tilde{B}_3(\mu_c^3(t)) \to B_3 \) as \( \mu_c^3(t) \to \infty \). Hence, in the limit, as the damping coefficients corresponding to the clamps go to 0 or \( \infty \), the model given in (2.3.3a) becomes identical to that of (2.2.4a) with the corresponding clamp status set to 0 or 1 respectively.

Since the damping vector \( \mu_c(t) \) is continuous, the matrices \( \tilde{A}(\mu_c(\cdot)) \) and \( \tilde{B}(\mu_c(\cdot)) \) are continuous functions of time, and by the fundamental theorem of differential equations, we see that both the state trajectories \( z(t) \) and their derivatives \( \dot{z}(t) \) are continuous for all \( t \in [0,T_f] \).

Two issues still remain before the new model is completely specified. These are choosing an appropriate clamp transition time, \( T_c \), and an exponent \( r \) for the damper response law in (2.3.1a,b). We carried out numerical experiments using the model in this section so as to establish reasonable values for these parameters. Once again, we used a
sampling time $T = 0.2$ seconds, a final time $T_f = 5$ seconds, the earthquake ground motion supplied by the El Centro 1940 record, and a command signal constructed using a simple moving horizon control law.

**exponent for damper response law** $r$. We set $T_c = 0.9T$, which gives a sufficiently long clamp transition time to investigate the effects of different values of $r$ in (2.3.1a,b). We found that $r = 4$ gave the most gradual transition, with smaller values of $r$ resulting in most of the smoothing action occurring in the first fifth of the transition time, while larger values resulted in the smoothing action occurring in the last fifth of the transition time.

**transition time** $T_c$. To determine if the value $T_c = 0.9T$ should be replaced by another value, we carried out simulations using $T_c = \alpha T$, where $\alpha \in [0,1)$, for several values of $\alpha$. It was observed that as $\alpha$ becomes larger, the acceleration peaks in the response of the controlled structure become smaller. For example, see Figures 2.3.1 - 2.3.3, where Figure 2.3.1 shows the resulting accelerations using $\alpha = 0.0$, Figure 2.3.2 shows the accelerations for $\alpha = 0.5$, and Figure 2.3.3 shows the accelerations for $\alpha = 0.9$.

We define the peak acceleration magnitude vector $\ddot{x}_{\text{peak}}$ by

$$\ddot{x}_{\text{peak}} \triangleq (\max_{t \in [0,T_f]} |\ddot{x}_1(t)|, \max_{t \in [0,T_f]} |\ddot{x}_2(t)|, \max_{t \in [0,T_f]} |\ddot{x}_3(t)|), \quad (2.3.4a)$$

the average acceleration vector $\ddot{x}_{\text{avg}}$ by

$$\ddot{x}_{\text{avg}} \triangleq (1/T_f)\int_0^{T_f} |\ddot{x}_1(t,c)| \, dt, (1/T_f)\int_0^{T_f} |\ddot{x}_2(t,c)| \, dt, (1/T_f)\int_0^{T_f} |\ddot{x}_3(t,c)| \, dt, \quad (2.3.4b)$$

and the maximum interstory drift vector $x_d$ by

$$x_d \triangleq (\max_{t \in [0,T_f]} |\Delta x_1(t,c)|, \max_{t \in [0,T_f]} |\Delta x_2(t,c)|, \max_{t \in [0,T_f]} |\Delta x_3(t,c)|). \quad (2.3.4c)$$

Referring to Table 2.3.1, we see that both the peak and average accelerations become smaller as $\alpha$ increases.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\dddot{x}_{\text{peak}}^1$</th>
<th>$\dddot{x}_{\text{peak}}^2$</th>
<th>$\dddot{x}_{\text{peak}}^3$</th>
<th>$\dddot{x}_{\text{avg}}^1$</th>
<th>$\dddot{x}_{\text{avg}}^2$</th>
<th>$\dddot{x}_{\text{avg}}^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>575</td>
<td>1025</td>
<td>1200</td>
<td>103.9</td>
<td>164.6</td>
<td>232.7</td>
</tr>
<tr>
<td>0.5</td>
<td>550</td>
<td>800</td>
<td>550</td>
<td>113.0</td>
<td>149.7</td>
<td>128.4</td>
</tr>
<tr>
<td>0.9</td>
<td>440</td>
<td>460</td>
<td>410</td>
<td>102.0</td>
<td>109.5</td>
<td>132.6</td>
</tr>
</tbody>
</table>

Table 2.3.1. Effect of $\alpha$ on Peak and Average Accelerations.

Hence, our results seem to indicate that better performance in terms of reducing the accelerations of the floors of the structure can be obtained through the use of longer transition times. This result is quite important since it indicates that it may not be necessary to develop faster switching dampers in order to improve the response of the controlled structure. In the remaining simulations, we used the value $\alpha = 0.9$. 


2.3 Simplified Variable Structure System Model II

In order to determine whether the simplified model considered in this section can always be used in numerical experiments in place of the original system model, simulations were performed using both models and identical command signals and ground motion records. The command signals were generated using a simple moving horizon sampled-data control law with sampling period \( T = 0.2 \) seconds, and the earthquake ground motions are given by the El Centro (1940) (EC), Kern County (1952) (KC), Puget Sound (1965) (PS), San Fernando (1971) (SF), and Western Washington (1949) (WW) records. A comparison of the peak interstory drifts is given in Table 2.3.2; a comparison of the peak accelerations is given in Table 2.3.3; and a comparison of average accelerations is given in Table 2.3.4.

<table>
<thead>
<tr>
<th>Quake</th>
<th>( x_d^1 )</th>
<th>( x_d^2 )</th>
<th>( x_d^3 )</th>
<th>( x_d^1 )</th>
<th>( x_d^2 )</th>
<th>( x_d^3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>EC</td>
<td>1.15</td>
<td>1.90</td>
<td>1.80</td>
<td>1.13</td>
<td>1.99</td>
<td>1.89</td>
</tr>
<tr>
<td>KC</td>
<td>1.70</td>
<td>2.90</td>
<td>3.00</td>
<td>1.79</td>
<td>2.92</td>
<td>3.22</td>
</tr>
<tr>
<td>PS</td>
<td>1.40</td>
<td>1.65</td>
<td>1.20</td>
<td>1.42</td>
<td>1.81</td>
<td>1.42</td>
</tr>
<tr>
<td>SF</td>
<td>1.00</td>
<td>1.65</td>
<td>1.00</td>
<td>0.97</td>
<td>1.73</td>
<td>1.37</td>
</tr>
<tr>
<td>WW</td>
<td>1.40</td>
<td>2.00</td>
<td>1.40</td>
<td>1.38</td>
<td>2.13</td>
<td>1.41</td>
</tr>
</tbody>
</table>

Table 2.3.2. Comparison of Peak Interstory Drifts (cm).

<table>
<thead>
<tr>
<th>Quake</th>
<th>( \dddot{x}_d^1 )</th>
<th>( \dddot{x}_d^2 )</th>
<th>( \dddot{x}_d^3 )</th>
<th>( \dddot{x}_d^1 )</th>
<th>( \dddot{x}_d^2 )</th>
<th>( \dddot{x}_d^3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>EC</td>
<td>625</td>
<td>475</td>
<td>525</td>
<td>566</td>
<td>358</td>
<td>350</td>
</tr>
<tr>
<td>KC</td>
<td>525</td>
<td>450</td>
<td>475</td>
<td>481</td>
<td>396</td>
<td>271</td>
</tr>
<tr>
<td>PS</td>
<td>390</td>
<td>360</td>
<td>375</td>
<td>384</td>
<td>361</td>
<td>362</td>
</tr>
<tr>
<td>SF</td>
<td>380</td>
<td>510</td>
<td>400</td>
<td>397</td>
<td>380</td>
<td>372</td>
</tr>
<tr>
<td>WW</td>
<td>275</td>
<td>220</td>
<td>380</td>
<td>289</td>
<td>243</td>
<td>284</td>
</tr>
</tbody>
</table>

Table 2.3.3. Comparison of Peak Accelerations (cm/sec^2).
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<table>
<thead>
<tr>
<th>Quake</th>
<th>simplified model</th>
<th>original model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\dddot{x}_{avg}$</td>
<td>$\dddot{x}_{avg}$</td>
</tr>
<tr>
<td>EC</td>
<td>83.7</td>
<td>79.6</td>
</tr>
<tr>
<td>KC</td>
<td>79.0</td>
<td>74.1</td>
</tr>
<tr>
<td>PS</td>
<td>67.7</td>
<td>73.3</td>
</tr>
<tr>
<td>SF</td>
<td>70.7</td>
<td>62.3</td>
</tr>
<tr>
<td>WW</td>
<td>36.6</td>
<td>37.8</td>
</tr>
</tbody>
</table>

Table 2.3.4. Comparison of Average Accelerations ($cm/sec^2$)

In general, the simulations using the simplified model exhibit higher accelerations and lower interstory drifts than the simulations using the original model. These differences are too significant to ignore, and hence the simplified model can be used in preliminary experiments, but for final results, the original model must be used.

3. Estimation of Performance Bounds

Since the control system for an actively controlled variable structure cannot impart energy to the structure, it is not clear, a priori, what is its potential for earthquake damage mitigation. Hence, before attempting to develop control laws, we will establish upper and lower bounds on its performance. The upper bounds will be established using optimal control laws under the assumption that the earthquake ground motion is known in advance. A lower bound on acceptable performance will be obtained by carrying out a minimax optimal design that assigns fixed values to the variable dampers, on the basis of the histories of a fixed number of earthquakes. The first step in obtaining performance bounds is the development of a performance criterion that captures the essential performance requirements of interstory drift and acceleration limitation, and that is natural for use in moving horizon, as well as instantaneous optimal, feedback control laws.

3.1. Development of a Performance Criterion

We will assume that minimal performance requirements for a structure subjected to earthquakes, scaled to have the same peak velocity as the El Centro (1940 S00E) earthquake, are as specified in Table 3.1.1, which states maximum allowable deformations and shear forces that the structure can withstand before it breaks. In Table 3.1.1, $D_{max}$ denotes the maximum allowable interstory drift, in cm, $SF_{max}$ denotes the maximum allowable shear force, in N, and $CF_{max}$ denotes the maximum allowable force on the damper, in N.
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<table>
<thead>
<tr>
<th></th>
<th>Story 1</th>
<th>Story 2</th>
<th>Story 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{\text{max}}$</td>
<td>$x_d^1 \leq 2.02$</td>
<td>$x_d^2 \leq 2.46$</td>
<td>$x_d^3 \leq 1.89$</td>
</tr>
<tr>
<td>$SF_{\text{max}}$</td>
<td>$8.33 \times 10^5$</td>
<td>$7.448 \times 10^5$</td>
<td>$5.782 \times 10^5$</td>
</tr>
<tr>
<td>$CF_{\text{max}}$</td>
<td>$1.372 \times 10^6$</td>
<td>$1.372 \times 10^6$</td>
<td>$1.372 \times 10^6$</td>
</tr>
</tbody>
</table>

Table 3.1.1. Design Performance Specifications

In addition, the accelerations of the floor masses must be kept as small as feasible, so as to help protect the contents of the structure during an earthquake.

The above requirements are best captured by a minimax type criterion. However, there are no commonly used feedback laws based on a minimax criterion, and, in addition, it would be rather cumbersome to implement a moving horizon control law based on a minimax criterion. Hence we will use a weighted energy criterion that reflects these requirements indirectly, but which relates naturally to common feedback laws. The weights will be tuned to make the energy criterion represent the performance requirements as well as possible.

Given a ground motion vector $e(t)$, the fact that the state of the variable structure is $z_o$ at a time $T_o \geq 0$, and a damper coefficient modulation function $\mu(t)$, we will denote the resulting response of the structure, determined either by (2.1.1a,b) or by (2.3.2a,b), by $z(t ; z_o, T_o, \mu, e)$. With each story of the structure, at time $t \geq T_o$, we will associate four energy functions, all of which depend on the variable damper modulation functions and the ground motion. Let $E_{s,K}^i(t ; z_o, T_o, \mu, e)$ be the kinetic energy in $i-$th story of the main structure, $E_{s,P}^i(t ; z_o, T_o, \mu, e)$, the potential energy in $i-$th story of the main structure, $E_{a,P}^i(t ; z_o, T_o, \mu, e)$, the potential energy in the $i-$th story of the auxiliary structure, and $E_{a,K}^i(t ; z_o, T_o, \mu, e)$, the kinetic energy in the $i-$th story of the auxiliary structure. Then, irrespective of whether model (2.1.1a,b) or model (2.3.2a,b) is used, we see that these are given by

$$E_{s,K}^i(t ; z_o, T_o, \mu, e) \triangleq \frac{1}{2} M_s^I x_s^i(t)^2, \quad i = 1, 2, 3,$$  \hfill (3.1.3a)

$$E_{s,P}^i(t ; z_o, T_o, \mu, e) \triangleq \frac{1}{2} K_s^I (x_s^i - x_s^{i+1})^2, \quad i = 1, 2, 3,$$  \hfill (3.1.3b)

$$E_{a,K}^i(t ; z_o, T_o, \mu, e) \triangleq \frac{1}{2} M_a^I x_a^i(t)^2, \quad i = 1, 2, 3,$$  \hfill (3.1.3c)

$$E_{a,P}^i(t ; z_o, T_o, \mu, e) \triangleq \frac{1}{2} K_a^I (x_a^i - x_a^{i+1})^2, \quad i = 1, 2, 3.$$  \hfill (3.1.3d)

We will use as our performance criterion a weighted energy function of the form

$$E(t ; z_o, T_o, \mu, e) \triangleq \sum_{i=1}^{3} w_{i,K} E_{s,K}^i(t ; z_o, T_o, \mu, e) + \sum_{i=1}^{3} w_{i,P} E_{s,P}^i(t ; z_o, T_o, \mu, e),$$  \hfill (3.1.3e)

where the weights $w_{i,K}, w_{i,P} > 0, i = 1, 2, 3$. 
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The parameters \( w = (w_{1,P}, w_{2,P}, w_{3,P}, w_{1,K}, w_{2,K}, w_{3,K}) \) enable us to fine-tune the response of the controlled structure. Thus, increasing the potential energy parameters \( w_{i,P} \) tends to decrease corresponding interstory drifts, while increasing the kinetic energy parameters \( w_{i,K} \) tends to reduce the velocity of the \( i \)-th story mass.

Using the cruder model (2.3.2a,b), we performed a set of numerical experiments to determine the weights for the energy function in (3.1.3e) that result in good performance of the controlled structure. This involved performing simulations, using Moving Horizon Control Law 4.1, of the response of the controlled structure to the the 1940 El Centro (comp S00E) earthquake record for various weights. For these experiments, the initial time was \( T_0 = 0 \), the initial state \( z_0 = 0 \), the sampling time \( T = 0.2 \) seconds, and the final time \( T_f = 5 \) seconds.

Numerical experiments were performed for several values of weighting factors. A comparison of the resulting peak interstory drift values for each of the weighting factors is given in Table 3.1.2.

<table>
<thead>
<tr>
<th>Weighting Factor ( w )</th>
<th>Interstory Drifts (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>((1, 1, 1, 1, 1, 1))</td>
<td>1.85 1.40 4.20</td>
</tr>
<tr>
<td>((3, 3, 3, 1, 1, 1))</td>
<td>1.20 2.20 2.10</td>
</tr>
<tr>
<td>((3, 3.5, 3.5, 1, 1))</td>
<td>1.30 1.80 1.95</td>
</tr>
<tr>
<td>((3, 2.5, 4, 1, 1))</td>
<td>1.15 1.90 1.80</td>
</tr>
</tbody>
</table>

Table 3.1.2. Peak Interstory Drifts vs. Weighting Factor.

From these results, we see that changing the weights on the potential energy terms directly affects the resulting interstory drifts on the corresponding floors. The use of \( w = (3, 2.5, 4, 1, 1) \) enabled the response of the structure to meet the interstory drift constraints given in Table 3.1.1, but the use of larger weights on the potential energy terms than those shown in the above results did not enable us to achieve better results. This seems to indicate that the amount of disturbance rejection possible with a variable structure system is limited.

The effectiveness of the weights \( w = (3, 2.5, 4, 1, 1) \), was verified by performing numerical experiments on four additional earthquake records. In addition to the El Centro record, we used the Kern County (Taft) 1952 (comp S69E) record, the Puget Sound 1965 (comp S86W) record, the San Fernando (Pacoima) 1971 (comp S74W) record, and the Western Washington 1949 (comp N86E) record. Since these records represent earthquakes of varying intensities, the ground motion records needed to be scaled. It is common practice to scale the records so that the peak velocities are equal for all of the records. For our numerical experiments throughout this report, we used the El Centro
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record as a standard and scaled the other earthquakes so that their peak velocities were equal to that of the El Centro record. Since these experiments were being run for only 5 seconds, only the first 5 seconds of each record were considered when determining the scaling factors. This resulted in the scaling factors shown in Table 3.1.3.

<table>
<thead>
<tr>
<th>Earthquake</th>
<th>Scaling Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>KC</td>
<td>1.825</td>
</tr>
<tr>
<td>PS</td>
<td>7.760</td>
</tr>
<tr>
<td>SF</td>
<td>0.563</td>
</tr>
<tr>
<td>WW</td>
<td>2.220</td>
</tr>
</tbody>
</table>

Table 3.1.3. Ground Motion Scale Factors.

The scaled ground acceleration, velocity, and position for each of the earthquakes are shown in Figures 3.1.1 - 3.1.15. The resulting experiments indicate that the use of \( w = (3, 2.5, 4, 1, 1) \) provides reasonable performance, with the interstory drift constraints being met for all but the structure subjected to the Kern County earthquake.

3.2. Upper Performance Bounds: Optimal Controls

From now on we will use only the system model (2.1.1a,b). The five optimal control problems that we will solve differ only by the ground motion and ground velocity, obtained from an earthquake record, appearing in the system model (2.1.1a,b).

The optimal control problem. Since we will also need to use the optimal control algorithm in a moving horizon control law, we begin by stating a more general optimal control problem than is needed for this section alone. Let \( 0 < T_o < T_f < \infty \) be the initial and final times. Let \( z(t; z_o, T_o, \mu, e) \) denote the response of the structure model (2.1.1a,b), with initial state \( z_o \) at time \( T_o \) to a ground motion \( e(t) \), when controlled by the damper modulation function \( \mu(t) \), let

\[
M = \{ \mu \in L^3_{\infty}[T_o, T_f] \mid 0 \leq \mu^i(t) \leq \mu_{\text{max}}, \quad i = 1, 2, 3, \quad t \in [0, T_f] \},
\]

and let \( \Phi: M \to \mathbb{R} \) be defined by

\[
\Phi(\mu) \triangleq \int_{T_o}^{T_f} E(t; z_o, T_o, \mu, e) \, dt,
\]

where \( E(t; z_o, T_o, \mu, e) \) is defined as in (3.1.3e). To compute an optimal damper modulation function (control) \( \hat{\mu}(t) \), we propose to solve the following optimal control problem:

\[
\min_{\mu \in M} \Phi(\mu).
\]
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In order to obtain a numerical solution to $P$, this problem must be replaced by a consistent finite dimensional approximation [Pol.4]. To obtain such an approximation, we replace the time interval $[T_o, T_f]$, by a grid of $N$ equally spaced time points $t_k = k \Delta$, $k = 0, 1, \ldots, N$, where $\Delta = (T_f - T_o)/N$, and assume that the the controls are constant between the grid points. Assuming without loss of generality that $T_o = 0$, results in controls having the finite parametric representation

$$\mu(t) = \sum_{k=1}^{N} u(k) \pi(t - (k-1)\Delta),$$

(3.2.2a)

where $u(k) \in \mathbb{R}^3$, for $k = 1, 2, \ldots, N$, and

$$\pi(t) = \begin{cases} 1, & \text{for } 0 \leq t < \Delta, \\ 0, & \text{otherwise}. \end{cases}$$

(3.2.2b)

Hence the sequence $\{u(k)\}_{k=1}^{N}$ completely determines the control $\mu(t)$. The set of admissible discrete control sequences $u = \{u(k)\}_{k=1}^{N}$, that correspond to controls in the set $M$, is given by

$$U \triangleq \{ u = \{u(k)\}_{k=1}^{N} \mid u(k) \in V, k = 1, 2, \ldots, N \},$$

(3.2.2c)

where

$$V \triangleq \{ v \in \mathbb{R}^3 \mid 0 \leq v^j \leq \mu_{\max}, \ j = 1, 2, 3 \}.$$  

(3.2.2d)

At the same time, the system equations (2.1.2) are replaced by the backwards Euler integration formula:

$$\bar{z}((k+1)\Delta) = \bar{z}(k\Delta) + \Delta(\mathbf{A} + \sum_{i=1}^{3} u^i((k+1)\Delta)\mathbf{B}_i)\bar{z}((k+1)\Delta) + \Delta D e ((k+1)\Delta).$$

(3.2.3a)

where due to the linearity of the system with respect to the state variables, the implicit difference equations can be solved to yield the explicit difference equation:

$$\bar{z}((k+1)\Delta) = (I - \Delta(\mathbf{A} + \sum_{i=1}^{3} u^i((k+1)\Delta)\mathbf{B}_i))^{-1}(\bar{z}(k\Delta) + \Delta D e ((k+1)\Delta)).$$

(3.2.3b)

The backwards Euler integration method, which is the simplest implicit numerical integration method, is used here since for large values of $\mu(t)$, the state equations (2.1.2) become stiff.

Let $f : U \rightarrow \mathbb{R}$ be defined by

$$f(u) \triangleq \Delta \sum_{k=1}^{N} E(k\Delta; z_o, T_o, u, e),$$

(3.2.4)

where $E$ defined as in (3.1.3e), but with $\bar{z}(k\Delta)$ replacing $z(k\Delta)$ in equations (3.1.3a-d). The finite dimensional approximating optimization problem is then given by

$$P_N \min_{u \in U} f(u).$$

(3.2.5)

The gradient of the cost function, $\nabla f(u)$ is an element of $\mathbb{R}^{3N}$. To retain an exact correspondence to the scalar product and norm in $L_2$, we define the scalar product
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\( \langle \cdot, \cdot \rangle_N : \mathbb{R}^{3N} \times \mathbb{R}^{3N} \to \mathbb{R} \) by

\[
\langle x, y \rangle_N = \Delta \sum_{i=1}^{N} x_i^T y_i, \tag{3.2.6a}
\]

where \( x = \{ x_i \}_{i=1}^{N}, \ y = \{ y_i \}_{i=1}^{N}, \) and \( x_i, y_i \in \mathbb{R}^3 \). The corresponding norm \( \| h \|_N : \mathbb{R}^{3N} \to \mathbb{R} \) is then given by

\[
\| h \|_N^2 = \langle h, h \rangle_N. \tag{3.2.6b}
\]

**the optimal control algorithm.** The finite dimensional optimization problem \( P_N \) can be solved numerically using a number of optimization algorithms. We will use the following generalization of the Armijo gradient method, which we have developed for optimization problems with simple, convex constraints, as in (3.2.5) (see [Bak.1, Pol.1, Pol.2]).

**Constrained Armijo-Gradient Algorithm 3.2.1.**

*Parameters.* \( \alpha, \beta \in (0, 1), \gamma > 0, n_i = \) number of iterations.

*Data.* \( T_o, T_f, z_o \in \mathbb{R}^{12}, e (\cdot), u_0 = \{ u_0(k\Delta) \}_{k=1}^{N} \in U. \)

*Step 0.* Set \( i = 0. \)

*Step 1.* Compute the search direction:

\[
h_i = \{ (h_i(\Delta), h_i(2\Delta), \ldots, h_i(N\Delta)) \} \triangleq \arg \min_{h \in \mathbb{R}^{12}} \{ \langle \nabla f (u_i), h \rangle_N + \frac{\gamma}{2} \| h \|_N^2 \},
\]

\[
u(k\Delta) + h(k\Delta) \in V, \ j = 1, 2, 3, \ k = 1, 2, \ldots, N. \tag{3.2.7a}
\]

*Step 2.* Compute the step size:

\[
\lambda_i = \max_{k \in N} \{ \beta^k \| f (u_i + \beta^k h(u_i)) - f (u_i) \| \leq \alpha \beta^k \langle \nabla f (u_i), h(u_i) \rangle_N, \]

\[
u(k\Delta) + \beta^k h(k\Delta) \in V, \ j = 1, 2, 3, \ k = 1, 2, \ldots, N. \tag{3.2.7b}
\]

*Step 3.* Set \( u_i+1 = u_i + \lambda_i h_i, \) replace \( i \) by \( i+1, \) and if \( i \leq n_i, \) go to Step 1.

The parameter \( \gamma \) is related to the second derivative of the cost function in the following way:

\[
\inf_{u \in U} \sigma[f_{uu}(u)] \leq \gamma \leq \sup_{u \in U} \sigma[f_{uu}(u)], \tag{3.2.8a}
\]

where \( \sigma[Q], \sigma[Q^*] \) denote the smallest and largest singular values, respectively, of the matrix \( Q. \) Since the second derivative matrix \( f_{uu}(u) \) is quite tedious to compute, and since the value of \( \gamma \) only has to be in the range between the maximum and minimum singular values, an acceptable value may be computed simply setting
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\[
\gamma = \frac{lf(u + \delta u) - f(u) - \langle \nabla f(u), \delta u \rangle_N}{\frac{1}{2}d\delta u_N 2},
\]

(3.2.8b)

for any \( u \in U \) and \( \delta u \in \mathbb{R}^{3N} \) such that \( u + \delta u \in U \).

One final note on Algorithm 3.2.1 is that the stopping criterion may be changed to ensure that the algorithm continues until it approaches a local minimum rather than just for a specified number of iterations. For example, given some \( \varepsilon > 0 \), terminate the iteration when

\[
- \langle \nabla f(u_i), h_i \rangle < \varepsilon.
\]

(3.2.9)

In other words, when the directional derivative in the direction of the search direction becomes small (in magnitude), additional iterations will not produce any significant decreases in the value of the cost function, so the iteration should be terminated.

**Initialization algorithm**  Optimal control problems require considerable computing time to solve, with the solution time depending strongly on the choice of the initial control. We therefore propose to solve the optimal control problems in two stages. The first consists of solving a simplified problem, in which the control is required to be constant for all times, for an initial control to be used in the second stage by Algorithm 3.2.1. Referring to (3.2.5), we see that the simplified problem must have the form

\[
\min_{u \in U} \{ f(u) | u_1 = u_2 = \ldots = u_N \},
\]

(3.2.10a)

or, equivalently,

\[
P_N^0 \min_{v \in V} \bar{f}(v),
\]

(3.2.10b)

where

\[
\bar{f}(v) \triangleq f(u(v)),
\]

(3.2.10c)

with \( u(v) \triangleq \{ v \}_{k=1}^N \), i.e., \( u_k(v) = v \) for all \( k \).

Given the form of \( \bar{f}(v) \), we see that we can compute its gradient by simply using the chain rule. The result is

\[
\nabla \bar{f}(v) = u_v(v)^T \nabla f(u(v)),
\]

(3.2.11)

where \( u_v(v)^T = [I_3, I_3, \ldots, I_3] \) is a \( 3 \times 3N \) matrix, with \( I_3 \) the \( 3 \times 3 \) identity matrix. Hence, when applied to problem \( P_N^0 \), Algorithm 3.2.1 assumes the form

**Constrained Armijo-Gradient Algorithm 3.2.1'**.

**Parameters.**  \( w_{1, P}, w_{2, P}, w_{3, P}, w_{1, K}, w_{2, K}, w_{3, K} > 0 \), \( \alpha, \beta \in (0, 1) \), \( \gamma > 0 \), \( n_i \) = number of iterations.

**Data.**  \( v_0 \in V \).

**Step 0.** Set \( i = 0 \).
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Step 1. Compute the search direction:

\[ h_i \triangleq \arg \min_{h \in V - v_i} \{ \langle \nabla \tilde{f} (v_i), h \rangle_N + \frac{\gamma}{2} \| h \|_N^2 \} . \]  

(3.2.12a)

Step 2. Compute the step size:

\[ \lambda_i = \max_{i \in \mathbb{N}} \{ \beta^k \tilde{f} (v_i + \beta^i h_i) - \tilde{f} (v_i) \leq \alpha \beta^i \langle \nabla f (u_i), h (u_i) \rangle_N, v_i + \beta^i h_i \in V \} . \]  

(3.2.12b)

Step 3. Set \( u_{i+1} = u_i + \lambda_i h_i \), replace \( i \) by \( i+1 \), and if \( i \leq n_i \), go to Step 1.

Problem \( P^0_N \) takes less time to solve than problem \( P_N \), because the dimension of the search direction calculation in Step 1 of Algorithm 3.2.1' is \( N \) times smaller than in Algorithm 3.2.1. In addition, our computational experience indicates that, in general, fewer iterations are necessary to solve problem \( P^0_N \) than problem \( P_N \).

computational experiments The parameters used in our optimal control experiments, both for Algorithm 3.2.1 and Algorithm 3.2.1' are given in Table 3.2.1.

<table>
<thead>
<tr>
<th>( w )</th>
<th>( \Delta (\text{sec}) )</th>
<th>( T_f (\text{sec}) )</th>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>( \gamma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (3, 2.5, 4, 1, 1, 1) )</td>
<td>0.004</td>
<td>5</td>
<td>0.5</td>
<td>0.75</td>
<td>( 1 \times 10^{-10} )</td>
</tr>
</tbody>
</table>

Table 3.2.1. Parameters Used in Optimal Control Experiments

- initialization Optimal constant controls (i.e., fixed values for the damping coefficients), for use as initial controls by Algorithm 3.2.1, were computed using Algorithm 3.2.1' for each of the five scaled earthquake ground motion records. The parameter \( \gamma \) was selected by means of an expression analogous to (3.2.8b). The fact that gamma is quite small indicates that the cost function \( \tilde{f} (v) \) is close to being linear. All of the computations with Algorithm 3.2.1' required no more than 10 iterations for the termination test \( 1 \langle \nabla \tilde{f} (v_i), h_i \rangle \leq 0.01 \tilde{f} (v_0) \) to be satisfied.

The resulting optimal fixed damping coefficient values are shown in Table 3.2.2. We see that the optimal fixed damping coefficient for the third floor is largest and that the optimal fixed damping coefficients for the first and second floors are quite close. This intuitively makes sense since the weight on the potential energy terms for the cost function is largest for the third floor, while weights the first and second floors are smaller, and almost equal.
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<table>
<thead>
<tr>
<th>Earthquake</th>
<th>$\mu^1$</th>
<th>$\mu^2$</th>
<th>$\mu^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>El Centro</td>
<td>$7.5 \times 10^6$</td>
<td>$6.8 \times 10^6$</td>
<td>$1.45 \times 10^7$</td>
</tr>
<tr>
<td>Kern County</td>
<td>$7.9 \times 10^6$</td>
<td>$7.6 \times 10^6$</td>
<td>$1.80 \times 10^7$</td>
</tr>
<tr>
<td>Puget Sound</td>
<td>$9.1 \times 10^6$</td>
<td>$8.7 \times 10^6$</td>
<td>$1.71 \times 10^7$</td>
</tr>
<tr>
<td>San Fernando</td>
<td>$1.72 \times 10^7$</td>
<td>$1.63 \times 10^7$</td>
<td>$3.15 \times 10^7$</td>
</tr>
<tr>
<td>Western Washington</td>
<td>$1.43 \times 10^7$</td>
<td>$1.44 \times 10^7$</td>
<td>$3.20 \times 10^7$</td>
</tr>
</tbody>
</table>

Table 3.2.2. Initial Design: Optimal Fixed Damper Values

- optimal controls. For Algorithm 3.2.1, we used as initial controls $u_0$, the constant controls computed above. In contrast with our initialization computations using Algorithm 3.2.1', the computation of optimal controls using Algorithm 3.2.1 required as many as 25 iterations to reach the termination test. Also, as expected, each iteration of Algorithm 3.2.1 took somewhat longer than each iteration of Algorithm 3.2.1'. Our results indicate that in general, when the earthquake ground motions are small, the optimally modulated damping coefficients remain close to the initial fixed values, but when the ground motion becomes more severe, the optimally modulated damping coefficients can deviate significantly from the initial fixed values. We see that for each earthquake, the optimally controlled structure easily meets the interstory drift specifications in Table 3.1.1. A summary of the results of each of the computations will be given in Section 5 along with a detailed discussion of these results. In the interest of keeping the size of this report reasonable, we have included a full set of plots for only the computations which use the El Centro ground motion record. The plots are given in Figures 3.2.1-3.2.6, where Fig. 3.2.1 shows the interstory drifts, Fig. 3.2.2 shows the floor accelerations, Fig. 3.2.3 shows the modulated damping coefficients, Fig. 3.2.4 shows the energy dissipation in the variable dampers, Fig. 3.2.5 shows the shear force on the frame of the structure, and Fig. 3.2.6 shows the force on the variable dampers.

3.3. Lower Performance Bounds: Minimax-Optimal Fixed Structure

To justify the additional cost, a controlled variable structure must perform better than any well designed, comparable fixed structure. We propose to obtain minimax-optimal fixed values for the damping coefficients with respect to the Kern County, Puget Sound, San Fernando, and Western Washington earthquakes. The El Centro earthquake will not be included in our minimax design, so that we can later compare the responses of the optimally controlled structure and minimax-optimal designed fixed structure on an earthquake that was not included in the design of the fixed structure.

formulation of the minimax-optimal design problem. Again the continuous system dynamics must be discretized by the integration formula, as described in Section 3.2. For $j = 1, 2, 3, 4$, let $\tilde{f}^j(\nu)$ be defined as in (3.2.13c), with the superscript $j$
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denoting the particular earthquake exciting the dynamic equations (3.2.6a), as follows: 
j = 1 corresponds to Kern County, j = 2 corresponds to Puget Sound, j = 3 corresponds to San Fernando, and j = 4 corresponds to Western Washington. Then we propose to obtain fixed values for the dampers by solving the problem

\[ \min_{v \in V} \max_{j \in m} \{ \tilde{f}_j(v) \} \tag{3.3.1} \]

where \( m = \{1, 2, 3, 4\} \). Let

\[ \psi(v) \triangleq \max_{j \in m} \tilde{f}_j(v). \tag{3.3.2} \]

The problem \( P_N^{mm} \) can be solved by means of the following constrained minimax algorithm, which is a direct extension of Algorithm 3.2.1' (see [Bak.1, Pol.1, Pol.2]).

Constrained Minimax Algorithm 3.3.1.

Parameters. \( w = (w_{1,p}, w_{2,p}, w_{3,p}, w_{1,k}, w_{2,k}, w_{3,k}) \), \( \alpha, \beta \in (0, 1) \), \( \gamma > 0 \), \( n_i = \) number of iterations.

Data. \( v \in V \).

Step 0. Set \( i = 0 \).

Step 1. Compute the search direction \( h_i \) and value of the optimality function \( \Theta_i \):

\[ h_i \triangleq \arg \min_{h \in V - v_i} \max_{j \in m} \{ \tilde{f}_j(v_i) - \psi(v_i) + \langle \nabla \tilde{f}_j(v_i), h \rangle + \frac{\gamma}{2} \| h \|^2 \}, \tag{3.3.3a} \]

\[ \Theta_i \triangleq \min_{h \in V - v_i} \max_{j \in m} \{ \tilde{f}_j(v_i) - \psi(v_i) + \langle \nabla \tilde{f}_j(v_i), h \rangle + \frac{\gamma}{2} \| h \|^2 \}. \tag{3.3.3b} \]

Step 2. Compute the step size:

\[ \lambda_i = \max_{k \in \mathbb{N}} \{ \beta^k \psi(v_i + \beta^k h_i) - \psi(v_i) \leq \alpha \beta^k \Theta_i(v_i), \quad v_i + \beta^k h_i \in V \}. \tag{3.3.3c} \]

Step 3. Set \( v_{i+1} = v_i + \lambda_i h_i \), replace \( i \) by \( i+1 \), and if \( i \leq n_i \), go to Step 1.

An alternative stopping criterion for this algorithm is to stop iterating when \( |\Theta_i| \leq \varepsilon \), where \( \varepsilon > 0 \) is small. This indicates that the current vector of damping coefficients, \( v_i \), is close to a local minimizer of the max function \( \psi(\cdot) \).

Minimax-optimal design of fixed-structure. We set \( \alpha = 0.9, \beta = 0.75 \), and, as in the previous experiments, \( \gamma = 1 \times 10^{-10} \). The initial damping coefficient vector was chosen to be \( v_0 = (5 \times 10^6, 5 \times 10^6, 5 \times 10^6) \text{ Ns/m} \). Algorithm 3.3.1 required only 7 iterations to compute a \( v_i \) such that the stopping criterion \( |\Theta(v_i)| \leq 0.01 \psi(v_0) \) was satisfied. The resulting damping coefficient values were

\[ \hat{v} = (0.90 \times 10^7, 0.87 \times 10^7, 1.70 \times 10^7) \text{ Nsec/m}, \]

which happen to be nearly identical to the fixed optimal values computed for the Puget Sound earthquake, in the initialization stage of the optimal control computations of
3.3. Lower Performance Bounds: Minimax-Optimal Fixed Structure

Section 3.2. The response of the minimax designed structure was computed for each of the five earthquakes and a detailed evaluation will be carried out in Section 5. A full set of plots are included for the response of the minimax designed structure to the El Centro quake. Figure 3.3.1 shows the interstory drifts, Fig. 3.3.2 shows the floor accelerations, Fig. 3.3.3 shows the energy dissipation in the optimally chosen dampers, Fig. 3.3.4 shows the frame shear forces, and Fig. 3.3.5 shows the force on the dampers.

4. Moving Horizon Feedback Control Laws

We will now describe two moving horizon control laws that we evaluated with respect to our performance bounds. The first is a sampled-data relay type law that controls the dampers in on-off fashion, while the second is a continuous modulation type law. Both of these moving horizon control laws must be considered to be conceptual, since they require knowledge of the ground motion one horizon ahead of the present time, which may not be available in a real-time control system.

**sampled-data moving horizon feedback control law** Our sampled-data moving horizon control law is based on a sampling period \( T \). At time \( t = kT, k \in \mathbb{N} \) (i.e., at the beginning of the \( k \)-th sampling interval), the control law chooses an element \( c_k \in \mathcal{C} \) that determines, via (2.3.1a-d) the action of the dampers over the \( k \)-th sampling interval, so as to minimize the cost function

\[
E((k+1)T; z(kT), kT, \mu_c, e).
\]

For \( i = 1, 2, \ldots, 8 \), let \( \gamma_i \) denote the elements of \( \mathcal{C} \). Then our sampled-data moving horizon control law may be formally presented as follows:

**Moving Horizon Control Law 4.1.**

**Parameters.** \( w = (w_{1,p}, w_{2,p}, w_{3,p}, w_{1,K}, w_{2,K}, w_{3,K}) \).

**Data.** \( c_0 \in \mathcal{C} \).

**Step 0.** Set \( k = 0 \).

**Step 1.** At \( t = kT \), compute \( E((k+1)T; z(kT), kT, \mu_c, e) \), \( i = 1, 2, \ldots, 8 \), where \( \hat{c}_i(t) = \gamma_i \) for \( t \in [kT, (k+1)T) \) and \( \hat{c}_i(t) = c(t) \) for \( t \in [0, kT) \).

**Step 2.** Set \( c_k = \arg \min_{\gamma_i \in \mathcal{C}} E((k+1)T; z(kT), kT, \mu_c, e) \), and for \( t \in [kT, (k+1)T) \), set \( c(t) = c_k \).

**Step 3.** Replace \( k \) by \( k + 1 \) and go to Step 1.

With the sampling time set at \( T = 0.2 \) sec., the weight \( w = (3, 2.5, 4, 1, 1) \), as selected in Section 3.1, the dynamics determined by (2.1.1a), and the damper modulation...
law by (2.3.1a-d), we simulated the response of the structure, controlled by Moving Horizon Control Law 4.1, with $c_0 = (0, 0, 0)$, subject to the ground motions specified by the first five seconds of our five earthquake records, scaled as specified Section 3.1. Our results indicate that the response of the controlled structure to the Puget Sound, San Fernando, and Western Washington earthquakes meets the interstory drift constraints given in Table 3.1.1, the response to the El Centro earthquake slightly violates the constraints, and the response to the Kern County earthquake significantly violates the constraints. In Section 5, the performance of the control law for each of the five earthquakes is summarized and evaluated. For the structure subjected to the the El Centro earthquake, a full sets of plots is included in Figures 4.1 - 4.6, where Fig. 4.1 shows the interstory drifts, Fig. 4.2 shows the floor accelerations, Fig. 4.3 shows the variable damping coefficients generated by Control Law 4.1, Fig. 4.4 shows the energy dissipated by the variable dampers, Fig. 4.5 shows the frame shear forces, and Fig. 4.6 shows the forces on the variable dampers.

**continuous time moving horizon feedback control law** Our continuous time moving horizon control law is based on a horizon of $T$ seconds. At time $t = kT$, $k \in \mathbb{N}$, the control law uses the Optimal Control Algorithm 3.2.1 to determine an optimal control $\hat{u}_k(t)$, which is then used over the time interval $[kT, (k+1)T)$.

**Moving Horizon Control Law 4.2.**

**Parameters.** $w = (w_{1,p}, w_{2,p}, w_{3,p}, w_{1,K}, w_{2,K}, w_{3,K})$.

**Step 0.** Set $k = 0$.

**Step 1.** At time $t = kT$, set up data for Algorithm 3.2.1: $z_0 = z(kT)$, $T_o = kT$, $T_f = (k+1)T$, and $u_0$.

**Step 2.** Use Algorithm 3.2.1 to compute an optimal modulation function $\hat{u}_k(t)$, with $t \in [kT, (k+1)T)$.

**Step 3.** Apply the modulation function $\hat{u}_k(t)$, for $t \in [kT, (k+1)T)$.

**Step 4.** Replace $k$ by $k + 1$ and go to Step 1.

Note that the above Control Law does not require a specific rule for selecting $u_0$ in Step 1 above. For our experiments, we set $u_0(t) \equiv 0$ for $k = 0$, and $u_0(t) \equiv \hat{u}_{k-1}(kT)$, for $k > 0$.

For our numerical simulations, we once again used the weight $w = (3, 2.5, 4, 1, 1)$, the dynamics determined by (2.1.1a), and the ground motion given by each of our five scaled ground motion records. We set the horizon length $T$ equal to 0.2 seconds. Our results indicate that the response of the controlled structure to each of the earthquakes easily satisfies the interstory drift constraints given in Table 3.1.1. A complete evaluation of the performance of Control Law 4.2 is given in Section 5. For the El Centro earthquake, we have included a full set of plots in Figures 4.7 - 4.12, where Fig. 4.7
shows the interstory drifts, Fig. 4.8 shows the floor accelerations, Fig. 4.9 shows the variable damping coefficients generated by Control Law 4.2, Fig. 4.10 shows the energy dissipated by the variable dampers, Fig. 4.11 shows the frame shear forces, and Fig. 4.12 shows the forces on the variable dampers.

5. Evaluation of Numerical Results

We will now discuss the results of our numerical experiments. Because of the need to perform a very large number of numerical experiments, to reduce the total computation time, we performed experiments using only the first 5 seconds of each earthquake. In addition, to establish the validity of our conclusions based on these "short time" experiments, we performed one set of experiments using the ground motion supplied by the first 20 seconds of the El Centro earthquake. In this section, we will refer to the optimal designs of a fixed structure, obtained in Section 3.2, using Algorithm 3.2.1', as initializations for the optimal control computations, as optimal fixed designs. To gain more insight into our evaluation of the controlled and minimax designed structures, we have computed the response of the optimal fixed designed structures subject to the respective earthquakes. The results are summarized and evaluated in this section. In addition, in Figures 5.1 - 5.5, we have included a set of plots of the response of the optimal fixed designed structures subject to the respective earthquakes. In the tables below, EC denotes the El Centro 1940 (S00E) earthquake, KC denotes the Kern County (Taft) 1952 (comp S69E) earthquake, PS denotes the Puget Sound 1965 (comp S86W) earthquake, SF denotes the San Fernando (Pacoima) 1971 (comp S74W) earthquake, and WW denotes the Western Washington 1949 (comp N86E) earthquake.

**optimal control versus minimax design.** We will compare the simulation results obtained using optimal control of the variable structure with those obtained using the fixed, minimax designed structure, so as to evaluate the available performance gap.

- **optimal cost gap.** We begin with the gap between the upper performance bounds resulting from using optimal control with perfect information about the earthquakes, and a lower acceptance bound based on our minimax design of fixed damping coefficient values.

First, we will examine the primary gap $G_p$, for each of our five earthquakes, in terms of the integral of our weighted energy function $E$, defined in (3.1.3e). We define the gap by the fractional relationship
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\[ G_p \triangleq \frac{\bar{f}(\overset{\rightarrow}{\phi}_{MM}) - f(\overset{\rightarrow}{\phi})}{f(\overset{\rightarrow}{\phi})} \]

where \( f(\overset{\rightarrow}{\phi}) \), defined in (3.2.4), is the cumulative weighted energy cost resulting from the use of an optimal control, for a particular earthquake, and \( \bar{f}(\overset{\rightarrow}{\phi}_{MM}) \), defined in (3.2.10c), is the cumulative weighted energy cost, for a particular earthquake, associated with the minimax designed structure.

Referring to Table 5.1, we see that the biggest gap, of 61\%, occurs for the El Centro earthquake, for the remaining earthquakes, the gap varies from 27\%, for the Kern County earthquake, to 41\% for the San Fernando earthquake.

<table>
<thead>
<tr>
<th>Quake</th>
<th>Optimal Control</th>
<th>Minimax Design</th>
<th>Fixed Design</th>
<th>Moving Horizon</th>
<th>S-D Moving Horizon</th>
</tr>
</thead>
<tbody>
<tr>
<td>EC</td>
<td>2.77</td>
<td>4.46</td>
<td>4.41</td>
<td>3.26</td>
<td>4.93</td>
</tr>
<tr>
<td>KC</td>
<td>1.65</td>
<td>2.10</td>
<td>2.09</td>
<td>1.83</td>
<td>4.92</td>
</tr>
<tr>
<td>PS</td>
<td>1.93</td>
<td>2.51</td>
<td>2.51</td>
<td>2.65</td>
<td>3.56</td>
</tr>
<tr>
<td>SF</td>
<td>1.58</td>
<td>2.22</td>
<td>2.07</td>
<td>2.11</td>
<td>2.89</td>
</tr>
<tr>
<td>WW</td>
<td>1.21</td>
<td>1.57</td>
<td>1.49</td>
<td>1.27</td>
<td>2.08</td>
</tr>
</tbody>
</table>

Table 5.1. Comparison of Optimal Cost Function Values (Nms \( \times 10^4 \))

Next we will examine how the primary gaps translate themselves into gaps between the important response parameters, viz., peak and average accelerations of the floors, peak interstory drifts, total energy dissipation in the variable dampers, peak forces on the variable dampers, and peak shear forces on the main structure.

- **peak interstory drifts.** We see from Table 5.2, that the peak interstory drifts reflect our choice of weights on the potential energy terms in the energy function, i.e., the drifts are highest on the second floor, where the weight on the potential energy was the smallest. For the El Centro earthquake, the peak interstory drift of the minimax design is 64\% larger than that of the optimally controlled structure, and so we see that the use of optimal control produces a considerable reduction in maximum interstory drift over the minimax design for this particular earthquake. However, for the other earthquakes, the superiority of the optimal control law was not clear.
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<table>
<thead>
<tr>
<th>Quake</th>
<th>Optimal Control</th>
<th>Minimax Design</th>
<th>Optimal Design</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$x_d^1$</td>
<td>$x_d^2$</td>
<td>$x_d^3$</td>
</tr>
<tr>
<td>EC</td>
<td>0.80</td>
<td>1.45</td>
<td>1.10</td>
</tr>
<tr>
<td>KC</td>
<td>0.65</td>
<td>1.45</td>
<td>1.00</td>
</tr>
<tr>
<td>PS</td>
<td>0.75</td>
<td>1.18</td>
<td>0.70</td>
</tr>
<tr>
<td>SF</td>
<td>0.62</td>
<td>1.12</td>
<td>1.08</td>
</tr>
<tr>
<td>WW</td>
<td>0.75</td>
<td>1.30</td>
<td>0.80</td>
</tr>
</tbody>
</table>

Table 5.2. Comparison of Peak Interstory Drifts (cm)

- **peak accelerations.** Referring to Table 5.3, we see that for the El Centro earthquake, the minimax designed structure exhibits 30 - 70% larger accelerations than the one controlled by optimal control, with the biggest difference occurring on the top floor. However, for the remaining earthquakes, the superiority of the optimally controlled structure is again not clear.

<table>
<thead>
<tr>
<th>Quake</th>
<th>Optimal Control</th>
<th>Minimax Design</th>
<th>Optimal Design</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\ddot{x}_{\text{peak}}^1$</td>
<td>$\ddot{x}_{\text{peak}}^2$</td>
<td>$\ddot{x}_{\text{peak}}^3$</td>
</tr>
<tr>
<td>EC</td>
<td>290</td>
<td>260</td>
<td>280</td>
</tr>
<tr>
<td>KC</td>
<td>320</td>
<td>275</td>
<td>290</td>
</tr>
<tr>
<td>PS</td>
<td>260</td>
<td>220</td>
<td>330</td>
</tr>
<tr>
<td>SF</td>
<td>310</td>
<td>300</td>
<td>360</td>
</tr>
<tr>
<td>WW</td>
<td>280</td>
<td>260</td>
<td>290</td>
</tr>
</tbody>
</table>

Table 5.3. Comparison of Peak Accelerations (cm/sec$^2$)

- **average accelerations.** Referring to Table 5.4, we see that the optimally controlled structure sustained 10-20% higher average accelerations on the ground floor than the minimax design, but the minimax design sustained up to 65% higher average accelerations on the top two floors than the optimally controlled structure, with the largest difference occurring for the El Centro earthquake.
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| Quake | Optimal Control | | Minimax Design | | Optimal Design | |
|-------|----------------|----------------|----------------|----------------|----------------|
|       | $\ddot{x}_{avg}^1$ | $\ddot{x}_{avg}^2$ | $\ddot{x}_{avg}^3$ | $\ddot{x}_{avg}^1$ | $\ddot{x}_{avg}^2$ | $\ddot{x}_{avg}^3$ | $\ddot{x}_{avg}^1$ | $\ddot{x}_{avg}^2$ | $\ddot{x}_{avg}^3$ |
| EC    | 59.6            | 57.5            | 79.8            | 98.5            | 80.2            | 72.8            | 91.6            | 75.4            | 72.1            |
| KC    | 38.0            | 36.5            | 50.3            | 50.4            | 43.4            | 44.1            | 45.1            | 42.6            | 44.2            |
| PS    | 43.8            | 50.5            | 77.9            | 64.0            | 58.6            | 70.6            | 64.0            | 58.6            | 70.7            |
| SF    | 46.1            | 47.2            | 59.8            | 54.4            | 47.6            | 49.9            | 62.7            | 52.2            | 50.5            |
| WW    | 35.8            | 35.3            | 45.3            | 35.8            | 34.2            | 41.3            | 41.8            | 39.3            | 43.7            |

Table 5.4. Comparison of Average Accelerations (cm/sec$^2$)

- variable damper energy dissipation. In Table 5.5, we denote the total energy dissipated in the variable damper connected to the $i$th floor of the structure, up to time $T_f = 5$ seconds, by $E_f^i$. Referring to Table 5.5, we see that a significant advantage of using optimal control, over a minimax design, is that it results in considerably lower energy dissipation in the dampers. We see that the dampers of the minimax design must dissipate up to 2.5 times more energy than the dampers of the optimally controlled structure.

| Quake | Optimal Control | | Minimax Design | | Optimal Design | |
|-------|----------------|----------------|----------------|----------------|----------------|
|       | $E_f^1$ | $E_f^2$ | $E_f^3$ | $E_f^1$ | $E_f^2$ | $E_f^3$ | $E_f^1$ | $E_f^2$ | $E_f^3$ |
| EC    | 1.20   | 3.75   | 3.10   | 2.60   | 6.20   | 4.60   | 2.60   | 6.44   | 4.53   |
| KC    | 0.70   | 2.10   | 1.20   | 1.00   | 2.40   | 1.80   | 1.06   | 2.51   | 1.62   |
| PS    | 0.61   | 1.50   | 1.40   | 0.90   | 2.1    | 1.70   | 0.93   | 2.10   | 1.66   |
| SF    | 0.41   | 1.52   | 0.81   | 1.00   | 2.35   | 1.80   | 0.73   | 1.72   | 1.24   |
| WW    | 0.33   | 0.87   | 0.50   | 0.46   | 1.12   | 0.92   | 0.42   | 0.96   | 0.67   |

Table 5.5. Comparison of Total Energy Dissipation in Dampers ($Nm \times 10^4$)

- main structure shear force. In Table 5.6, we denote the peak shear force at the $i$th floor of the main structure by $F_s^i$. We see from Table 5.6 that for the El Centro and San Fernando earthquakes, the minimax structure exhibits 4% - 65% higher structural shear forces than the optimally controlled structure, but for the other earthquakes, the advantage of the use of optimal control over a minimax design is not as clear.
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<table>
<thead>
<tr>
<th>Quake</th>
<th>Optimal Control</th>
<th>Minimax Design</th>
<th>Optimal Design</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$F_{S1}$</td>
<td>$F_{S2}$</td>
<td>$F_{S3}$</td>
</tr>
<tr>
<td>EC</td>
<td>1.7</td>
<td>2.8</td>
<td>2.6</td>
</tr>
<tr>
<td>KC</td>
<td>1.4</td>
<td>2.4</td>
<td>2.9</td>
</tr>
<tr>
<td>PS</td>
<td>1.5</td>
<td>2.3</td>
<td>1.7</td>
</tr>
<tr>
<td>SF</td>
<td>1.2</td>
<td>2.2</td>
<td>2.7</td>
</tr>
<tr>
<td>WW</td>
<td>1.4</td>
<td>2.5</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Table 5.6. Comparison of Peak Shear Force ($N \times 10^5$)

- peak damper force. The peak force on the damper connecting the $i$-th level of the main and auxiliary structures is denoted in Table 5.7 as $F_{i}^{\mu}$. Referring to Table 5.7, we see that for the El Centro earthquake, the peak force on the variable dampers is 25%-50% larger for the minimax design than for the optimally controlled structure, but for the remaining earthquakes, the controlled structure exhibits up to 30% higher forces on the dampers than the minimax design.

<table>
<thead>
<tr>
<th>Quake</th>
<th>Optimal Control</th>
<th>Minimax Design</th>
<th>Optimal Design</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$F_{\mu1}$</td>
<td>$F_{\mu2}$</td>
<td>$F_{\mu3}$</td>
</tr>
<tr>
<td>EC</td>
<td>5.3</td>
<td>8.5</td>
<td>9.6</td>
</tr>
<tr>
<td>KC</td>
<td>5.2</td>
<td>9.0</td>
<td>10.0</td>
</tr>
<tr>
<td>PS</td>
<td>4.6</td>
<td>6.7</td>
<td>7.4</td>
</tr>
<tr>
<td>SF</td>
<td>5.1</td>
<td>9.1</td>
<td>10.0</td>
</tr>
<tr>
<td>WW</td>
<td>5.2</td>
<td>7.9</td>
<td>7.7</td>
</tr>
</tbody>
</table>

Table 5.7. Comparison of Peak Damping Force ($N \times 10^5$)

- conclusions. As expected, on all earthquakes, the optimally controlled structure results in smaller cost function values than the minimax design, with the gap being largest for the El Centro earthquake. Our results also show that, with the exception of the El Centro earthquake, the primary performance gap $G_{p}$ does not clearly translate into a corresponding gap in structural response performance. Overall, the performance gap between the realistic, minimax designed structure and the conceptual, optimally controlled structure is fairly small, and thus it may be quite difficult to obtain a feedback control law that does significantly better than the minimax design.
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**evaluation of minimax design.** Our minimax design was based on a very small number of earthquakes. We will now examine how well the minimax design performs relative to the unattainable design of a fixed structure specifically reconfigured for each of the earthquakes used in the minimax design, as well as relative to a fixed optimal design for the El Centro earthquake, which was not used in the minimax design.

- **optimal cost gap.** First, we will consider the gap in the optimal cost function values between the minimax design and the optimal fixed design. Referring to Table 5.1, we see that the optimal cost function values for the minimax design are no more than 7% larger than those for the optimal fixed design. The minimax cost function value and damping coefficient values are nearly identical with those obtained for fixed optimal design for the Puget Sound earthquake. Note that for the El Centro earthquake, although the minimax design used no knowledge of the El Centro ground motions, the optimal cost function value for the minimax design structure is within 2% of that of the optimal fixed design, which used full ground motion knowledge.

- **peak Interstory drifts.** Referring to Table 5.2, we see that for the San Fernando and Western Washington earthquakes, the minimax design exhibits up to 25% larger peak interstory drifts than the optimal fixed designs. For the El Centro earthquake, the minimax design exhibits no more than 10% larger interstory drifts. For the Kern County and Puget Sound Earthquakes, neither of the designs has a clear advantage.

- **peak accelerations.** Referring to Table 5.3, we see that for the El Centro earthquake, the minimax design sustained no more than 10% larger peak accelerations than the optimal fixed design. For the Kern County and Puget Sound quakes, the peak accelerations in the two designs are nearly equal, while for the San Fernando and Western Washington quakes, the optimal fixed designs sustain up to 20% more peak accelerations.

- **average accelerations.** Referring to Table 5.4, we see that for the El Centro and Kern County earthquakes, the minimax design sustained no more than 8% more average accelerations than the optimal fixed designs; for the Puget Sound earthquake, the average accelerations are nearly identical for the two designs; and for the San Fernando and Western Washington earthquakes, the optimal fixed designs exhibit up to 15% more average accelerations than the minimax design.

- **variable damper energy dissipation.** Referring to Table 5.5, we see that for the El Centro, Kern County, and Puget Sound earthquakes, neither the minimax nor fixed optimal designs have a clear advantage, while for the San Fernando and Western Washington earthquakes, the minimax design requires up to 45% more energy to be dissipated in the dampers than for the optimal fixed designs.

- **main structure shear force.** Referring to Table 5.6, we see that for the El Centro and Western Washington earthquakes, the minimax design sustained up to 18% more shear force than the optimal fixed designs, while for the remaining earthquakes, neither of the designs exhibits a clear advantage.
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- **peak damper force.** Finally, referring to Table 5.7, we see that for the El Centro and Kern County earthquakes, the minimax design requires no more than 11% larger damper forces than the optimal fixed designs. For the Puget Sound earthquake, the peak damper forces are equal for both designs; and for the San Fernando and Western Washington earthquakes, the optimal fixed designs require up to 20% larger forces to be applied by the variable dampers than for the minimax design.

- **conclusions.** The above results show that the minimax design is surprisingly nonconservative, and that a minimax design carried out using a small number of earthquakes results in excellent performance on earthquakes not used in the design.

**evaluation of the feedback control laws.** Next, we turn to an evaluation of the performance of our moving horizon feedback laws presented in Section 4, so as to determine how well they perform relative to one another and to the performance bounds provided by the minimax designed structure and the optimally controlled structure.

- **cost gap.** For each of our simulations of the controlled structure, we computed cost function values using the same cost function $f(u)$ (3.2.7) that was used in the optimal control experiments, but with $u$ equal to the control constructed by the moving horizon control laws. Referring to Table 5.1, we see that the cost function values for the sampled-data moving horizon law simulations range from 1.3 to 2.7 times as large as the corresponding cost function values for the continuous moving horizon law simulations.

With the exception of the Puget Sound earthquake, the cost function values for the moving horizon controlled structure are roughly half way between those of the optimally controlled structure and those of the minimax designed structure. For the Puget Sound earthquake, the cost function value for the moving horizon controlled structure is 6% larger than that of the minimax design.

- **peak Interstory drifts.** Referring to Table 5.8, we see that with the exception of $x_2^2$, the peak drift between floors 2 and 3, corresponding to the El Centro earthquake, the peak interstory drifts of the structure with the sampled-data moving horizon control law are up to 2.6 times larger than those of the structure with the continuous moving horizon control law.

Comparing the interstory drifts of the structure with the continuous moving horizon control law, in Table 5.8, with the interstory drifts of the minimax design, shown in Table 5.2, we see that for the El Centro and San Fernando earthquakes, the minimax design exhibits up to 67% larger interstory drifts than the structure with the continuous moving horizon control law. For the remaining earthquakes, the structure with the continuous moving horizon control law exhibits no more than 51% larger interstory drifts than the minimax design. The use of optimal control almost invariably results in up to 40% smaller interstory drifts than the use of the continuous moving horizon control law.
5. Evaluation of Numerical Results

<table>
<thead>
<tr>
<th>Quake</th>
<th>$x_d^1$</th>
<th>$x_d^2$</th>
<th>$x_d^3$</th>
<th>$x_d^1$</th>
<th>$x_d^2$</th>
<th>$x_d^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>EC</td>
<td>1.34</td>
<td>1.46</td>
<td>2.00</td>
<td>0.78</td>
<td>1.59</td>
<td>1.31</td>
</tr>
<tr>
<td>KC</td>
<td>1.74</td>
<td>2.86</td>
<td>3.17</td>
<td>0.89</td>
<td>1.50</td>
<td>1.18</td>
</tr>
<tr>
<td>PS</td>
<td>1.56</td>
<td>1.89</td>
<td>1.49</td>
<td>0.77</td>
<td>1.47</td>
<td>1.20</td>
</tr>
<tr>
<td>SF</td>
<td>0.76</td>
<td>1.65</td>
<td>1.72</td>
<td>0.71</td>
<td>1.27</td>
<td>0.97</td>
</tr>
<tr>
<td>WW</td>
<td>1.93</td>
<td>2.27</td>
<td>1.19</td>
<td>0.75</td>
<td>1.58</td>
<td>0.87</td>
</tr>
</tbody>
</table>

Table 5.8. Peak Interstory Drifts (cm)

- **peak accelerations.** Referring to Table 5.9, we see that except for the ground floors of the structures in the Kern County and Western Washington simulations, the peak accelerations sustained by the structure controlled by the moving horizon sampled-data control law are up to 75% larger than the corresponding accelerations sustained by the structure controlled by the continuous moving horizon control law.

Referring to Tables 5.2 and 5.9, we see that for the El Centro earthquake, the minimax designed structure sustained 10%-42% larger peak accelerations than the continuous moving horizon controlled structure. For the Kern County and Puget Sound earthquakes, neither the minimax designed structure nor the continuous moving horizon controlled structure exhibits a clear advantage. For the San Fernando and Western Washington earthquakes, the continuous moving horizon controlled structure sustained up to 88% higher peak accelerations than the minimax designed structure.

With the exception of the Western Washington earthquake, the continuous moving horizon control law resulted in no more than 20% higher peak accelerations on all floors, than the optimal control law. But for the Western Washington earthquake the peak acceleration, resulting from the use of the continuous moving horizon control law, on the ground floor was higher than with the optimal control law, while the accelerations on the upper two floors were lower than with the optimal control law.

- **average accelerations.** Referring to Table 5.10, we see that the sampled-data moving horizon controlled structure sustained up to 70% larger average accelerations than the continuous moving horizon controlled structure, for all earthquakes considered, except Western Washington, where neither control law shows a clear advantage.

Comparing the structure with the continuous moving horizon control law and the minimax designed structure, see Table 5.4, we see that for all earthquakes other than the San Fernando earthquake, the continuous moving horizon controlled structure sustained lower average accelerations than the minimax designed structure on the top two floors, but higher average accelerations on the ground floor. The minimax design sustained up
5. Evaluation of Numerical Results

<table>
<thead>
<tr>
<th>S-D Moving Horizon</th>
<th>Moving Horizon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quake</td>
<td>( \ddot{x}_{\text{peak}}^1 )</td>
</tr>
<tr>
<td>EC</td>
<td>579</td>
</tr>
<tr>
<td>KC</td>
<td>460</td>
</tr>
<tr>
<td>PS</td>
<td>452</td>
</tr>
<tr>
<td>SF</td>
<td>417</td>
</tr>
<tr>
<td>WW</td>
<td>283</td>
</tr>
</tbody>
</table>

Table 5.9. Peak Accelerations (cm/sec\(^2\))

to 40% larger accelerations on the top two floors, while the controlled structure sustained no more than 20% larger accelerations on the ground floor.

Except for Western Washington, the continuous moving horizon controlled structure sustained up to 26% larger accelerations on the top two floors, than the optimally controlled structure, while the optimally controlled structure sustained up to 12% higher accelerations on the ground floor. For the Western Washington earthquake, the two control laws produced almost equal average accelerations.

<table>
<thead>
<tr>
<th>S-D Moving Horizon</th>
<th>Moving Horizon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quake</td>
<td>( \dot{x}_{\text{avg}}^1 )</td>
</tr>
<tr>
<td>EC</td>
<td>102.9</td>
</tr>
<tr>
<td>KC</td>
<td>70.2</td>
</tr>
<tr>
<td>PS</td>
<td>61.6</td>
</tr>
<tr>
<td>SF</td>
<td>59.3</td>
</tr>
<tr>
<td>WW</td>
<td>38.1</td>
</tr>
</tbody>
</table>

Table 5.10. Average Accelerations (cm/sec\(^2\))

- **variable damper energy dissipation.** Referring to Table 5.11, we see that the continuous moving horizon controlled structure dissipates up to 3.5 times more energy in each of the variable dampers than the sampled-data moving horizon controlled structure, except in the Western Washington earthquake simulations, where neither control law has a clear advantage.

Referring to Table 5.5, we see that the minimax designed structure dissipates up to 2 times more energy in each of the variable dampers than the continuous moving horizon controlled structure, except for the second floor of the San Fernando simulations, where the continuous moving horizon controlled structure dissipates about 20% more energy.
than the minimax design.

The energy dissipation in each of the variable dampers of the moving horizon controlled structure is up to 85% larger than in the optimally controlled structure.

<table>
<thead>
<tr>
<th>Quake</th>
<th>$E^1_T$</th>
<th>$E^2_T$</th>
<th>$E^3_T$</th>
<th>$E^1_T$</th>
<th>$E^2_T$</th>
<th>$E^3_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>EC</td>
<td>0.83</td>
<td>1.59</td>
<td>2.25</td>
<td>1.32</td>
<td>4.06</td>
<td>4.23</td>
</tr>
<tr>
<td>KC</td>
<td>0.65</td>
<td>1.46</td>
<td>1.62</td>
<td>0.69</td>
<td>2.10</td>
<td>1.68</td>
</tr>
<tr>
<td>PS</td>
<td>0.25</td>
<td>0.72</td>
<td>1.15</td>
<td>0.63</td>
<td>2.00</td>
<td>1.34</td>
</tr>
<tr>
<td>SF</td>
<td>0.27</td>
<td>0.81</td>
<td>0.84</td>
<td>0.74</td>
<td>2.80</td>
<td>1.39</td>
</tr>
<tr>
<td>WW</td>
<td>0.50</td>
<td>0.89</td>
<td>0.76</td>
<td>0.32</td>
<td>1.04</td>
<td>0.57</td>
</tr>
</tbody>
</table>

Table 5.11. Comparison of Total Energy Dissipation in Dampers ($Nm \times 10^4$)

- **main structure shear force.** Referring to Table 5.12, we see that except for the second floor in the El Centro simulations, the use of the sample-data moving horizon control law results in up to 2.7 times higher shear forces than the use of the continuous moving horizon control law.

Comparing the peak shear forces in the structure with the continuous moving horizon control law with those in the minimax designed structure, shown in Table 5.6, we see that for the El Centro and San Fernando earthquakes, the minimax designed structure exhibits up to 73% larger shear forces. For the Kern County earthquake, neither structure has a clear advantage; and for the Puget Sound and Western Washington earthquakes, the continuous moving horizon controlled structure exhibits no more than 55% larger shear forces than the minimax design.

The structure with the continuous moving horizon control law exhibited up 75% larger peak shear forces than the optimally controlled structure (see Table 5.6).

- **peak damper force.** Finally, referring to Table 5.13, we see that for all but the San Fernando earthquake, the sampled-data moving horizon controlled structure exhibits up to 66% larger forces on the variable dampers than the continuous moving horizon controlled structure. For the San Fernando earthquake, neither control law clearly exhibits an advantage.

Comparing the continuous moving horizon controlled structure with the minimax designed structure, see Table 5.7, we find that for the El Centro earthquake, the dampers in the minimax design apply up to 50% larger forces than the dampers of the continuous moving horizon controlled structure. For the remaining earthquakes, the dampers of the
5. Evaluation of Numerical Results

<table>
<thead>
<tr>
<th>Quake</th>
<th>$F_{S1}^1$</th>
<th>$F_{S2}^1$</th>
<th>$F_{S3}^1$</th>
<th>$F_{S1}^2$</th>
<th>$F_{S2}^2$</th>
<th>$F_{S3}^2$</th>
<th>$F_{S1}^3$</th>
<th>$F_{S2}^3$</th>
<th>$F_{S3}^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>EC</td>
<td>2.7</td>
<td>2.9</td>
<td>4.9</td>
<td>1.5</td>
<td>3.1</td>
<td>3.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KC</td>
<td>3.4</td>
<td>5.6</td>
<td>7.8</td>
<td>1.8</td>
<td>2.9</td>
<td>2.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td>3.1</td>
<td>3.7</td>
<td>3.7</td>
<td>1.5</td>
<td>2.9</td>
<td>3.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SF</td>
<td>1.5</td>
<td>3.2</td>
<td>4.2</td>
<td>1.4</td>
<td>2.5</td>
<td>2.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WW</td>
<td>3.8</td>
<td>4.5</td>
<td>2.9</td>
<td>1.5</td>
<td>3.1</td>
<td>2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.12. Comparison of Peak Shear Force ($N \times 10^5$)

Continuous moving horizon controlled structure apply no more than 50% larger forces than the dampers of the minimax designed structure.

The continuous moving horizon controlled structure exhibited no more than 42% higher peak forces on the variable dampers than the optimally controlled structure.

<table>
<thead>
<tr>
<th>Quake</th>
<th>$F_{\mu1}^1$</th>
<th>$F_{\mu2}^1$</th>
<th>$F_{\mu3}^1$</th>
<th>$F_{\mu1}^2$</th>
<th>$F_{\mu2}^2$</th>
<th>$F_{\mu3}^2$</th>
<th>$F_{\mu1}^3$</th>
<th>$F_{\mu2}^3$</th>
<th>$F_{\mu3}^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>EC</td>
<td>9.8</td>
<td>13.7</td>
<td>13.6</td>
<td>5.9</td>
<td>8.9</td>
<td>9.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KC</td>
<td>9.5</td>
<td>14.9</td>
<td>18.5</td>
<td>7.4</td>
<td>11.5</td>
<td>12.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td>7.4</td>
<td>12.2</td>
<td>13.3</td>
<td>4.8</td>
<td>7.8</td>
<td>10.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SF</td>
<td>7.3</td>
<td>9.7</td>
<td>12.0</td>
<td>6.6</td>
<td>10.7</td>
<td>12.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WW</td>
<td>7.4</td>
<td>10.4</td>
<td>10.0</td>
<td>5.3</td>
<td>7.9</td>
<td>8.3</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.13. Comparison of Peak Damping Force ($N \times 10^5$)

- **conclusions.** Because of the rather small gap between the the performance gap between the realistic, minimax designed structure and the conceptual, optimally controlled structure, finding a feedback law that is better than the minimax design is quite difficult. Moving horizon laws using estimates of ground motion one short horizon ahead seem to have the best chance of falling into the performance gap. However, even using unrealistic projections of the the ground motion, our simple, sampled-data moving horizon feedback law led to worse results than our minimax design. On the other hand, our continuous moving horizon feedback law, again using unrealistic projections of the the ground motion, resulted in better performance than the minimax design, particularly on the severe, El Centro earthquake.
validation of "short time" experiments. To establish confidence in our experimental results that examined only the first 5 seconds of the response of a structure to a ground motion excitation, we performed one set of experiments using the first 20 seconds of the El Centro earthquake. The experiments performed were an optimal control computation, a simulation of the response of the minimax designed structure, and a simulation of the response of the structure controlled using the continuous moving horizon control law (4.2). Other than using a final time $T_f$ equal to 20 seconds, the parameters used for the optimal control experiment were the same as those used in Section 3.2, and the parameters for the moving horizon simulation were the same as those used in Section 4. The resulting interstory drifts, floor accelerations, variable damping coefficients are shown in Figures 5.6 - 5.13.

Referring to Table 5.2, Table 5.8, and Table 5.14, we see that the peak interstory drifts in the 20 second experiments are very close to those obtained in the 5 second experiments.

<table>
<thead>
<tr>
<th></th>
<th>$x_d^1$</th>
<th>$x_d^2$</th>
<th>$x_d^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal Control</td>
<td>0.74</td>
<td>1.33</td>
<td>0.99</td>
</tr>
<tr>
<td>Minimax Design</td>
<td>1.31</td>
<td>1.91</td>
<td>1.77</td>
</tr>
<tr>
<td>Moving Horizon</td>
<td>0.83</td>
<td>1.61</td>
<td>1.17</td>
</tr>
</tbody>
</table>

Table 5.14. Comparison of Peak Interstory Drifts (cm)

Comparing the results in Table 5.15 with the corresponding results in Table 5.3, we see that the peak accelerations for the 20 second and 5 second optimal control experiments are nearly equal, as are the peak accelerations for the 20 second and 5 second simulations using the minimax designed structure. Referring to Table 5.9 and Table 5.15, we see that the peak accelerations sustained by the continuous moving horizon controlled structure are somewhat larger for the 20 second simulation than for the 5 second simulation, but the difference is not large enough to change any of the conclusions obtained from the 5 second simulation results.

<table>
<thead>
<tr>
<th></th>
<th>$\ddot{x}_{\text{peak}}^1$</th>
<th>$\ddot{x}_{\text{peak}}^2$</th>
<th>$\ddot{x}_{\text{peak}}^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal Control</td>
<td>283</td>
<td>253</td>
<td>273</td>
</tr>
<tr>
<td>Minimax Design</td>
<td>498</td>
<td>417</td>
<td>365</td>
</tr>
<tr>
<td>Moving Horizon</td>
<td>375</td>
<td>373</td>
<td>337</td>
</tr>
</tbody>
</table>

Table 5.15. Comparison of Peak Accelerations (cm/sec$^2$)

Referring to Table 5.4, Table 5.10, and Table 5.16, we see that the average
accelerations for the 20 second experiments are all smaller than for the 5 second experiments, but the conclusions obtained from the 5 second experiment about the relative size of the average accelerations also hold for the 20 second experiment results.

<table>
<thead>
<tr>
<th></th>
<th>$\ddot{x}_{avg}$</th>
<th>$\dddot{x}_{avg}$</th>
<th>$\dddot{x}_{avg}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal Control</td>
<td>40.4</td>
<td>37.5</td>
<td>47.2</td>
</tr>
<tr>
<td>Minimax Design</td>
<td>61.0</td>
<td>50.2</td>
<td>46.3</td>
</tr>
<tr>
<td>Moving Horizon</td>
<td>48.5</td>
<td>42.9</td>
<td>45.8</td>
</tr>
</tbody>
</table>

Table 5.16. Comparison of Average Accelerations (cm/sec$^2$)

We conclude from the above results, that the 5 second variable structure experiments give an adequate indication of the performance of the various designs over a 20 second horizon. Thus, it seems quite likely that the conclusions resulting from the 5 second experiments will be equally valid for longer time horizons.

6. Conclusion

Using the responses to seismic excitation of an optimally controlled variable structure and of a minimax optimally designed fixed structure, we have established an upper bound on the achievable performance and a lower bound on the acceptability of a control system for a variable damping structure. The gap between the upper and lower bounds is rather small, which indicates that to design a control system that results in a variable structure that is clearly superior to a minimax optimal designed fixed structure is a very difficult task indeed. Our experimental results indicate that a controlled variable structure is likely to perform better than a fixed structure in the case of moderate to severe earthquakes. Further reflection leads us to believe that controlled variable structures are likely to perform best at sites, such as landfills and dry lake beds, where resonances can be expected, but the resonance frequency cannot be estimated in advance. The reason for this is that a variable structure will adjust itself for an impedance mismatch (i.e., for anti-resonance), while a fixed structure is not capable of such adaptation.

In addition, we have found that even fairly simple minimax formulations of the design of a fixed structure, based on a small number of ground motions, produce very good results, in the sense that the resulting structure meets specifications on interstory drifts, shear forces, and floor accelerations not only for the earthquakes considered in the design process, but also for other earthquakes scaled to comparable intensity. Sophisticated minimax design techniques (see, e.g., [Pol.1,2]), using direct measures of performance requirements in the form of bounds on instantaneous interstory drifts, shear forces, accelerations, etc., are likely to produce even better results.
6. Conclusion

Finally, we have found that a continuous moving horizon control law, using a horizon of only 0.2 seconds, produces quite acceptable performance in a variable structure. However, the implementation of this control law will require the resolution of two issues. The first is that of speed of computation, and will require finding suitable hardware as well as developing particularly efficient software. The second issue is that of ground motion prediction over an interval of 0.2 seconds. It will be necessary to determine whether such a prediction can be made by using ground motion monitoring sensors located a small distance away from the site.
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Appendix: Discretized Gradient Computation

In this appendix, we will derive in detail the formula for the computation of the gradient of the cost function $f(u)$ (3.2.4) for the discretized optimal control problem described in section 3.2. We begin by considering the more general problem of the computation of the gradient of the cost function for an optimal control problem with dynamics of the form

\[ \dot{x}(t) = h(x(t), \mu(t)), \quad t \in [0, T_f], \quad x(0) = 0, \]  
\[ (A.1) \]

where $\mu \in M$ with $M$ defined in (3.2.1a), and $x \in \mathbb{R}^n$. The cost function is assumed to be of the form

\[ F(\mu) = g(x^u(T_f)), \]  
\[ (A.2) \]

where $g(\cdot)$ is continuously differentiable and $x^u(\cdot)$ is the solution of (A.1) subject to the control $\mu$. We assume that the function $h(\cdot, \cdot)$ is continuously differentiable and that $h_x(\cdot, \cdot)$ and $h_u(\cdot, \cdot)$ are Lipschitz continuous. The problem to be considered is

\[ \text{P}_1 \min_{\mu \in M} F(\mu). \]  
\[ (A.3) \]

In order to obtain a numerical solution to $\text{P}_1$, this problem must be replaced by a consistent finite dimensional approximation [Pol.4]. To obtain such an approximation, we discretize the time interval and replace the control by the finite parametric representation (3.2.2a,b) as shown in Section 3.2. Once again, the backwards Euler method is used to integrate the system equations:

\[ \ddot{x}((k+1)\Delta) = \dot{x}((k+1)\Delta), \dot{x}(0) = 0, \]  
\[ (A.4) \]

where we assume that the equations may be solved exactly.

The discretized cost function then becomes

\[ F(u) = g(\tilde{x}^u(N\Delta)), \]  
\[ (A.5) \]

where \( \{ \tilde{x}^u(k\Delta) \}_{k=0}^{N} \) represents the solution of the difference equation (A.5) subject to the control sequence $u = \{ u(k) \}_{k=1}^{N}$.

To compute the gradient of the cost function, $\nabla F(u)$ we first look at the differential of the solution to the difference equation (A.4) at time $N\Delta$, $D\tilde{x}^u(N\Delta; \delta u) = \delta\tilde{x}^u(N\Delta)$, where for $k = 0, 1, \ldots, N$, $\delta\tilde{x}^u(k\Delta)$ is the solution of the following difference equation:

\[ \delta \tilde{x}((k+1)\Delta) - \delta \dot{x}(k\Delta) = \Delta h_x(\tilde{x}^u((k+1)\Delta), u((k+1)\Delta)), \quad \tilde{x}(0) = 0, \]  
\[ (A.6a) \]

subject to $\delta \tilde{x}(0) = 0$. Rearranging terms, we get

\[ \delta \tilde{x}((k+1)\Delta) = A_{k+1} \delta \tilde{x}(k\Delta) + B_{k+1} \delta u(k+1), \]  
\[ (A.6b) \]

where $A_{k+1} = (I - \Delta h_x(\tilde{x}^u((k+1)\Delta), u((k+1)\Delta))^{-1}$, and $B_{k+1} = \Delta h_u(\tilde{x}^u((k+1)\Delta), u((k+1)\Delta))$. 
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Let $\Phi^u(\cdot, \cdot)$ be the state transition matrix for (A.6b), i.e., for any $N \geq k \geq j \geq 0$, $\Phi^u(k\Delta, j\Delta)$ is the solution to the matrix difference equation

$$\Phi((k+1)\Delta, j\Delta) = A_{k+1}\Phi(k\Delta, j\Delta), \quad \Phi(j\Delta, j\Delta) = I. \quad (A.6c)$$

From (A.6b,c), we obtain the following expression for $\delta \bar{x}^u(N\Delta)$:

$$\delta \bar{x}^u(N\Delta) = \sum_{k=0}^{N-1} \Phi(N\Delta, (k+1)\Delta)A_{k+1}B_{k+1}\delta u(k+1). \quad (A.6d)$$

Next, applying the chain rule to the function $F(u) = g(\bar{x}^u(N\Delta))$, we get

$$DF(u ; \delta u) = \langle \nabla_x g(\bar{x}^u(N\Delta)), Du^u(N\Delta ; \delta u) \rangle. \quad (A.7a)$$

Using the fact that $D\bar{x}^u(N\Delta ; \delta u) = \delta \bar{x}^u(N\Delta)$, and noting from (A.6c), that $\Phi(N\Delta, (k+1)\Delta)A_{k+1} = \Phi(N\Delta, k\Delta)$, we see that

$$DF(u ; \delta u) = \sum_{k=0}^{N-1} \langle B_{k+1}^T \Phi(N\Delta, k\Delta)^T \nabla_x g(\bar{x}^u(N\Delta)), \delta u(k+1) \rangle$$

$$= \sum_{k=0}^{N-1} \langle B_{k+1}^T \tilde{p}^u(k\Delta), \delta u(k+1) \rangle, \quad (A.7b)$$

where for $k = 0, 1, \ldots, N$,

$$\tilde{p}^u(k\Delta) = \Phi(N\Delta, k\Delta)^T \nabla_x g(\bar{x}^u(N\Delta)). \quad (A.7c)$$

The computation of the adjoint $\tilde{p}^u(\cdot)$ by computing the state transition matrix $\Phi(\cdot, \cdot)$ and using equation (A.7c) is not particularly efficient, and in fact requires $n$ times more operations than are required by the more efficient scheme described below. From (A.7c) we get

$$\tilde{p}^u(k\Delta) - \tilde{p}^u((k+1)\Delta) = [\Phi(N\Delta, k\Delta)^T - \Phi(N\Delta, (k+1)\Delta)^T] \nabla_x g(\bar{x}^u(N\Delta)). \quad (A.7d)$$

Using the fact that $\Phi(N\Delta, (k+1)\Delta)A_{k+1} = \Phi(N\Delta, k\Delta)$, we get that

$$\Phi(N\Delta, k\Delta) - \Phi(N\Delta, (k+1)\Delta) = \Phi(N\Delta, k\Delta) \Delta \bar{h}_x(\bar{x}^u((k+1)\Delta), u(k+1)). \quad (A.7e)$$

Combining (A.7d) and (A.7e) results in

$$\tilde{p}^u(k\Delta) - \tilde{p}^u((k+1)\Delta) = \Delta \bar{h}_x(\bar{x}^u((k+1)\Delta), u(k+1))^T \Phi(N\Delta, k\Delta)^T \nabla_x g(\bar{x}^u(N\Delta))$$

$$= \Delta \bar{h}_x(\bar{x}^u((k+1)\Delta), u(k+1))^T \tilde{p}^u(k\Delta), \quad (A.7f)$$

subject to $\tilde{p}^u(N\Delta) = \nabla_x g(\bar{x}^u(N\Delta))$. Thus, we see that the adjoint is computed backwards in time, again using a backwards Euler formula.

The optimal control problem (3.2.1) considered in Section 3.2 has an integral, rather than endpoint cost function, so the above results cannot be directly applied to problem (3.2.1). However, as we will show, it is not difficult to transform an optimal control problem with an integral cost into a problem with an endpoint cost. Consider the system model (2.1.2). For notational convenience, we will denote the system equations by
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\[ \dot{z}(t) = h(z(t), \mu(t)), \quad z(0) = 0, \]  

(a.8a)

and the cost function by

\[ \Phi(\mu) = \int_0^T e(z^\mu(t)) \, dt, \]  

(a.8b)

where \( z^\mu(\cdot) \) is the solution of the differential equation (A.8a) subject to the control \( \mu(\cdot) \).

The discretized system equations are then given by

\[ \tilde{z}((k+1)\Delta) = \tilde{z}(k\Delta) + \Delta h(\tilde{z}(k+1)\Delta, u(k+1)), \quad \tilde{z}(0) = 0, \]  

(a.9a)

and the discretized cost function is given by

\[ f(u) = \Delta \sum_{k=1}^N e(\tilde{z}^u(k\Delta)), \]  

(a.9b)

where \( \{ \tilde{z}^u(k\Delta) \}_{k=0}^N \) is the solution of the difference equation (A.9a) subject to the control sequence \( \{ u(k) \}_{k=1}^N \).

To convert this to a problem of the form considered in (A.4, A.5), we define for \( k = 0, 1, \ldots, N \), the augmented state

\[ \tilde{x}(k\Delta) = (\tilde{z}(k\Delta), f(k)), \]  

(a.10a)

where \( \tilde{z}(k\Delta) \in \mathbb{R}^{12} \) is the system state defined by equation (A.9a), and \( f(k) \in \mathbb{R} \) is defined by

\[ f(k) = \Delta \sum_{j=1}^k e(\tilde{z}(j\Delta)). \]  

(a.10b)

The augmented system equations are then

\[ \begin{bmatrix} \tilde{z}((k+1)\Delta) \\ f((k+1)) \end{bmatrix} = \begin{bmatrix} \tilde{z}(k\Delta) \\ f(k) \end{bmatrix} + \Delta \begin{bmatrix} h(\tilde{z}((k+1)\Delta), u(k+1)) \\ e(\tilde{z}((k+1)\Delta)) \end{bmatrix}, \]  

(a.10c)

subject to \( \tilde{x}(0) = 0 \), which is in the form (A.4). The cost function \( f(u) \) is then given by

\[ f(u) = \langle e^{13}, \tilde{x}^u(N\Delta) \rangle, \]  

(a.10d)

where \( e^{13} \in \mathbb{R}^{13} \) denotes the 13th column of a 13x13 identity matrix. Thus, we see that the original problem has been converted to the form (A.4, A.5).

To compute the gradient for the discretized optimal control problem (A.9), we will first apply the results derived for the problem (A.4, A.5) to the augmented system (A.10). From (A.7b), we see that

\[ Df(u; \delta u) = \Delta \sum_{k=0}^{N-1} \langle \tilde{R}_u(\tilde{x}^u((k+1)\Delta), u(k+1))^T \tilde{p}^u(k\Delta), \delta u(k+1) \rangle. \]  

(a.11a)

For \( k = 0, 1, \ldots, N \), let \( \tilde{p}^u(k\Delta) \) equal the first 12 components of \( \tilde{p}^u(k\Delta) \), and let \( p^{13}(k\Delta) \) be the 13th component of \( \tilde{p}^u(k\Delta) \). Then, from (A.7f), we get
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\[
\begin{bmatrix}
\bar{p}^u(k\Delta) \\
p_e^u(k\Delta)
\end{bmatrix} = \begin{bmatrix}
\bar{p}^u((k+1)\Delta) \\
p_e^u((k+1)\Delta)
\end{bmatrix} \\
+ \Delta \begin{bmatrix}
h_z(z^u((k+1)\Delta), u(k+1))^T \\
0
\end{bmatrix}
\begin{bmatrix}
\nabla_x e(z^u((k+1)\Delta))^T \\
0
\end{bmatrix}
\begin{bmatrix}
\bar{p}^u(k\Delta) \\
p_e^u(k\Delta)
\end{bmatrix}
\] (A.11b)

subject to \( \bar{p}^u(N\Delta) = \nabla_x f(u) = e^{13} \). From the above equations, we can conclude that for \( k = 0, 1, \ldots, N \), \( p_e^u(k\Delta) = p_e^u(N\Delta) = 1 \). Thus, equation (A.11b) becomes

\[
\bar{p}^u(k\Delta) = A_p((k+1)\Delta)\bar{p}^u((k+1)\Delta) + \Delta A_p((k+1)\nabla_x e(z^u((k+1)\Delta))^T, \quad (A.11c)
\]

subject to \( \bar{p}^u(N\Delta) = 0 \), where \( A_p((k+1)\Delta) = (I - \Delta h_z(z^u((k+1)\Delta), u(k+1))^T)^{-1} \).

The equation for \( Df(u; \delta u) \), may be similarly simplified by substituting the expression for \( h_u(z^u((k+1)\Delta), u(k+1)) \) into equation (A.11a), which becomes

\[
Df(u; \delta u) = \Delta \sum_{k=0}^{N-1} \begin{bmatrix}
h_u(z^u((k+1)\Delta), u(k+1))^T \\
0
\end{bmatrix}
\begin{bmatrix}
\bar{p}^u(k\Delta) \\
p_e^u(k\Delta)
\end{bmatrix}, \delta u(k+1))
\]

\[
= \Delta \sum_{k=0}^{N-1} h_u(z^u((k+1)\Delta), u(k+1))^T \bar{p}^u(k\Delta), \delta u(k+1)). \quad (A.11d)
\]

Referring to the finite dimensional scalar product formula (3.2.6b) and equation (A.11d), we see by inspection that for \( k = 1, 2, \ldots, N \),

\[
\nabla f(u)(k) = h_u(z^u(k\Delta), u(k))^T \bar{p}^u((k-1)\Delta). \quad (A.12)
\]
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